
Shading Flows and Scenel Bundles: A New Approach 
to Shape from Shading 

Pierre Breton 1, Lee A. Iverson 1, Michael S. Langer 1, Steven W. Zucker 1'2 

1 McGill University, Reseazch Center for Intelligent Machine, 3480 rue UniversitY, Montreal, 
Quebec, Canada, H3A 2A7, e--msih zucker~mcrcim.mcgill.edu 

2 Fellow, Canadian Institute for Advanced Research 

A b s t r a c t .  The classical approach to shape from shading problems is to 
find a numerical solution of the image irradianee partial differential equa- 
tion. It is always assumed that the parameters of this equation (the light 
source direction and surface albedo) can be estimated in advance. For images 
which contain shadows and occluding contours, this decoupling of problems 
is artificial. We develop a new approach to solving these equations. It is 
based on modern differential geometry, and solves for light source, surface 
shape, and material changes concurrently. Local scene elements (scenels) 
are estimated from the shading flow field, and smoothness, material, and 
light source compatibility conditions resolve them into consistent scene de- 
scriptions. Shadows and related difficulties for the classical approach are 
discussed. 

1 I n t r o d u c t i o n  

The shape from shading problem is classical in vision; E. Mach (1866) was perhaps the 
first to formulate a formal relationship between image [1] and scene domains, and to 
capture their inter-relationships in a partial differential equation. Horn set the modern 
approach by focusing on the solution of such equations by classical and numerical tech- 
niques [2, 3, 4], and others have built upon it [5, 6]. Nevertheless, problems remain which 
are not naturally treated in the classical sense, especially those related to discontinuities 
and shadows. We present a new approach to the shape from shading problem motivated 
by modern notions of fibre bundles in differential geometry [9]. The global shape from 
shading problem is posed as a coupled collection of "local" problems, each of which at- 
tempts to find that local scene element (or scenel 3) that captures the local photometry, 
and which are then coupled together to form global piecewise smooth solutions. 

The paper is written in a discursive style to convey a sense of the "picture" be- 
hind our approach rather than the formal treatment. We begin with an overview of the 
classical formulation, then proceed to define the structure of a "scener' and our new 
conceptualization. 

1.1 T h e  "Class ica l"  Shape  f rom Shad ing  P r o b l e m  

We take the classical setting in computer vision for shape from shading to be the following: 
a point light source at infinity uniformly illuminates a smooth matte surface of constant 
albedo whose image is formed by orthographic projection. 

The matte surface is traditionally modeled with Lambert's reflectance function so the 
image irradiance equation is 

I(z,  y) = pAL. N(x, y) 

3 c]. P ixe l ,  voxe l  . . . .  scenel .  
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where I (z ,  y) is the intensity of an image point (z, y); p, the albedo of the surface, i.e. 
the fraction of the shining light which is reflected; ~, the illumination, i.e. the amount 
of shining light; L, the light source direction; N(z ,  y), the normal at the surface point 
corresponding to an image point (z, y). 

The literature cited above describes the various at tempts to solve this (or a closely 
related) problem 4 from first principles. We emphasize, however, that, to make these 
approaches tractable, certain parameters are assumed known (e.g. typically p, ~ and L). 
Operationally this decouples problems; e.g., it decouples the shape from shading problem 
from light source estimation problems[10]. 

1.2 P iecewise  S m o o t h  S h a p e  f r o m  S h a d i n g  P r o b l e m s  

We submit that such decoupling, while appropriate for certain highly engineered situa- 
tions, is not always necessary; moreover, it can make shading analysis impotent precisely 
when it should be useful. For example, a human observer confronted with a static, monoc- 
ular view of a scene will succeed in obtaining some estimate of the shapes of the surfaces 
within it even when some of the classical setting's constraints are relaxed. The presence 
of a shadow, a diffuse light source, or even a patterned surface does not necessarily in- 
terfere with our ability to recover shape from shading. Thus the classical constraints can 
be relaxed in principle; but how far, and once relaxed by what mechanism can solutions 
be found? These are precisely the questions with which we shall be concerned. 

We retain the basic assumption that smooth variation in intensity is entirely due to 
smooth variation in surface orientation; thus: 

VI (z ,  9) = pAL. VNCz, y) . (1) 

But we diverge from the classical model in two ways. First, we develop an approach 
that  handles light source and surface properties concurrently; neither problem must be 
solved "before" the other. Second, we allow for discontinuities. Geometric discontinuities 
(in curvature, orientation, and depth) are unavoidable and their projection into the image 
has widely recognized importance [11, 12, 13]. We will therefore assume that  the scene 
is composed of piecewise smooth surfaces. 5 

Since we are requiring that all smooth variation in the image intensity arises from 
variation in surface normal, we also assume that the albedo is constant on each smooth 
surface region. 

When several light sources (point or non-point sources) are present, one can consider 
instead a single equivalent light source under the condition that all light sources arc visible 
from the lambertian surface patch. As long as this equivalent light source is constant over 
a surface patch, (1) will be valid. 

Shadow boundaries are problematic since their effect is to change the direction and 
magnitude of the equivalent light source. These problems are discussed in Sect. 5. Another 
problem is the mutual illumination between bright surfaces which can be considered as 
nearby large light sources. However, (1) is only valid when light sources are far from the 
surface. 

In summary, we attribute all smooth variation in intcnsity to smooth variation in 
orientation of surface elements, and thus to surface shape. Thus, in general, any shape 
from shading process should reconstruct shape information identically for a photograph 

4 Other reflectance functions have been studied, e.g. for glossy surfaces or the moon. 
5 Since the reflectance function depends on  t h e  existence of a differentiable surface normal, 

allowing surfaces that are nowhere smooth is clearly inappropriate. 
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(where the albedo varies continuously), a projected slide (where the illumination on the 
screen varies continuously) and the scene itself. 

2 S h a p e  f r o m  S h a d i n g  a s  a C o u p l e d  F a m i l y  o f  L o c a l  P r o b l e m s :  
O u t l i n e  o f  t h e  S c e n e l  B u n d l e  A p p r o a c h  

The key idea underlying our approach is to consider the shape from shading problem as 
a coupled family of local problems. Each of these is a "micro"-version of the shape from 
shading problem in which a lighting and surface model interact to produce the locally 
observed shading structure. We call each of these different models a scene element, or 
scenel, and, since many different scenels may be consistent with the local image structure, 
utilize fibre bundles to provide a framework to couple them together. 
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Fig. 1. Depiction of an abstract scene element, or scenel, corresponding to an image patch (A). 
The scenel (B) consists of a surface patch, described by its image coordinates, surface normal, 
and curvature. Its material properties (albedo) are also represented. Finally, a virtual fight source 
completes the photometry. 

The notion of FIBRE BUNDLES is fundamental to modern differential geometry [7]. 
A fibre bundle consists of a triple (E, ~, M),  where E is called the total space, w is 
a projection operator, and M is the base space. For each point p E M, the subset 
Ir-l(p) C E is called the FIBRE over p. Denoting the fibre F,  an example is the product 
bundle (M x F, 7r, M),  which illustrates how the total space can be viewed as the base 
manifold crossed with the fibre space. While this construction is quite abstract, we use it 
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in the manner  shown in Figs. 1 , 2 and 5. Essential ly i t  allows us to consider t he  global  
shape from shading problem as a coupled family  of local problems.  

We take the image manifold as the base space, and consider the  pho tomet ry  for each 
point  on it. Locally, in a neighbourhood around the point  (x, y), the shading informat ion 
can be described by a combinat ion of local l ight source and surface proper ty  values 
(including curvature,  albedo, etc.). Each of these defines a scenel (Fig. 1), and the space 
of all possible scenels defines the fibre over tha t  point .  Together,  the collection of scenel 
fibres defines the scenel bundle (Fig. 2). 

_-r 

Fig .  2. Depiction of a Scenel Bundle over an image. At each point in the image there are many 
possible scene elements, or scenels. Each of these scenels is depicted along a fibre, or vertical space 
above each image coordinate. The union of scenel fibres over the entire image is called a scenel 
bundle. The shape from shading problem is formulated as determining sections through the 
scenel bundle. Such a section is depicted by the shaded sceneis, and represents a horizontal slice 
across the bundle. Scenel participation in a horizontal section is governed by surface smoothness 
and material and light source constancy constraints. 

We seek a solution of the shape from shading problem as connected sets of scenels in 
which neighbours are consistent; such a solution is called a c r toss  SECTION through the 
scenel bundle.  Formally, a cross section of a bundle (E,  ~r, M )  is a map  s : M ~ E such 
tha t  7rs = 1M. In other words, a cross section assigns a member  of each fibre to each 
posi t ion in the manifold. 

A sub-bundle of the scenel bundle is the TANGENT BUNDLE, in which the fibres consist 
of the tangent  spaces at  each point  and sections correspond to vector fields; Sander  and 
Zucker [8] previously used this bundle in their  s tudy of inferring principle direction fields 
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on surfaces. 
We define what is meant by consistency shortly; first, we introduce the shading flow 

field as our initial data. 

2.1 T h e  Shad ing  Flow Fie ld  as In i t ia l  D a t a  

Observe that a sensitivity issue arises in the scenel framework; spatial quantization of 
the image induces a quantization of the scene domain. Analogously to the manner in 
which integer solutions are not always possible for algebraic equations, we begin with 
"quantized" initial data as well. In particular, we derive our initial estimates from the 
shading/low field instead of directly from the intensity image. This field is the first order 
differential structure of the intensity image expressed as the isoluminance direction and 
gradient magnitude (Fig. 3(a)); we supplement it with the intensity "edge" image (Fig. 
3(b)). We suggest that dealing with uncertainties at the level of the shading flow field 
will expose more of the natural spatial consistency of the intensity variation, and will 
thus lead to more robust processing than the raw intensities. The shading flow field ideas 
are related to Koenderink's isophotes [14]. 

Traditionally, the gradient of an image is computed by estimating directional deriva- 
tives by 

OI 
- -  # X a= Go( )cocy), 

at 
X t -- I, Co() o(y) . a~ 

The gradient estimate follows immediately, and the isoluminance direction is simply 
perpendicular to the gradient. The one limitation of this approach is that (depending on 
the magnitude of ~r) it always infers a smooth gradient field, even when the underlying 
image is non-continuous. We have investigated methods of obtaining stable, discontinuous 
shading flow fields using logical/linear operators [15, 16]. 

Our motivation for starting from the shading flow field is also biological. We take 
shading analysis to be an inherently geometric process, and hence handled within the 
same cortical systems that provide orientation selection and texture flow analysis. Shad- 
ing flow is simply a natural extension. 

2.2 C o n s t r a i n t s  b e t w e e n  Local  Scenels  

The coupling between the local scenel problems dictates a consistency relationship over 
them, and derives from three principle considerations: 

I. A SURFACE SMOOTHNESS CONSTRAINT, which states that the surface normal and 
curvatures must vary according to a Lipschitz condition between pairs of scenels 
which project to neighbouring points in the image domain. This notion is subtle 
to implement, because it involves comparison of normal vectors following parallel 
transport to the proper position (see [8]). 

2. A SURFACE MATERIAL CONSTRAINT, which states that the surface material (albedo 
and reflectance) is constant between pairs of scenels which project to neighbouring 
points in the image domain. 

3. A LIGHT SOURCE CONSTRAINT, which states that the virtual light source is constant 
for pairs of scenels which project to neighbouring points in the image domain. 
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Fig. 3. Typical shading flow (a) and edge (b) fields The left shading flow field depicts the first 
order differential structure of the image intensities, and the right is an edge map. Our shading 
analysis is based on these data, and not on the raw image intensities. This is to focus on the 
geometry of shape from shading analysis, and perhaps to capture something implicit in the 
biological approach. 

Viewed globally, the solution we seek consists of sections in which a single (equivalent) 
light source illuminates a collection of surface patches with constant material properties 
but whose shape properties vary smoothly. The above constraints are embedded into a 
functional, and consistent sections through the sccnel bundle are stationary points of 
this functional. More specifically, the constraints are expressed as compatibility relation- 
ships between pairs of neighbouring estimates within a relaxation labelling process. As 
background, we next sketch the framework of relaxation labelling. 

2.3 I n t r o d u c t i o n  to  R e l a x a t i o n  Labe l l i ng  

P~elaxation labelling is an inference procedure for selecting labels attached to a graph 
according to optimal (symmetric) or variational (asymmetric) principles. Think of nodes 
in the graph as scenels, edges in the graph as links connecting "nearby" scenels with 
weights representing their compatibility. Formally, let i E Z denote the discrete scenel 
i, and let i E /~i denote the set of labels for scenel i. The labels at each position are 
ordered according to the measure pi(l) such that 0 < pi(l) < 1 and ~-~ze~, pi(i) = 1 Vi. 
(In biological terms, think ofpi(l)  as the firing rate for a neuron coding label I for scenel 
i.) Compatibility functions r i j ( l ,  i') are defined between label l at position i and label i I 
at position j such that increasingly positive values represent stronger compatibility. The 
abstract network structure is obtained from the support S that label l obtains from the 
labelling of it 's neighbours N(i); in symbols, 

jEN(i) I'Egj 
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The final labelling is selected such that it maximizes the average local support 

A(p) = E a(l)pi(l)= E E E rl,j(i,l')pj(l')pi(i) . 
is iEZ jEN(i) I~.~j 

Such a labelling is said to be consistent [17]. We now simply remark that such "com- 
putational energy" forms have become common in neural networks, and observe that 
Hopfield [19] networks are a special case, as are polymatrix games, under certain condi- 
tions [20]. 

2.4 Overv iew of  the  P a p e r  

The paper is organized as follows from this point on. We first formally define a scene 
element. We then show how to find those scene elements that are consistent with the 
shading flow field, and solve the forward problem of calculating the shading flow field 
expected for each scene element. The remainder of the paper is concerned with the 
inverse problems of inferring those scenels that are consistent with the shading flow 
field. The subtle interaction between expressing the scenel variables and the relaxation 
compatibilities is described, and scene element ambiguity addressed. An advantage of 
our technique is that, since both surface and lighting geometry are estimated, different 
types of shadow and illumination discontinuities can be handled; these are discussed in 
the Sect. 5. 

3 I n i t i a l  E s t i m a t i o n  o f  S c e n e  A t t r i b u t e s  

We adopt a coarse coding of surface and light source attributes by quantizing the range 
of values of each attribute. Each scene element is defined by an assignment of a value 
to each of the scene attributes. The set of scene elements is viewed as a set of existence 
hypotheses of a surface patch of a fixed shape and orientation at a fixed image position, 
illuminated from a fixed direction with a fixed product of albedo and illumination. 

3.1 The  Scene E lemen t  

The attributes we consider are 

1. IMAGE POSITION: The image pixels are themselves a set of discrete values of z and 
y position. 

2. VIRTUAL ILLUMINANT DIRECTION: We take the light sources in the scene as a set of 
M distant point sources 6, {A(0L(0 : 1 _< i < M} where A(0 is the intensity and L(0 
is a unit vector. Let Vi(z, y) be a binary "View" function such that Vi(z, y) = 1 if 
and only if light source L(0 directly illuminates the surface element corresponding 
to pixel (x, y). 
We define the virtual point source at (x, y) by the two attributes A and L such that 

L ( x , y )  -- LC,) V , ( x , y )  . (2)  
i 

This virtual point source is constant for any neighbourhood in which all the Vi 
functions are constant. In such a neighbourhood, surface luminance satisfies 

I(x, y) = pAL. N(x, y) . 

s M would be quite large in the case of a diffuse source 
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The possible virtuM light source directions map onto a unit sphere. We sample this 
sphere as uniformly as possible to get a discrete set of  virtual illuminant directions. 
In viewer-centered coordinates, this unit vector is given as 

L = (Lx,L~,L~) . 

3. MATERIAL PROPERTIES or the product  pA: We need only consider the product  of 
the albedo and the illuminance (see (1)). Usually the imaging process normalizes to 
some maximum value, so we can assume a range between zero and one, and discretely 
sample this range. 

4. SURFACE SHAPE DESCRIPTORS: The two principal curvatures (~,, ~ )  describe the 
shape up to rotation. Two angles slant a and tilt r are needed to describe the surface 
tangent plane orientation with respect to the viewer's coordinate frame. An additional 
angle ~b is needed to describe the principal direction of  the Darboux frame in the 
surface tangent plane. 

(a) The two angles needed to orient the surface tangent plane in space describe the 
surface normal 

N = ( N x , N y , N z )  = ( cosvs inc , , s i nvs in~ , c osa )  . 

The set of all such normals form a unit sphere. The surface of  this sphere is 
sample as uniformly as possible to derive a discrete set of normals. Of these, only 
the ones in the hemisphere facing the viewer are used; the others axe not visible; 
see Fig. 4. 

Fig. 4. The shape of surface patches is represented as a function of the principle curvatures 
mapped onto an abstract sphere through "curveness" and "shape index" measures (see text). 
Nearby positions on the sphere indicate smooth changes in either the shape or orientation of a 
scene1. This representation on the sphere facilitates the definition of scene1 compatibilities later 
in the text. 
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(b) The two principal curvatures (~l, ~:2) are mapped into a curveness measure 

c = max(I , t l ,  [tc2[) 

and a shape index measure 

a = COS - 1  2C J 

These are analogous to Koenderink's curveness and shape index [21], with the 
choice of norm for the curveness and the spreading function for the shape index 
modified slightly. 
The angles 2~ and s are, respectively, the longitude and latitude of a spherical 
coordinate system covering shape variation in the tangent plane. As we stated 
previously, the angle ~b represents the principal direction, while s values 0 and 
represent umbilic surfaces where principal directions are not defined. Any smooth 
curve on the (2~b, s) sphere represents a smooth deformation or rotation of the 
surface. We define a unit vector K as follows 

K = (Ir K 2 , 1 r  = (cos 2~b sin s, sin 2~ sin s, cos s )  . 

Thus by sampling the surface of the sphere uniformly we derive a discrete set of 
parameters which cover all variations of smooth, oriented shape in the tangent 
plane. Augmenting this with the curveness index provides a complete, discretely 
sampled shape descriptor. 

Given the discrete sampling of the scene attributes as defined above, we derive a set 
of scenel labels 

I = {z, y, pA, L, N, e, K} 

which represent all potential assignments of these scene attributes. Thus each i represents 
the hypothesis that the scene can be locally described by the scenel (zi, yi, (p~)~, L~, N~, 
ei, Ki).  To relate this to the relaxation labelling paradigm [17], we distribute a measure 
pi over each scenel i representing confirmation of the hypothesis. The first step is to 
obtain an initial estimate for the confidence measure Pl from the shading flow field. The 
second is to extract locally consistent sets of hypotheses by relaxation labelling. The 
third step is to prune these sets by imposing appropriate boundary conditions. This is 
a large scale parallel computation, and we are currently implementing it on a massively 
parallel machine (MasPar MP-1). 

3.2 T h e  E x p e c t e d  S had i ng  Flow Fie ld  

For each scenel i, we need an initial estimate for the associated weight pl- We take this 
weight to reflect the match between the local properties of the shading flow field and the 
EXPECTED VALUES for the scene element i. 

The EXPECTED SHADING FLOW FIELD is obtained by computing the light intensity 
gradient for a surface locally described by the scenel i. The paraboloid is an arbitrarily 
curved surface with the local parametric form 

K1 U2 -(- K2V 2 
(u, v, w) where w = 

2 
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M n  

and 

The u and v axes correspond to the two principal directions. The normal to the surface 
at a point (u, v) is given by: 

N(u,v)  = (Nu(u,v) ,Nv(u,v) ,Nw(u,v))  

= ( , ~ u ~ + , ~ l v 2 + l ) l '  ~ ~ 2 2  1) �89 1)�89 (~ lU + ,~ , ,  + ( , ~ u '  + ,~ , ,~  + 

Two rotations relate the viewer's coordinate frame to the paraboloid local frame. 
The first rotation takes care of the surface orientation and the second, of the principal 
directions. In matrix form 

M = M . M c  

w h e r e  

cos2 r cos~ + sin2 r s i n r c o s r c o s ~ - s i n r c o s r c o s r s i n ~  
s i n r c o s r c o s a - s i n r c o s r  sin2 r c o s ~  + cos~ r sin r s i n c r ]  
- cos v sin ~ - sin r sin a cos r / 

tr i = 

where 

\ o / C o s ~ b - s i n r  
Mc = |sin~b cos~b 

0 

Since the inverse of the matrix M is simply its transpose, the light source expressed in 
the local surface coordinate is: 

(Lu,Lv,Lw) = M t ( L x , L y , L , ) .  

Therefore the surface luminance can be computed. 

I(u, v) = p~L- N(u, v) = p~ (Lugu(u,  v) + LvNv(u, v) + L w g , ( u ,  v)) 

Thus we can derive the local properties of the expected flow field. The orientation of the 
isoluminance line: 

0i = tan -~ \ ~  + ~ ]  

The gradient magnitude: 

�9 I o (u ,  ~) I IV Z(~, y)l = p,,, I ~  (~,L,,,,:~L,,)[ . 

The curvature of the isoluminance line: 
2 2 2 2~: 1 ~2L~ (L~ + L~) det(M aa) as - ~tn2(n2L~ det(M ) + l q L .  de t (Ual ) )  

( ( / H~ 2L~  - U12~lLu) 2 + (U2t~2L~ - U22,tLu)2) ] 

det(M s3) = (M12M21 - MI1M22) , 
det(M 32) = (MlaM21 - M2aMll) , 
det(M 31) = (M23MI~ - MlaM22) �9 

The initial weight pl is a decreasing function of some distance measure between the 
observed flow field in the neighbourhood of (zi, Yl) and the expected flow field for scenel 
i. 

p~ = G(0, - 0o~, . ) .  GClVIl l  - IVXlo~,.) .  G ( ~  - ~o~,.) 
where Oo~j., IVIlo~,. and no~. are extracted from the initial flow field. 
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3.3 Scene  E l e m e n t  A m b i g u i t y  

It should be clear that a local shading flow field will not select a unique scenel. In general, 
for an arbitrary shading flow field, several scene elements will be assigned a significant 
weight for each image position. Identical flow fields can be generated by surfaces of 
different shapes because of 

- Intrinsic ambiguity. For example, the cases of convex (Icz, 62), concave ( - 6 1 , - 6 2 ) ,  
hyperbolic ( -61 ,  ~2) or (6z , -~2)  surfaces facing the viewer and the light source all 
have the same intensity profile. 

- Accidental correspondence between light source and surface orientations. For exam- 
ple, a surface with ~1 = ~2 will generate concentric circular isoluminance lines in 
the plane facing the light source. If  the curvature is small, the isoluminance lines 
projected in the image plane form concentric ellipses. Such isoluminance lines can 
also be seen when an elliptic surface faces the viewcr and the light source. 

The example of elliptic isoluminance lines is particulary revealing. Such lines could be 
due to the shading of a spherical patch directly facing the light source but slanted away 
from the viewer; or it could be due to the shading of an elliptical (convex or concave) 
patch directly facing the light source and the viewer. Here, two phenomena are closely 
coupled: the formation of the isoluminance lines on the surface (related to the slant of the 
surface with respect to the light source) and the projection on the image plane (related 
to the slant of the surface with respect to the viewer). 

However, these local ambiguities are not always accompanied by global ambiguities. 
Although, as Mach observed in 1866, "many curved surfaces may correspond to one light 
surface even if they are illuminated in the same manner" [1], these global ambiguities are 
often finite [18]. In the Sect. 4, we propose a relaxation labelling process to disambiguate 
the local surface geometry. 

4 T h e  r e l a x a t i o n  l a b e l l i n g  p r o c e s s  

R~call that we are imposing three constraints on our surfaces: locally constant albedo, 
locally constant lighting conditions, and locally smooth geometry. For the relaxation 
labelling process, these translate into the following: 

- A scenel j is compatible with the scenel i if they have the same constant pA and 
the same virtual illuminance direction L, and if scenel j ' s  surface descriptors fall on 
scenel i's extrapolated surface at the corresponding relative position. 

- A scenel j is incompatible with the scenel i if they have the same constant pA and the 
same virtual illuminance direction, and if there exists another scenel j ' ,  neighbouring 
scenel j along the fibre, that better fits the extrapolated surface from scenel i than 
scenel j .  Observe that this incompatibility serves to localize information along each 
fibre. 

- otherwise a scenel j is unrelated to the scencl i. 

Using these guiding principles, we assign a value to the compatibility r!j between two 
scenels i and j .  This compatibility will be positive for compatible hypotheses, negative 
for incompatible hypotheses, and zero otherwise. In general, variation in rli is assumed 
to be smoothly varying between nearby points in the parameter space Z. The process is 
illustrated in Fig. 5. 
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Fig. 5. Illustration of the compatibility relationship for scenel consistency. Two scenels axe 
shown on the fibre at image location (x S, ys), and are evaluated against the scenel (i) at (x, y). 
The surface represented in scenelx.u is modeled by the osculating paxaboloid, and extended to 
(x ~, y~). It is now clear that one scenel (j~) at (z', y~) is consistent, because its surface patch 
lles on this paraboloid and light source and albedo agree. The other scenel (j) is inconsistent, 
because its surface does not match the extended paraboloid. Such osculating paraboloids are 
used to simulate the parallel transport of scenel=,,~, onto scenel=,u. 

Consider the unique paxaboloid Si(u,v) such that the neighbourhood of Si(0,0) is 
described by the surface parameters of scenel i. The compatibility of a scenel j with i (r#)  
is then defined in terms of the relationship between scenel j and the point Si(u, v) E Si 
which is "closest to" scenel d. This operation is equivalent to the minimization of the 
distance measure 

. u ( c ~  ~ 
(=j - ~TCu, v)) ~ + (y~ - y~ ( , ~))~ + \ ~TM ) 

+ ( c~ (N "Kt (u' " ) ) ' / ' a r k  / + (~'( '~ - ~,'. (u, ,,))'~'ao / 

over (u, v). Here, Z~TJV, ATK, Z~c axe the distance between neighbouring scenels for the 
given attribute and (x*, yT, N*, K*, c7) are the surface descriptors for the point Si(u, ~). 
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So by physical consideration, the compatibility between scenel i and and scenel j can 
be expressed as 

rq = 5p~,,p~r .SL~,L .G ( r  z*)2 + (yj _ y , ) 2 ) .  _G~.y  N ( c o s - I ( N j  _ N[))  

� 9  (cos-1(I~ - K~))" G~o (:~ - :~) 

where Gc,(x) is the Gaussian, and G~(z) is its second derivative. 
Notice that these values depend only on the relationship between seenel i and scenel 

j ,  which are fixed and constant throughout the computation. Therefore, these compati- 
bilities can be calculated once and then stored in either a lookup table or as the weights 
in some sort of network. 

5 A C a s e  S t u d y  o f  D i s c o n t i n u i t i e s  

We have described a framework for computing sections of the scenel fibre bundle that 
are constrained to have a constant virtual light source, constant albedo, and smooth 
surface geometry. Any discontinuity in these attributes will demarcate a section boundary. 
Discontinuities can arise in many ways: the albedo can change suddenly along a smooth 
surface; a shadow can be cast across a smooth surface; the surface normal can change 
abruptly along a contour. In all three of these cases there will be a discontinuity in the 
image intensity. In this Sect., we address the question of how seenel discontinuities are 
manifested as discontinuities in the image. We restrict our attention to two types of image 
discontinuities : intensity discontinuities (edges) and shading flow discontinuities. 

5.1 I l l umina t ion  Discont inui t ies  (Shadows)  

Shadows are produced by variations in the virtual point source along a single surface 
patch (recall Sect.3.1 for the definition of AL). These variations are the direct result of 
a discontinuity in some Vi(z, y). We say that there is a shadow boundary along this 
discontinuity. The image intensity cannot satisfy our model (1) in the neighbourhood of 
a shadow boundary since the image intensity on each side of the shadow boundary is 
due to a different virtual point source. We now briefly examine the two types of shadow 
boundary. 

In general, an attached shadow boundary lies between two nearby pixels (z0, Y0) and 
(z l ,y l )  when for some point source, L(j), it is the case that N(x0,Y0) �9 LU) > 0 and 
N ( z l , y l ) . L ( j )  < 0. 

The image intensity is continuous across the attached shadow boundary even though 
Vj is discontinuous since N �9 L ( j )  -- 0 at the boundary. However, the shading flow is 
typically not continuous at the attached shadow boundary. The shading flow due to the 
source L(j) will be parallel to the shadow boundary on the side where Vj = 1, but it will 
be zero on the side where Vj -- 0. The shading flow due to the rest of the light sources 
will be smooth across the boundary but this shading flow will not typically be parallel 
to the boundary. Hence the sum of the two shading flows will typically be discontinuous 
at the boundary. 

A cast shadow boundary is produced between two nearby points (zo, Yo) and (xl,  Yl) 
when for some point source, L(j), it is the case that both N(z0, Y0) �9 LU) > 0 and 
N (Z l , y l ) .  L(j) • 0 ,  and either Vj(z0,Y0) - 0 or Vj (z l ,y l )  -- 0 (but not both). 

Examining (2), we note that for cast shadows, the discontinuity in Vj results in a 
discontinuity in image intensity, since the N �9 L(j) > 0. Furthermore, there is typically a 
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Fig.  6. An illustration of shadow boundaries and how they interact with flow fields. In (a) 
shadow is cast across the hood of a car. In (b) we show �9 subimage of the cast shadow on the 
left fender, and in (c) we show the shading flow field (represented as a direction field with no 
arrowheads) and the intensity edges (represented as short arrows; the dark side of the edge is 
to the left of the arrow). Observe how the shading field remains continuous (in fact, virtually 
constant) across the intensity edge. This hold because the surface is cylindrical, and the shading 
flow field is parallel to the axis of the cylinder. 
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discontinuity in the shading flow since the virtual light source defined on the side of the 
boundary where Vj = 0 will usually produce a different shading flow across the boundary 
than is produced by L(j) on the side of the boundary where Vj = 1. 

In the special case of parabolic (e.g. cylindrical) surfaces, the shading flow remains 
continuous across both cast and attached shadow boundaries because the flow is parallel 
to the axis of the cylinder. Note however that the attached shadow is necessarily parallel 
to the the shading flow field. This case is illustrated in Fig. 6. 

To summarize, the image intensity in the neighbourhood of a pixel (z0, Y0) can be 
modelled using a single virtual point source as long as there are neither attached nor cast 
shadow boundaries in that neighbourhood. Attached shadow boundaries produce con- 
tinuous image intensities, but discontinuities in the shading flow. Cast shadows produce 
both intensity discontinuities and shading flow discontinuities. 

5.2 G e o m e t r i c  Discon t inu i t i e s  

There are two different ways that the geometry of the scene can produce discontinuities 
in image. There can be a discontinuity in N along a continuous surface, or there can 
be a discontinuity in the surface itself when one surface occludes another. In the latter 
case, even if there is no discontinuity in the virtual light source direction there will still 
typically be a discontinuity in N which will usually result in both discontinuities in the 
image intensity and in the shading flow. 

5.3 M a t e r i a l  Discon t inu i t i e s  

If there is a discontinuity in the albedo along a smooth surface, then there will be a 
discontinuity in luminance across this material boundary. However, the shading flow will 
not vary across the boundary in the sense that the magnitude of the luminance gradient 
will change but the direction will not. 

5.4 S u m m a r y  o f  Discon t inu i t i e s  

In summary, shading flow discontinuities which are not accompanied by intensity discon- 
tinuities usually indicate attached shadows on a smooth surface. Intensity discontinuities 
which are not accompanied by shading flow discontinuities usually indicate material 
changes on a smooth surface. The presence of both types of image discontinuities indi- 
cates that either there is a cast shadow on a smooth surface, or that  there is a geometric 
discontinuity. 

6 C o n c l u s i o n s  

We have proposed a new solution to the shape from shading problem based on notions 
from modern differential geometry. It differs from the classical approach in that  light 
source and surface material consistency are solved for concurrently with shape proper- 
ties, rather than independently. This has important implications for understanding light 
source and surface interactions, e.g., shadows, both cast and attached, and an example 
illustrating a cast shadow is included. 

The approach is based on the notion of scenel, or unit scene element. This is defined 
to abstract the local photometry of a scene configuration, in which a single (virtual) light 
source illuminates a patch of surface. Since the image irradiance equation typically admits 



150 

many solutions, each patch of the image gives rise to a collection of scenels. These are 
organized into a fibre space at that point, and the collection of scenel fibres is called the 
scenel bundle. Algebraic and topological properties of the scenel bundle will be developed 
in a subsequent paper. 

The solution of the shape from shading problem thus reduces to finding sections 
through the scenel bundle, and these sections are defined by material, light source, and 
surface shape consistency relationships. The framework thus provides a unification of 
these different aspects of photometry, and should be sufficently powerful to indicate the 
limitations of unification as well. 
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