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Abstract. Cryptographic schemes using elliptic ciirves over finite fields 
require the computation of t.he cardinality of the curves. Dramatic progress 
have been achieved recently in that  ficld by various aut,hors. The  aim of 
this article is to  highlight part of t,liese improvements arid lo describe 
an eficieiit. ini~~lei~ientatiorr of ~ 1 i e t 1 1  i n  the particular case of the fields 
GF(2”I),  for 7 1  5 6W. 

1 Introduction 

Elliptic curves have beeii used successfully to factor integers [26, 361, and prove 
the primality of large int,egers [6, 15, 41. Moreover t>hey turned out to be an 
interesting alterna.tive to  the use of Z / N Z  in cryptographical schemes [33, 211. 
Elliptic curve cryptosysteiiis over finite fields have been built, see [ 5 ,  301; SOIIK 

have been proposed i t1  Z / N Z ,  N composite [23 ,  12, 421. More applications were 
studied i n  [19, 221. Tlte iut,erested rea.der should also consultj [31]. 

In order to perform key exchange algorit,lims usiiig an elliptic curve E over 
a, finitme field K ,  the cardiiialit,y of E ninst, he known. The first suggestions in 
that  direction were to use supersingular curves for which the cardinality is easy 
t o  compute [33, 21, 18, 5, 301. But these curves turned out t o  be disastrous, 
since t.he discret,e logarithm problem can he reduced to the discrete logarithm 
problem over a.n extension field of I\’ of small degree [as] .  For non supersingular 
curves, no reduction algorithm is kiiowri in general and the only known attack 
on such schemes is t o  use a variant of Pollard’s algorithm [16] and this algorithm 
has exponential running time. Hence, it a.ppears promising t o  use these curves 
since we can achieve t8hc saiiie level of confidence oiie has with Z / N Z  with much 
shorter keys. 

Two types of f i n i k  fields C,’F(q) have heeii suggested. The first one considers 
curves over C F ( p )  where p is a large prinre, t,lie second oiie curves defined over 
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G F ( 2 " )  where n is some integer. It, is possible to use the properties of complex 
multiplication as stated i n  [4] to build an elliptic curve with cardinality satisfying 
some properties [38, 22, 34, 35, 24, 81. On the other hand, one can use random 
curves and try to  compute it>s cardinality. It was not until recently that Schoof's 
polynomial time algorithm for solving this problem could be efficiently imple- 
mented and give satisfact,ory results. The aim of this paper is to give some hints 
on how this wa.s made possible and to give some precise timings on randomly 
selected curves. 

Since there are indidria.1 applications for elliptic curves over GF(2")  [16, 311, 
we will focus on t,his case. We will briefly compare the running time of our 
implementation with that of the case G F ( p ) ,  p a large prime. 

The structure of this paper is as follows. Section 2 recalls basic facts on 
elliptic curves. Section 3 describes Schoof's algorithm in a synthetic way using 
the contributions of Atkin, Elkies, Couveignes-Morain and the decisive ideas of 
Couveigiies for the computation of isogenies in characteristic 2. We will present 
some st.ra.t.egies combining these ideas. Some details of the implementation are 
given in  Section 4;  precise timings on random curves for various fields are also 
given. 

Tlirougliout the paper, we let, I< = GF(q)  = G F ( p " )  be a finit,e field of 
characteristic p .  

2 Elliptic curves over finite fields 

FVe recall well known properties of elliptic curves. All these can be found in [46] 
(see also [31]). 

The general equation of an elliptic curve E is given as: 

F ( X ,  Y, Z )  := Y'Z + O ~ X ' I ' Z  + u 3 ~ ~ ~ 2  - (,y3 + a2x22 + ~ 4 x 2 ~  + = o 

where the a,'s are i n  I\' aiid the discriminant A defined by 

2 ~4 = d2 - 24d4, A = -d;de - 8 d i  - 2 7 d i  + 9d2d4d6 

is invertible in A'. The j-invariant of the curve is j ( E )  = cg/A. 
It is possible to define on the set of points E ( K )  of E 

E ( l i - ) = { ( x , y )  E l i - ~ , ~ ( 2 , y , 1 ) = O } U { O ~ }  

an Abelian law using the so-called tangent-and-chord method, OE being the 
neutral element (0, 1 , O ) .  We refer to the references given above for the precise 
equat,ions of t.he law. 

Let rn denote the cardinality of the set E ( K )  of points on E .  Then, it is well 
known t,hat m = q + 1 - t where t is an integer satisfying 111 5 2 f i .  
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3 Counting the nuiiiber of points 

3.1 Torsion points 

Let E be an  elliptic curve and let N be an  integer. Define E [ N ]  as the set of 
points of E(xj of order N .  When N is prime to p ,  then E [ N ]  is isomorphic to 
( Z / N Z )  x ( Z I N Z )  and whcn N = y e ,  it, is either ( 0 ~ ; )  or ( Z / p " Z ) .  

It  can be shown tha t  there exists a polynomial f N ( X )  in Q [ u ~ ,  u2, u3, u4, ug][X] 
of degree 

( N 2  - 1)/2 if ( N , p )  = 1, N odd, 
d N =  { (N2-4) /2  i f ( N , p ) =  l , N e v e n ,  

( p 2 e  - p e ) > / 2  if N = p e ,  

such tha t  P = (S, Y,  1) is in E [ N ]  if and only if fN(X) = 0 in x. The  polynomial 
fN  is called division polyriomzal. 

3.2 Schoof's algorithin 

Sclioof's algorithni [43] uses tlre properties of llie Frobeiiius XE which maps 
E ( r )  onto itself and which setids a point ( S , Y ,  1) to ( X q , Y q l  1). It  is known 
tha t  this endornorphisin has characterist,ic equation 

where t is related t o  the cardinality m of E(  K) via rn = q + 1 - t .  

the  group E [ q ,  and equivalently 
Let ! be a prime number. Equation (1) is still valid when X E  is restricted to 

We can find te I mod by finding which value of 7, 0 5 T < t, satisfies 

in G F ( q ) [ X ,  Y ] / ( F ( S ,  Y, l), f e ( X ) ) .  If we know t mod P for enough P such tha t  

then we can detrmiiirc 2 usiiig t h e  C:hiiirst, reiiiaintlering t.heorem 
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3.3 

Though Schoof's algorithm has polynomial running time, its implementation was 
rather inefficient, due to the size of the polynomials involved. However, Atkin 
first and then Elkies devised theoretical and practical improvements. We suppose 
from now on that we want to compute tl E t mod t, t a prime number different 
from p (see below for the particular case t = p ) .  

Firstly, Atkin [a] explained tiow to use the properties of the modular poly- 
nomial @e(S ,Y )  modulo p to get a list of possible values of t e .  The polyno- 
mial @ t ( S ,  Y )  is symmetxic i n  X and Y and has degree f! + 1. The polynomial 
@(S) = @e(S, j (S) )  describes the cyclic subgroups of E [ 4 .  It can have basically 
two split,ting i n  li': ( l l r  . . . T )  with t - 1 = T S  or ( r  . . . r )  with t + 1 = T S  (there 
are two particu1a.r cascs described i n  the paper which are rare and we omit the 
relevant details for the sake of simplicity). In the first case, t is said to be an 
EIkies prime and an Alkm prime in t,he second. In each case r is the order of 
a l p  wherc (Y and ,O are the root8s of 

A n  overview of the iinprovemcnt,s of Atk in  and Elkies 

7r2 - t7r + q 0 mod t 
and lie i n  GF(C) if .!! is an Elkies prime (and thus t 2 - 4 q  must be a square modulo 
l )  and in G F ( P )  ot,licrwise (implying that t 2  - 4q is not a square modulo l ) .  
Once r is known, there are y ( r )  possible values of t e  and in many cases, this 
value is much less than e;  we denote by c(!)  the nuiiiber of possible values of 
t mod e. It. remains t,o combine t,Iiese values i n  a clever way, using a match and 
sort techiiique described i n  [ 2 ] .  This paper contains also many ideas concerning 
the alternat,ive use of other modular equations, that turn out to be essential in 
practice, but tlial, we do not want to describe here (for this see also [40]). 

Elkies [l4] rerna.rked t,liat, when t 2  - 4q is a square modulo t, then f e ( X )  has 
a factor gt('Y) of degree (e - 1)/2. Moreover, r~ has an eigenspace associated 
with ge, which means that we now look for some k, 1 5 k < l such that 

(xq, YO) = k ( X ,  Y )  

in  G F ( q ) [ S ,  \ ' ] / (F(X,  Y ,  I ) ,  st(.".')); then we recover t e  = ( k 2  + g ) / k  mod 4. This 
cliange was criicial ,  because it was then possible to use polynomials of degree 
( P  - 1)/2 rat,lier than of dcgree (a2 - 1)/2.  Elkics gave ari algorithm to compute 
ye using Furt Ilcr proIpc.rt,ies of nrorlular cquat,ions. Another a.pproach was given 
i n  193. 

Atkin [3 ]  gave his own solution to the problem of computing g e ( X )  using more 
niodular cqua.t.ions and inodular forms. Though rather t8ricky to implement, his 
approach is very fast, i n  practice. 

Recently, Couveigncs and hlorain showed how to use powers of small Elkies 
primes [1 13. 

All these ideas a.re also descrihed i n  [44] and were implemented [3, 25, 40, 
391. The results are st.riking, the record being that of the computation of the 
cardinalit,y of a curve inodulo a prime p of 500 digits (see the end of this article). 

Tlie only remaining problem was t,liat thcsc ideas could not work when p = 2. 
As a mntt ,er  of fact, the t,licory of Atkin and Elkies remains valid, but one 
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could not use the ordinary parameterizat,ion of elliptic curves via Weierstrass' p- 
functions to  get a suitable way of computing ge. Couveignes solved this problem 
in his thesis [lo], using formal groups as a powerful tool. The first successful 
implementation of these ideas is due to Lercier and Morain [27]. 

3.4 Couveigncs's algoritliiii 

Couveigiies's algorithm [lo] works i n  any characteristic p > 0. We simplify the 
exposition in the case p = 2. 

When k' is an Elkies priiiie, we known t,hat the init.ial curve 

(3) 3 E y2 + X y  Z + 06, 
is isogenous to a curve 

E* : y2 + ~y = z3 + 0: 
that can be easily computed from the modular equation @t.  The  difficulty lies 
in the computation of the isogeny I from E to E" defined by 

Then h ( z )  is the factor of the division polynomial we are looking for. 

of pairs ( t ,  s) satisfying 
Setting t = -x /y  and s = -1/y, the formal groups defined by (3) is the set 

t 3  + Is + OGS3 = s 

where t arid s are formal series in  I<((T) ) .  A inorphisin M from E to  E* satisfies 
the equality 

M((tl(T), Sl(T1) + ( t z ( r ) ,  S 2 ( T ) ) )  = h.l(tl(T), S l ( T ) )  + M(t2(7-),  SZ(T)) (6) 

in  K ( ( T ) ) .  'I'his equat,ion is not. sufficient, t,o get I since there are much more 
morphisms than  isogcnics. 

Since I c a . ~  be writ,ten as ( 5 ) ,  letting z ( 7 )  = s ( T ) / t ( T ) ,  U is a formal series 
such that 

with A ,  a polynomial of degree ( e  - 1)/2 and g,  a polynomial of degree e. We 
write U ( T )  = r + xz2 ui# and we find the ui 's  coefficient by coefficient. If i is 
not a power of 2,  we look for ui such that t,he equality 

U ( ( T ,  4T)) + ( A T ?  S ( < A T ) ) )  = ( U ( T ) ,  s * ( l i ( r ) ) )  + ( U ( A T ) ,  s*(U(Ar) ) ) ,  (8) 

holds up to pit' ,  A being a coiistantt i n  t,he field chosen as described in [lo]; 
when i is a power of 2, we do the same tliiiig using 

U ( ( T >  s ( r ) )  + ( T ?  4 7 ) ) )  = ( U ( T ) ,  s"( /T(r ) ) )  + ( U ( T ) ,  S*(U(f))) .  (9) 
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We have to compute 41 + 1 terms of U ( r )  in order to get 4 l +  2 terms once 
substituted in t * ( r )  = s ’ ( t ) / t  and finally have 2&+ 1 t,erms as a series in Z(T) = 
s ( r ) / r ,  to be able to  recognize 

with the Massey-Berlekamp algorithm [28] 

3.5 

T h e  general algorithm for computing the cardinality of E ( K )  runs as follows: we 
use two variables Mu and A4) which contain respectively the product of primes 
C for wliich Lc IS  kirowii  aiid for which te is in some subset of possible values. 
Typically, M,, contains Elities primes and A41 Atkin primes. T h e  variable M will 
coiit,aiii the current nuiiiber of combinations to be tried; a bound on M is givcn 
as a constant M (more details on its  choice will be given later). 

procedure SEA( I<, E )  

A synthetic description of the algorithm 

The  general procedure is: 

1. 1 := 1; Mu := 1; Afl := 1; M := 1; 
2. while (M,, x A l l  < 4d) or ( M  > M )  do 

(a) C := nestprime(1); 
(b) if @ = p then LEqualPCasa(E); 
(c) compute O(X) = Qt(X, j ( E ) )  and find the number u oE roots of @ in I<; 
(d) if I/ = 2 (t is aii Elkies prime) then ElkiesCase([); 
( e )  if v = 0 ( E  is an Atkin prime) then Atkincase(&); 

3 .  use the match and sort technique to finish the computations. 

The  core of t,he computations consists of the two procedures: 

procedure ElkiesCase(!) 

1. comput.e a fact,or ge(A’) of ft(X) of degree (1- 1)/2 using Atkin’s algorithm 

2 .  fiiid an eigeiivalue of XE relat.etl t.o gtl  i x . ,  1 5 k < l! such tha t  ( X Y , Y Y )  = 
(k2+ 

if p is large and  Couveignes’s otherwise; 

b ( X ,  k’) in G F ( q ) [ S ,  l’](.F(S, I”? l)3ge(X)) ; deduce from this that  t 

3. hl, := Aft ,  x f .  
q ) / b  mod I‘;  

procedure Atkincase(() 

1. find the least r such tha t  X q ’  3 S mod @ and set c(1) = ( ~ ( r ) ;  A4 := 
M x c(1); 

2. M i  := Af ,  x l. 
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netmails concerning t.lrese two procedures are given in [3, 14, 9, 40, 251. Recent 
improvements are due to Miiller [41] (see also [45]) and Dewaghe [13] and have 
been incorporated i n  our programs. 

In the case P = p ,  covered by procedure LEqualPCase, the polynomial fp ( X )  
can be written as P(X)p"-' where P ( X )  is of degree (ye+' - p ) / 2 .  Schoof's 
original algorithm or sometimes Elkies' algorithm can be used (see [31] for the 
case p = l = 2 ;  the general case will be dealt with in [27]). 

3.6 A more elaborate s t r a t egy  

Let us give a variant of the algorithm we described above using four more con- 
stants d, C ,  S and C that will reflect the choice of possible strategies: 

( c )  if v = 2 and 4 5 C tlieii 
1 .  ElkiesCase(0; compute the semi-order d of the eigenvalue k mod !, 

2 for n := 2 while Pa-'d 5 C do compute t mod !"; Mu := Mu x !; 
i.e., tlie sniallest d such that kd 5 k1 mod !; 

else if ( P 2  - 1)/2 5 S tlieii for 11 := 1 while (fZn - tZn-')/2 5 S do 
compute 1 mod !" using Schoof's original algorithm; 

else if P 5 A then Atkincase(!); 

In the above description, the quantity P - ' d  represents the degree of a factor of 
f i m ( X ) ,  see [ll],  (P2" - !'"-')/2 is the degree of a factor of fe-(X). 

This presentation captures inany possible strategies. First of all, setting 
f = A = 0 yields Schoof's original algorithm. Setting C = 0 gives Atkin's 
first algorithm [ 2 ] .  Int,roducing C makes it possible to use the ideas of [ll]. We 
will detail t,lre const,ants of our implementat~ion in the next section. 

4 Implemeiitatioii and results 

4.1 General reinarks 

We note that almost all the ideas (and tricks) of Atkin are still valid when 
the characteristic is 2 .  The first implementation of part of the above ideas is 
described in [32], which contains many interest,ing details. 

4.2 Basic a r i thme t i c  

Our implement,at,ioi~ is based on the library GFM writ,ten by F. Chabaud [7] (on 
top of BigNum - cf. [17]), and improved by the authors. It represents GF(2")  
as the residue class ring GF(2)[T] / (T"  + f ( T ) )  where f ( T )  is a polynomial of 
degree smaller than 71 such that, T" + f(T) is irreducible over GF(2) .  In practice 
- in the range 1 <_ n <_ 600 - we were always able to find a suitable f of degree 
less than 15. 

The algorithm spends most of the time doing multiplications of elements in 
the field. To speed up this operation, we first perform the multiplication of two 
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polynomials with coefficients in  G F ( 2 )  using a table storing all the products PQ 
of polynomials P and Q of degree at  most 7 (at the expense of a storage of 128 
kilo-bytes). Then we reduce this polynomial of degree at  most 2n - 2 modulo 
T” + f ( T )  using a second table storing the coefficients of q(T) f (T )  for all g(T) 
of degree smaller than 15 (at the expense of a storage of 256 kilo-bytes too). 
Inversion in the field is done as in [31, Chap. 6,  pp. 851. 

We give in Table 1 containing precise timings (in seconds) for performing lo6 
operations. All benchmarks have been done on a DecAlpha 3000/500. 

Table 1. Benchmarks for field arithmetic in GF(2”)  

I nlsquaringl Multiplication1 Inversion1 

105 5.8 33.6 994 

196 8.5 

4.3 Polyiioiiiial a r i thn ie t ic  

One of the main costs of the algorithm is the computation of X 2 ”  mod P ( X )  
where P ( X )  E G F ( 2 ” ) [ X ] .  As squaring of polynomials of degree d can be per- 
formed in O(d)  squarings i n  GF(2”)’ we have to  improve the reduction of a 
polynomial g(X) (of degree at most 2d)  modulo a polynomial P ( X )  (of degree 
d ) .  This usually costs O(d2) multiplications in Ii (cf. [20]), but can be improved 
using Newton’s method and Karatsuba’s algorithm as described for instance in 
[l] (see also [ 3 T ] ) .  In the graph given in Figure 1, we plotted the time needed to 
square a polynomial modulo another polynomial in GF(2Io5)  for all degree less 
than 300. 

4.4 Tiiiiiiigs 

In [ l G ] ,  the authors give ruiining times for curves defined over GF(265) ,  GF(Z8’) 
and GF(21°5).  We used t>licse fields as benchmarks for our implementation. We 
took the 50 curves defined as y2 + zy = z3 + a6 where a6 E GF(B)[T] and 
2 5 ~ ( 2 )  5 51 (none of such coefficient a6 belongs to a smaller extension of 
G F ( P 5 ) ,  GF(289) and ~ ~ ( 2 ~ ~ 7 ) .  

the maximal prime used; the number of U (resp. L )  primes; 
M ,  the number of combinations; the cumulated time for X Q ,  XQr,  Schoof’s 
algorithm; compi~t~ing and k when e is Elkies; the t,ime for the match and sort 
program; tlie t.ot.al t.ime. For each cat,egory, we give the minimal, maximal and 
average v a l u ~ s .  

We give: 
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Fig. 1. Time f o r  squaring a polyiiornial over GF(21a5) 
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Degree of P ( X )  

Consider first A' = G'F(2"). I n  t.liis case, M = co. Results are put in Table 
2.  These tables Show inmediately t,hat throwing away Atkin primes is really a 
bad idea. Playing w i t h  the different parameters finally yields the best results for 
our three fields i n  Table 3. In each case, one has A = 00. 

A dynamic strategy. When e is an Elkies prime, the cost of ElkiesCase turns 
out to  be greater t8han t,liat of Atkincase. In order to have a program as fast 
as possible, it, is sometimes bet,ter to  treat an Elkies prime as an Atkin prime. 
This motivates our d ' f ~ 7 1 ~ 7 1 l ~ C  strategy. Let L denote the least prime such that n,,, t! > 4 f i  and deiiotc by ?(() an ripper bound on c (e ) .  An upper bound for 
the number of coinbinations is t81icn n,,, i.(t). The program runs as above and 
as soon ;ts for the current prime C, one has 

one decides to treat the remaining primes as Atkin primes. 
We can compute an upper bound E ( P )  for c ( t )  as ?(l) = max{cp(r)} where 

T 11 - E and ( q / e )  = (-l)('-')/'* for all choices of E in {Al}. (Note that E = +1 
if 0 is an Elkies prime aud -1 otherwise.) 

The resulls of this st#rat,cgy arc  as follows, witah A = co i n  all cases: This 
shows that. tliis slrategy is usefril in  t>he last case only. 
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Table 2. Different parameters for Gf'(265)  

&=cx C = 6 4 , S = 8 4 , d = O 1 1  & = O , C = O , S = O , A = O ~  1 

Schoo 

hl-S 

rriinl maxl avgl 

1.02 lo3  1.47 l o6  2.79 105 

0.11 2.11 ;:;I 
7.2 10.5 

Table 3. Best parameters for G F ( 2 " )  

emax 

Schoo 

M-S 

rnin max avg min max avg min max avg 

29 29 29 37 41 39  43  43  43  
1 4 2 1 6 3 4 6 5 
6 9 7 6 12 9 8 10 9 

l o 2  3.7 lo5 5.8 lo4 7.7 lo2 2.8 lo7  2 .4  lo6 1 . 5  lo5 7 . 1  lo8 6.6 lo' 
3.8 4 .0  3.9 10.2 14.9 12.5 22.4 24.8 23.3 
1 . 3  3.2 3.3 3.8 12.0 8.1 11.5 18.3 14.7 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 30.0 12.9 
0.0 1 . 1  0.4 0.0 2.5 1.0 0.0 2.4 1.0 
0.1 0.2 0.1 0 . 3  0.G 0 . 5  0.3 0.8 0.6 
0.1 1.7 1.1 0.2 5.9 2.5 0 .5  18.8 5.7 
6.1 8.8 7.7 17.9  32.2 24.6 43.0 73.9 58.1 

4.5 Coiiiparisoii with the case  G F ( p )  

For the sake of comparisons, we give some timings when using the field GF@) 
where p is the least prime greater than P5 (resp. P9, etc.). We considered the 
50 random curves of equation y2 = z3 + z + b for 1 5 b 5 50 for each of these 
primes. In all cases, one has A = 00 and C = 0. Results are given in Table 5. 
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GF(z6'  + 131) 
t ' = 7 , S = O  

GF(289 + 29) 
& = 00,s = 3 

inin iiiax avg min max avg 

tinax 29 31 30 41 43 41 
#U 2 6 3 5  13 7 
# L  5 9 7 1  8 5 
111 8 2.0 lo6 6.1 10' 

X Q  1.1 2.2 1.8 0.3 4.2 2.3 
Xqr 1.1 2.2 1.8 0.3 4.2 2.3 
Schoof 0.0 0.0 0.0 0.0 0.0 0.0 
9 0.0 0.0 0.0 0.1 0.9 0.4 
I;  0.0 0.1 0.0 0.7 8.1 3.7 

- s 0.3 1.3 0.6 0.4 2.4 0.6 
Total 6.3 111.0 8.8 23.5 32.9 35.3 

1.7 l o3  6.6 lo5  1. lo5  

Table 4. Best parameters for the dynamic strategy 

~ ~ ( 2 1 ' ~  + 39) 
& = cu,s = 3 

min max avg 
43 47 46 

3 13 8 
2 11 6 

32 1.1 l o7  6.0 10'5 

0.3 10.9 4.7 
0.3 10.9 4.7 
0.0 0.0 0.0 
0.2 1.8 0.9 
1.1 13.5 7.7 
0 . 5  6.9 1.1 

40.1 60.4 51.6 

Schoof 

M-S 

oin max avg min max avg min max avg 

29 29 29 37 41 37 41 43 42 
2 4 2 2  5 3 2 5 3 
6 8 80 7 10 9 9 12 10 

LO3 3.7 lo5  5.3 10' 3 lo3 2.7 l o 7  2.9 lo6 7.4 10' 9.4 lo8 8.3 l o 7  

3.3 3.5 3.4 9.0 12.3 9.4 15.6 22.2 20.2 
1.1 2.7 1.9 3.2 8.6 5.3 8.7 15.9 12.3 
0.0 3.3 1.8 0.0 3.4 1.7 0.0 11.0 2.5 
0.0 0.2 0.1 0.0 0.9 0.2 0.0 2.1 0.7 
0.1 0.2 0.2 0.3 0.9 0.6 0.4 2.2 0.9 
0.1 1.5 1.0 0.2 5.7 2.5 0.6 27.3 6.7 
6.0 10.8 8.3 15.4 25.0 19.6 32.0 65.2 43.3 

Table 5. Best running times for G F ( p )  

4.6 Records 

In [32, 311, the authors gave timings for larger fields GF(2155)  and GF(21g5). 
For these fields and for larger fields (the last one being the current record, as of 
February 1995), our  implementation gave the following timings, for the curve: 

Ex : y2 + zy = z3 + TI6 + T'4 + T'3 + T9 + TB + T7 + T6 + T5 +P + T3 

(the coefficiciit wab chosen as t.he binary expression of 91128 ~ our zip code - 
converted to a polynoinial if G'F(2' ')) .  Table 6 corresponds to the first version of 
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our implementation, using an incremental search for the isogeny relying on a lot
of composition of series, but in such a way that we could not use fast algorithms
for series computations. The gap between GF(2400) and GF(2500) is due to a
simplification of the formulas used by Couveignes in his work.

Table 7 refers to the new implementation that, uses another approach, en-
abling one to use fast algorithms for doing series computations. The comparison
for the case GF(2300) is striking. More details will be given in [27]. We also add
Table 8 which gives timings for fields GF{p) with p a large prime. It seems that
the program for GF(2n) is slower than the program for large prime characteristic
around n — 150.

The record for the large prime case (as of February 1995) is our computation
of the cardinality of E : Y2 = X3 + 4589A' + 91228 modulo p = 10499 + 153
(4589 is the extension number of one of us). It took roughly 4200 hours of DEC
3000 - M300X including 2900 hours for the computation of various Xp. We had
to consider 163 primes less than 1000, out of which 71 were of type L.

Table 6. Records for the first implementation

~ \GF(2'bf>}\GF(2n>ti)\GF(2JW)\GF(2it'u)\GF(2i'm)\GF(2mi)
tmax 59 73 109 173 179 241
#U 8 12 20 2G 27 29
#L 9 9 9 13 11 23
M 1.21 106 1.0610* 1.2 1O10 2.5109 1.3 107 2.1 1010

A^ 128/7 453.5 15886 92643 29137 109708

Xqr 40.2 195.9 47562 94965 6106 52885
School 0 3.7 12194 186607 65799 240091
y 334.5 1714.7 672994 1119077 518697 3139250
k 46.8 116.6 40655 774895 492213 1392113
M-S 59 698 7183 27088 3609 1728
Total 609[ 3183| 796474 2511000 ~1112093| 4935776

5 Conclusion

It should be apparent from the preceding tables that the implementation of
Schoof's algorithm in characteristic 2 is somewhat faster than in large charac-
teristic, at least for small fields. As a matter of fact, asymptotically, the large
prime case is faster. One of the reasons for this is that polynomial arithmetic is
faster for GF(2n), since Xq consists of squarings only, and squaring is an easy
operation in characteristic 2. As n increases, the cost of computing the isogeny
takes much more time than in the large prime case. There is still room for many
improvements in that direction. We think that the situation might evolve very
rapidly soon.
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Table 7. Records for the second implementation

\GF(2l:>:>)\GF(2™)\GF(2MU)
*max 59 73 109
#U 6 11 18
#L 11 10 11
M 2107 108 31Q8

X 5 \2\ 440 3221
Xqr 42 127 356
Schoof 0 69 0
g 24 580 22974
k 19 141 3613
M-S 10 23 56
Total 217 1381 30221

Table 8. Comparisons with GF{p)

\GF(2lbb + 15)|GF(2196 + 21)|GF(231"' 4- 157)
/'max 67 79 113
#(/ 11 16 20
#L 8 6 10
M 1.5106 6,110s 6.6108

X* 126.2 307.5 1575.3
X"r 126.2 307.5 1575.3
Schoof 0.1 0.1 0.2
g 0.1 0.1 0 . 2
k 25.1 113.1 491.9
M-S 3JJ 2J5 104.4
Total 179.lj 443.7| 2350.1
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