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Abstract. For the authentication model with arbitration (A2-code), Jo- 
hansson showed a lower bound on the size of encoding rules. However, 
this bound is no longer tight if the size of source states is large. This 
paper presents a more tight lower bound on the size of encoding rules 
for large source states. An A*-code is shown which approximately meets 
the proposed bound, also. Further, we show that the size of encoding 
rules for the transmitter can be greatly reduced if the receiver's cheating 
probability is slightly large. 

1 Introduction 

As in [8], A2-code is described as follows. In the model for normal authentication 
(A-code), the transmitter and the  receiver are using the same encoding rule and  
are thus trusting each other [l] N [ 5 ] .  However, it is no always the case that the 
two communicating parties want to trust  each other. Inspired by this problem 
Simmons has introduced a n  extended authentication model [6, 71, here referred 
to  as the  authentication model with arbitration (A2-code). In this model caution 
is tjaken against deception from both outsiders (opponent) and insiders (trans- 
mitter and receiver). The  model includes a fourth person, called the  arbiter. The  
arbiter has access to all key information and is by definition not cheating. The  
arbiter does not take part in any comrnunication activities on the channel bu t  
has to solve disputes between thc transmittcr and thc rcccivcr whenever such 
occur. 

There are essentially five different kinds of attacks to  cheat which are possi- 
ble. The  attacks are the following: 
I, Impersonat,ion by the opponent. The  opponent sends a massage t o  t,he receiver 
and succeeds if the message is accepted by the  receiver as authentic. 
S, Substitution by the opponent. The  opponent observes a message that is t,rans- 
mitted and  substitutes this message with another. The  opponent succeeds if this 
other message is accepted by the receiver as authentic. 
T, Impersonation by the transmitter. The  transmitter sends a message to the  
receiver and denies having sent i t .  The  transmitter succeeds if the message is 

Y.G. Desmedt (Ed.): Advances in Cryptology - CRYPT0 '94, LNCS 839, pp. 140-149, 1994. 
0 Springer-Verlag Berlin Heidelberg 1994 



141 

accepted by the receiver as authentic and if t,he message is not one of the mes- 
sages that the transmitter could have generated due to his encoding rule 
Ro, Impersonation by the receiver. The receiver claims to have received a mes- 
sage from the transmitter. The receiver succeeds if the message could have been 
generated by the transmitter due to his encoding rule. 
RI,  Substitution by the receiver. The receiver receives a message from the trans- 
mitter but claims to have received another message. The receiver succeeds if this 
other message could have been generated by the transmitter due to his encod- 
ing rule. For each way of cheating, we denote t,he probability of success with 

Let ER be a set of the receiver’s encoding rules and ET be a set of the trans- 
mitter’s encoding rules. Also, let S be a set of source states. Recently, Johansson 
showed [8] a lower bound on l E ~ l  and [ E R ~  to achieve max(Pr, Ps, PT, P R ~ ,  P R ~ )  
= l / q .  This bound is tight for 1st 5 q because he also showed an A2-code which 
meets the bound [9]. However, this bound is no longer tight if 15’1 > q + 1 .  

On the other hand, it is known that ,  in A-code, the size of encoding rules is 
greatly reduced if Ps is slightly greater than its lower bound [l l ,  12,  131, most 
notably in [13]. 

This paper presents a more tight lower bound on lE~l and lERl for IS1 > q + l  
than [8]. An A’-code is shown which approximately meets the proposed bound, 
also. Further, we show that l E ~ l  can be greatly reduced if P R ~  is slightly greater 
than l/q. 

PI 9 PS > PT I PRO and pR1. 

2 Preliminaries 

2.1 Notation 

- IBI denotes the cardinality of a set B .  
- When we write X = {xij}, X denotes a matsrix whose (i, j )  element is x i j .  

We denote by xj the j - th  column vector of X .  yj denotes the j - th  column 
vector of Y ,  etc. 

- For a vector y, define w(y) = the number of nonzero elements of y.  We say 
that w(y) is the weight of y.  

- For xi = ( x ~ i ,  Z Z ~ ,  . . . ) T  and zj = ( z ~ j ,  x2j ,  define zi 0 xj = 

A 

( Z l P l j  , xzixzj, . . .)’. 

2.2 

In the normal model for authentication, there are three participants, a trans- 
mitter T, a receiver R and an opponent 0. An authentication code (A-code) is 
(S,E,M) such that S = {s} is a set of source states, E = {e} is a set of rules and 
M = { m }  is a set of messages. T and R share e secretfly. On input s, T sends m 
such that rn = e(s) to R. R accepts or rejects m based on e .  

There are two kinds of attacks of the opponent 0, the impersonation attack 
and the substitution attack. They are defined in the same way as described in 

Authentication code ( A-code ) 
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Int,roduction. The impersonation attack probability PI is defined by 

A 
PI = maxPr[R accepts m] 

The substitution attack probability P s  is defined by 

m 

A 
Ps = Pr(M = m) max Pr[R accepts 7iz I R accepts m] 

m#m m 

Definitionl. A without secrecy A-code is such that Vm is written as ( s , ~ ) ,  
where s a a source state and a is an authenticator. For a without secrecy A- 
code, let M ,  = {mlm = ( s , u ) } .  A 

Definition2. An A-code is called no splitting if each e generates one message 
for Vs. 

Definition3. A skeleton matrix for ( E , M )  is a IEl x /MI matrix X = { q j }  
such that 

1 if ei accepts (or could generate) mi 
0 otherwise. 

2.3 Basic results on A-code 

The following observation is a basis for the bound on PI and Ps. 

Claim4. Let X = { z i j }  be a skeleton matrix for ( E , M ) .  Suppose that E is  
uniformly distributed. Then, 

Pr(R accepts mj) = w ( x j ) / [ E l ,  PI = m v w ( z j ) / l E l  
3 

Pr(R accepts mj ( R  accepts mi) = w(xi 0 zj)/w(zi)  

A A A A Let k = I S 1 ,  v = I M 1, b = I E I, 1 = v / k .  For simplicity, we assume that 
E is uniformly distributed. 

Proposition 5. [,] PI 2 k / v .  For the skeleton matrix X = {sij}, PI = k / v  if 
und only if 

w(zj)/b = k / w  f o r  'dj. 

Suppose we have a without secrecy A-code with no splitting. Then, 

Proposition 6. [ l U ]  If  pI = k / v  = 111, then Ps 2 111. For the skeleton matrix 
X = { X i j } ,  PI = Ps = 1/l  if and only Zfi for VS, Vs' such that s # s' and for 
V m i  E M,, Vmj E M i ,  w(xa 0 wj)/b = 1/12. 

Proposition 7. [ I U ,  51 If pI = Ps = k / v  = 1/1, then b 2 max(12, k(1-  1) + 1). 
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3 New bound for Az-code 

3.1 

A'-code is a ( S ,  M ,  E H ,  E T )  such that S is a set of source states, M is a set 
of messages, ER is a set of the receiver's encoding rules and ET is a set of the 
transmitter's encoding rules. Let ER o ET denote the set of possible pairs of 
ER x ET. At the preprocessing stage, the arbiter sends ft E ER to the receiver 
R and e j  E ET to the transmitter T secretly. e ,  (therefore, T) generates one 
message for each s E S (that is, no splitting. However, fi woiild accept many 
messages.) R accept m E M iff f;(m) is valid. When some dispute happens 
between T and R, the arbiter accepts m as authentic iff e ,  can generate m. 

Authentication code w i t h  arbitration (Az-code) 

3.2 Johansson's bound 

4 Generalization of basic results on A-code 

Proposition 5 can be generalized as follows. 

L e m m a 9 .  Let X = {xij} be a b x II binary inatriz. Le t  the row vectors be 
91, ~ 2 ,  . 8 ,. Suppose that w(gi) 2 k for V i .  7hen,  

(1) maxi w ( z j ) / b  2 k / v .  
(2) The equality holds if and only if w(xj )  = k b / v  f o r V j  and w(gi) = k f o r V i .  

Proof. Denote by N the total number of 1s in X .  Then, N 2 k b .  Therefore: 
there exists "j such that w(zj)/b 2 N/TJ  2 kb/v .  (2 )  is clear from the above 
discussion. 0 

A Defini t ion 10. Let I i (h)  = {i l (h-  l ) l+  1 5 i 5 hl} .  We say that a b x kl  binary 
matrix X = {xi,} is a ( b ,  C, 1, no,  711) I<- array if the following conditions are 
sat is fied . 

(1) ~ ( z i )  = no for V i .  
(2) For Vhl ,  V'hz and for V x i  E I l ( h l ) ,  Vxj E L ( h z ) ,  

n1 if hl # h,z 
0 if h l  = h2 and xi # x j  

w(.a El " j )  = 

Then, proposition 7 can be generalized as follows 

Lemma 11. If there ezzsis a ( b ,  C, 1, no,  n1) I<- array, th.en b 2 k ( l  - 1) + 1. 
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Proof. Let X = {tEJ} be a ( b ,  k , l , n 0 , n l )  I<- array. Let the row vectors be 
91, 92, . . * ,  g b .  Define zh  = ( z h , ~ ,  Z h , 2 , ” ’ ,  Z h , k / )  as a r o w  vector such tha t  

1 j E h ( h )  { U otherwise. % , j  = 

for 1 5 h 5 k .  Let V be a vector space over the real number field spanned 
by {g1,...,ghl ~ i ; . . , z k - i } .  We prove tha t  d i m V  = k l .  First, we show tha t  
zk E v. I t  is easy to  see tha t  zk = ( c g z ) / n o  - xaZk z ,  from the  definition of 
A-array. Thus ,  Zk E V .  Next, define 

up ! 2 ( 0 , . . . ,  1 , “ ‘ , O )  

( P )  

Let I/’ be the vector space spanned by {ul . . . , uk.}. I t  is clear t ha t  V C V’. We 
show the  converse. For Vh1, fix p E I , (h l ) ,  arbitrarily. Let the row vectors of X 
such tha t  xip = 1 be g i ,  g; ,  . . . ,  g;,. Then,  from the definition of I<-array, we 
have 

n, 

Hence, 
n o  

Thus, up E V’ for 1 5 p <_ kl.  This means tha t  V’ C_ V .  Therefore, d i m V  = 
dim V’ = k l .  Hence, we must have b +  k - 1 2 k l .  Then, we have this lemma. 0 

Lemma12. Suppose we have a without secrecy A-code (El M , S )  in which PI = 
Ps = ISl/lMI = 1/1. Then, ihe skeledon rriatrzx fur  (El M )  i s  a (IEI, ISl, 1,lEl/l, 
IE 1 /P) I<-arra y. 

Proof. Clear from proposition 5 and 6. 

4.1 New bound 

We present a more tight lower bound on the size of encoding rules than propo- 
sition 8 [8] for I S I> Pi1 + 1. (We consider without secrecy A2-codes with no 
splitting.) Let 

A 
E r ( f i )  = { e j  I P r ( e j , f i )  > 0) 

s R ( e i )  {fj I P r ( e i ,  fj) > 01 

M ,  = {mlm = ( s , u ) } .  
A 

Theorem 13. Suppose that 



145 

(c1) 6 = PS PRO = PR, = PT = l/y 
(C2) I M I= !I2 I s I 
(c3) I ER(ei) I= 
(c4) E T ~  ER,  ET( f i )  and E R ( e j )  are unaforrrdy dzstributed, respectively. 
(C5)  FOT Vs, t h e r e  exist A l ,  A 2 , . .  . such t h a t  

M s  = A1 U A2 U . 8 .  , Ai n Aj = 4, IAi I 1 C O T L S ~ C L T L ~ .  

Vfh E ER accepts j u s t  one m e s s a g e  an V A i .  

Then,  

IERI 2 ISl!?(q-1)+1, IETOERI 2 (lsl(Y-1)+1)\~Rl, = IEToERI/q 

Remark. (1) Our bound is more tight than proposition 8 if IS1 > q + 1. 
( 2 )  From proposition 8, IMI 2 q21SI. (C2) requires that this equality holds. 
(3) It is easy to see that IER(ei)l 2 q if PT = l / q .  (C3) requires that this 

equality holds. 
(4) Consider the following situation. T sends mi E M s .  The opponent changes 

7ni to mj E 11.1, and R accepts mj .  In this case, the source state is the same. 
However, if some dispute happens between T and R, the arbiter does not 
accept mj as authentic. This attack should also be considered as a substitu- 
tion attack of the opponent. We call this attack the second type substitution 
attack of the opponent. 

4.2 Proof 

Let X = { q j }  be the skeleton matrix for (E~,h i l j  (see Def.3). We will show 
that X is a ( I E R I , ~ I S ~ , Q ,  IEHl/q, l E ~ l / q ~ )  Ii- array (see Def.lO). Let 

A a 
M f ,  = { m  1 fi accepts m } ,  

Lemma14. (1) w(zi) = IERl /q  fur V'i. 
(2) I ET(f i )  121 s I ( q  - 1) + 1 

Mf,(sj = { m  I m E M f t , m  = ( s , ~ ) } .  

(3) I Mf, I= q I s I 
(4) I M f i ( 4  I= Q 
Proof. Consider a A-code (S ,  M j ,  , E ~ ( f i ) )  in which the arbiter is a receiver 
and the receiver is an opponent. Let Y = {yij} be the skeleton matrix for 
( E ~ ( f i ) , M j , ) .  Each row vector of Y has a constant weight IS1 because V e j  
generates one message for each s (no splitting). Then, from lemma 9, 

l/q = PRO = maxw(Yi)/lET(fi)l 2 lsl/lMj, I (1) 

Therefore, IM,, I 2 qlS(. Now, we have shown that the weight of each row vector 
of A' is at  least qlSI. Then, from lemma 9 and (C2), 

1/q = PI = maxw(G)/(ERl 2 4lSl/IMl = l/q 
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This means that maxi w ( z i ) / l E ~ I  = qlSl/lMI. Then, again from lemma 9, we 
have 

~ ( z ; )  = l E ~ l / y  for V i ,  and IMj,I = yISI for V i  

Then, we see that the equality of eq.( 1) is also satisfied. That is, 

l / q  = PR, = PRO = (s(/ lMf, I 
Now, from lemma 11 and 12, we have (2) of this lemma. Finally, we will prove 
(4). Let W = { w i j }  be the skeleton matrix for ( E ~ ( f i ) , M j . ( s ) ) .  T h e  weight of 
each row vect,or of W is 1 from the second sentence of this proof. Then, from 
lemma 9, we have 

l / q  = PRO = maxw(wi)/(ET(fi)( >_ 1/(Mf,(s)I 

Therefore, IMf,(s)l 2 q. On the other hand, q[SI = IMf,(  = C, ( M ~ , ( s ) (  >_ 415'1. 
Hence, we must have IMf,(s)l  = q.  

jFrom lemma 14, we see that X satisfies the condition (1) of Def.10. 

Lemma 15. ( M ,  I = y2. 

Proof. Let Y = {yij} be the skeleton matrix for ( E R , M , ) .  Each row vector of 
Y has the weight IMf,(s)l = q from lemma 14. Then, from lemma 9, 

l / q  = PI = maxw(yi)/lERI 2 q/lhil,l 

Therefore, lMsl >_ q 2 .  On the other hand, y 2 ( S (  = (MI = C,  (M,(  >_ q2(S( .  
Hence, it must be that (MsI = y2. 0 

A 
Let Fi = {fu I fu accepts mi}. Note that IF;[ = w(zi )  = IERl/q from lemma 14. 

Lemma16. ForVs,Vs' such that s # s',  and for Vrrii E M,,Vnij E M,,, 

w(52 0 Xj) = IERJ/q2 

Proof. Suppose that T sends mi E M,. Consider a siibstitution attack such lhat 
0 changes mi to m, E M,I.  This attack is modeled by the skeleton matrix for 
(c,, M a , ) .  Let the skeleton matrix be Y = {yij}. The  weight of each row of Y is 
lMj,(s')l = q from lemma 5.1(4). Then, from lemma 9 and lemma 15, 

l / n  = PS 2 maxw(yj)/(FiI 2 IMfh(41/lMs~l = 1/(1. 
J 

Therefore, from lemma 9, w ( y j )  = (Fi1q-l = ( E ~ l y - ~  for V j .  It is easy to see 
that w ( y j )  = w(zi 0 zj). 

Lemma 17. For Vs, there exist A1 f .  . A ,  such that 

(1) Ms = A ~ U A Z U . . . U A ~ , ( A ~ ( = ~  
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(2) For VAt, VA, and fur  Vxi  E At,Vxj E A,, 

w(z; 0 “ j )  = (2) 
if At = A,  and xi # xj (3) 

Proof. j,From lemma 14, lMfh(s)I  = q for v f h .  Then, from (C5), there exist 
A1 . .A, such that M ,  = A1 U A 2  U . I U A, and v f h  accepts just one message 
in VAt. Because lMJl = q2 (from lemma 15), we have lAUl = q .  

Since Vfh accepts just one message in VAt,  we have eq.(3). Without loss of 
generality, let At = A1 and let &’ = A 2 U . .  .uA, .  Then, IA?l = q(q -  1). Suppose 
that T sends mi E A l .  The second type substitution attack (see Remarks 1 
(4)) is modeled by the skeleton matrix for (Fi ,Ak) .  Let the skeleton matrix be 
Y = {yij}. The weight of each row vector of Y is ] M f h  (s)l - 1 = q - 1 since mi 
is excluded (see lemma 14). Then, from lemma 9, 

l / q  = ps 2 maxw(Yj)/lFil 2 ( q  - WIm = l / g .  
3 

Therefore, from lemma 9, 

w(xi  0 wj) = w(yj) = 1FiIq-I = IERlq-’ 

for V j .  Thus, eq.(2) is proved. 0 

;,From lemma 5.3 and 5.4, it is easy to see that X satisfies the condition (2) 
of Def.4.1. iFrom this fact and from lemma 5.1(1), X is a (IEfil, qJSJ, q ,  J E R ] / ~ ,  
lER1/q2) I<- array. Therefore, from lemma 11, 

lERl 2 qlSI(q - 1) -k 

Then, from lemma 5.1(2), I& O E R ~  2 (ISl(q- 1)$ 1)IERI.. j h o m  (c3), l&l = 
JET E R I / q .  

5 Construction of Az-code 

We show two A‘-code, a and p. A2-code cy approximately meets the bound of 
Theorem 13. In A2-code p, it is shown that ~ E T ]  can be greatly reduced by 
letting P R ~  be slightly greater than l / q  (as long as IS1 > q + 1). 

Let q be a prime power. Let a source state s be s = (sl, s 2 , .  . . , sn), where 

In theproposedcodes, fi E ER is f i  = ( f i l , f i 2 , . . . , f i , n + 2 ) ,  whereVfaj E GF(q) .  
T sends rn = ( ~ ~ , ~ 2 , . . . , s ~ , r n l , r n ~ ) .  R accepts rn iff 

r n 2  = slfi,l + s2 f i , 2  + . . . + ~ , f i , ~  + fi,n+l + m 1 f i , n + 2  

Vs j  E GF(q).  

(A2-code a )  

ei and f; are related as follows. 
In this A’-code, e j  E ET is e; = ( e i l , e i 2 , . . .  ,ei ,zn+2), where Ve;j  E GF(q) .  
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m 1  and r n z  are computed as follows. 

6 Further work 

Relationships with error correcting c,odcs and orthogonal arrays will be discussed 
in the final paper. 
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