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Abstract. IEEE 802.11 specifies a technology for wireless local area net-
works (LANs) and mobile networking. In this paper, we present an ana-
lytical method of estimating the saturation throughput of 802.11 wireless
LAN in the presence of noise which distorts transmitted frames. Besides
the Basic Access mechanism of the 802.11 MAC protocol, we study such
optional tool as the RTS/CTS method, which allows reducing the in-
fluence of collisions. In addition to the throughput, our method allows
estimating a probability of a packet rejection occurring when the number
of packet transmission retries attains its limit. The obtained numerical
results of investigating 802.11 LANs by this method are validated by
simulation and show high estimation accuracy for any values of protocol
parameters and bit error rates. These results also show that the method
is an effective tool for tuning the protocol parameters.

1 Introduction

In recent years, wireless data communications networks have become one of
the major trends of the network industry development. Wireless LANs can be
considered as an extension of the wired network with a wireless “last mile” link
for connecting a large number of mobile terminals. The obvious merit of wireless
LANs is the simplicity of implementation—no cables are required, its topology
can be dynamically changed with connection, movement, and disconnection of
mobile users without much loss of time.

The success of wireless networks depends largely on the development of net-
working products for multiple access to a wireless medium and of the appropriate
standards. One of such standards is the IEEE 802.11 protocol [1] concerning the
specifications on MAC and PHY layers for wireless networks. Leading compa-
nies (e.g., CISCO) have developed software and hardware in conformity with
this standard.

The fundamental access mechanism in the IEEE 802.11 protocol is the Dis-
tributed Coordination Function (DCF), which implements the Carrier Sense
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Multiple Access with Collision Avoidance (CSMA/CA) method. In this method,
sequential attempts to transfer by every station are separated by backoff inter-
vals. The number of slots b in this interval is random and defined by a binary
exponential backoff rule (see Section 2).

In previous works, performance of the DCF has been evaluated either by sim-
ulation (e.g., [2]) or by approximate analytical models [3,4] based on assumptions
simplifying considerably the backoff rule. The DCF scheme has been studied in
depth in [5]–[7], in which analytical methods have been developed for evaluating
the performance of 802.11 wireless LANs in the saturation conditions when there
are always queues for transmitting at every wireless LAN station. This perfor-
mance index called the saturation throughput in [5] has been evaluated in the
assumption of ideal channel conditions, i.e., in the absence of noise and hidden
stations. The assumption of the absence of hidden stations is admissible as a
result of the small distance between LAN stations. But if noise is neglected, the
throughput may be overestimated, because electromagnetic noise in large cities
is inevitable and worsens the throughput due to data distortion. In this paper
we develop methods [5]–[7] to study the influence of noise on the 802.11 LAN
performance.

Further in Section 2 we briefly review the DCF operation in saturation and
noise. In Sections 3 and 4 we develop a new analytical method of estimating the
saturation throughput and a probability of a packet rejection occurring when
the number of transmission retries attains its limit. In section 5, we give some
numerical research results of the saturation throughput of 802.11 LANs. These
results obtained by both our analytical method and simulation allow us to val-
idate the developed method. Finally, the obtained results are summarized in
section 6.

2 DCF in Saturation

Now we briefly outline the DCF scheme, considering only the aspects that are
exhibited in saturation and with absence of hidden stations. This scheme is
described in detail in [1].
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Fig. 1. Basic Access Mechanism (s - SIFS, b.s - backoff slots)
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Under the DCF, data packets are transferred in general via two methods.
Short packets of length not greater than P are transferred by the Basic Access
mechanism. In this mechanism shown in Figure 1, a station confirms the suc-
cessful reception of a DATA frame by a positive acknowledgment ACK after a
short SIFS interval.
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Fig. 2. RTS/CTS mechanism

Packets of length greater than the limit P called the RTS threshold in [1] are
transferred via the Request-To-Send/Clear-To-Send (RTS/CTS) mechanism. In
this case shown in Figure 2, first an inquiring RTS frame is sent to the receiver
station, which replies by a CTS frame after a SIFS. Then only a DATA frame
is transmitted and its successful reception is confirmed by an ACK frame. Since
there are no hidden stations in the considered LAN, all other stations hear the
RTS frame transmission and defer from their own attempts. This protects CTS,
DATA and ACK frames from a collision-induced distortion. The RTS threshold P
is chosen as a result of a reasonable trade-off between the RTS/CTS mechanism
overhead consisting in transmitting two additional control frames (RTS and
CTS) and reduction of collision duration. Figures 1 and 2 show that the collision
duration is determined by the length of the longest packet involved in collision
for the Basic Access mechanism, whereas in the RTS/CTS mechanism it is equal
to the time of transferring a short RTS frame.

After a packet transfer attempt the station passes to the backoff state after
a DIFS interval if the attempt was successful (i.e., there was no collision, all
frames of a packet were transferred without noise-induced distortions) or after
an EIFS interval if the attempt failed. The backoff counter is reset to the initial
value b, which is called the backoff time, measured in units of backoff slots of
duration σ, and chosen uniformly from a set (0, . . . , w − 1). The value w, called
the contention window, depends on the number nr of attempts performed for
transmitting the current packet: w =Wnr , where

Wnr =W02nr for nr ≤ m and Wnr =Wm for nr > m, (1)

i.e., w is equal to the minimum W0 before the first attempt, then w is dou-
bled after every failed attempt of the current packet transmission, reaching the



802.11 LANs: Saturation Throughput in the Presence of Noise 1011

maximum Wm = W02m. Note that every transmission attempt of a packet can
include transfers of several frames (RTS, CTS, DATA, and ACK). Backoff inter-
val is reckoned only as long as the channel is free: the backoff counter is decreased
by one only if the channel was free in the whole previous slot. Counting the back-
off slots stops when the channel becomes busy, and backoff time counters of all
stations can decrement next time only when the channel is sensed idle for the
duration of σ+DIFS or σ+EIFS if the last sensed transmission is successful or
failed, respectively. When the backoff counter attains its zero value, the station
starts transmission.

In the course of transmission of a packet, a source station counts the numbers
of short (ns) and long (n�) retries. Let a source station transfer a DATA frame
with a packet of length equal to or less than P , or an RTS frame. (Retries
for these frames are called short ones in [1]). If a correct ACK or CTS frame,
respectively, is received within timeout, then the ns-counter is zeroed; otherwise
ns is advanced by one. Similarly, the n�-counter is zeroed or advanced by one in
case of reception or absence of a correct ACK frame (within timeout) confirming
the successful transfer of a DATA frame with a packet of length greater than P
(transfer retries for that sort of DATA frames are called long retries). When any
of these counters ns and n� attains its limit Ns or N� respectively, the current
packet is rejected. After the rejection or success of a packet transmission the
next packet is chosen (due to saturation) with zeroing the values of nr, ns, and
n�.

As in [5,6], to study the DCF, we adopt the following assumption: all stations
change their backoff counter after a DIFS or EIFS interval closing a packet trans-
mission attempt, i.e., the source station (or stations in case of collision), which
has performed a transmission, modifies its contention window w and chooses ran-
domly the backoff counter value from the set (0, . . . , w− 1), while other stations
just decrease their backoff counters by 1 (in reality [1], other stations can do it
only after a backoff slot σ since the end of the DIFS or EIFS interval). Thus, at
the beginning of each slot any station can start its transmission. As shown in [7],
this assumption does not affect significantly the throughput estimation results
with the W0 values recommended in [1].

3 Throughput Evaluation

Let us consider a wireless LAN of N statistically homogeneous stations work-
ing in saturation. In fact, we mean by N not a number of all stations of the
LAN, but a number of active stations whose queues are not empty for a quite
long observation interval. By statistically homogeneity of stations, we mean that
the lengths of packets chosen by every station from the queue have identical
probability distribution {d�, 
 = 
min, . . . , 
max}. Since the distance between
stations is small, we assume that there are no hidden stations and noise occurs
concurrently at all stations. These assumptions imply that all stations “sense”
the common wireless channel identically.

As in [5], let us subdivide the time of the LAN operation into non-uniform
virtual slots such that every station changes its backoff counter at the start of a
virtual slot and can begin transmission if the value of the counter becomes zero.
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Such a virtual slot is either (a) an “empty” slot in which no station transmits,
or (b) a “successful” slot in which one and only one station transmits, or (c) a
“collisional” slot in which two or more stations transmit.

As in [5,6], we assume that the probability that a station starts transmitting
a packet in a given slot depends neither on the previous history, nor on the
behavior of other stations, and is equal to τ , which is the same for all stations.
Hence the probabilities that an arbitrarily chosen virtual slot is “empty” (pe),
“successful” (ps), or “collisional” (pc) are

pe = (1 − τ)N , ps = Nτ(1 − τ)N−1, pc = 1 − pe − ps. (2)

Thus, the throughput S is determined by the formula

S =
psU

peσ + psTs + pcTc
, (3)

where Ts and Tc are the mean duration of “successful” and “collisional” slots,
respectively, and U is the mean number of successfully transferred data bytes in
a “successful” slot.

The duration of a “collisional” slot is the sum of time of transmitting the
longest frame involved in collision and an EIFS interval. Disregarding the prob-
ability of collision of three or more frames, we obtain the formula for the mean
duration of a “collisional” slot

Tc =
P∑

�=�min

td(
)d̂�


d̂� + 2


 �−1∑

k=�min

d̂k +
�max∑

k=P+1

d̂k





 + tRTS


 �max∑

�=P+1

d̂�




2

+ EIFS + δ, (4)

where td(
) = H + 
/V is the transmission time of a DATA frame including a
packet of length 
 and a header transmitted in time H, V is the channel rate,
tRTS is the transfer time for an RTS frame (according to [1], tRTS < H), and δ is
the propagation delay assumed the same for all pairs of stations. Finally, d̂� is the
probability that the performed attempt is related to a packet of length 
. Note
that the distribution {d̂�, 
 = 
min, . . . , 
max} is different from the distribution
{d�, 
 = 
min, . . . , 
max}, because the longer the length of a packet, the greater
the number of attempts required for transferring a packet due to the higher
probability of distortion of the corresponding DATA frame by noise.

At the beginning of a “successful” slot, one and only one station initiates an
attempt of transmitting a packet of length 
, and this transmission is successful
with probability πh(
) if none of the frames exchanged between the sender and
receiver in this process is distorted by noise, i.e.,

πh(
) = [1 − ξd(
)](1 − ξa) for 
 ≤ P

and
πh(
) = (1 − ξrc)[1 − ξd(
)](1 − ξa) for 
 > P ,
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where ξrc = 1 − (1 − ξrc)(1 − ξa) is the probability of distorting an RTS-CTS
sequence by noise, while ξd(
), ξr, and ξa are the probabilities of noise-induced
distortion of a DATA frame including a packet of length 
 (ξd(
)), and RTS
(ξr) frame, and CTS and ACK (ξa) frames of identical format [1]. These dis-
tortion probabilities are defined by the Bit Error Rate (BER)—the probabil-
ity of distortion of a bit, i.e., an 
f -byte frame is distorted with probability
ξ�f

= 1−exp{−8
fBER}. Transfer of a packet is terminated when an exchanged
frame is distorted. Thus, the mean duration of a transfer attempt in a “success-
ful” slot depends on the length 
 of the transferred packet and is equal to

ts(
) = td(
) + δ + [1 − ξd(
)](tACK + SIFS + δ)

+ πh(
)DIFS + [1 − πh(
)]EIFS

for 
 ≤ P and

ts(
) = tRTS + δ + (1 − ξr)(tCTS + SIFS + δ)

+ (1 − ξrc){[1 − ξd(
)](tACK + SIFS + δ) + td(
) + SIFS + δ}
+ πh(
)DIFS + [1 − πh(
)]EIFS

for 
 > P , where tCTS = tACK is the transfer time of a CTS and an ACK frame.
Thus, the mean duration Ts of a “successful” slot and the mean number of

successfully transferred bytes U in this slot are

Ts =
�max∑

�=�min

ts(
)d̂�, U =
�max∑

�=�min


πh(
)d̂�. (5)

Therefore we have found all components of (3). So the throughput S can be found
if the transmission commencement probability τ and the probability distribution
{d̂�} are known.

4 Transmission Probability

Now we study the process of transmitting a packet of length 
 by some station.
This process starts at the instance when the packet is chosen from the queue and
ends with either this packet successful transmission or its rejection. Let f� and
w� be the mean numbers of this packet transmission attempts and virtual slots
in which the considered station defers from transmission during this process.
Then

τ =
�max∑

�=�min

d�f�/

�max∑
�=�min

d�(f� + w�), (6)

d̂� = d�f�/

�max∑
k=�min

dkfk, 
 = 
min, 
max. (7)
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Moreover, we will seek also the averaged probability prej of packet rejection
when one of the counters ns or n� attains its limiting valueNs orN�, respectively.
This probability can be found from the following sum:

prej =
�max∑

�=�min

d�prej(
), (8)

where prej(
) is the probability of rejecting a packet of length 
.
In the course of transmitting a packet of length 
 let exactly i attempts take

place. Let ψ�(i) denote the probability of this event. Obviously,

ψ�(i) = ψs
� (i) + ψr

� (i), (9)

where ψs
� (i) and ψr

� (i) are the probabilities that this transmission process ter-
minates at attempt i with success and rejection, respectively. In our case when
exactly i attempts take place, the mean number of virtual slots in which the
station defers from transmission in the course of the whole considered process is

W i =
i−1∑
k=0

Wk − 1
2

=Wi−1 − W0 + i

2
, 1 ≤ i ≤ m+ 1,

W i =
m∑

k=0

Wk − 1
2

+
Wm − 1

2
(i−1−m) =Wm

i−m+ 1
2

− W0 + i

2
, i > m+1.

Then we have

f� =
im(�)∑
i=1

iψ�(i), w� =
im(�)∑
i=1

W iψ�(i), (10)

where im(
) is the maximal number of attempts for such a packet, i.e., im(
) = Ns

for 
 ≤ P and im(
) = i1m = (Ns − 1)N� + 1 for 
 > P .
Now we look for probabilities ψ�(i). First we consider a simple case 
 ≤

P , in which the number i of attempts is bounded by Ns. The probability of
unsuccessful attempt is

πcd(
) = 1 − (1 − πc)(1 − ξ(
))

where

πc = 1 − (1 − τ)N−1 and ξ(
) = 1 − (1 − ξd(
))(1 − ξa)ø

are the probabilities of the current attempt collision and distorting DATA or
ACK frames, respectively. Then the process is completed successfully at the ith
attempt with probability

ψs
� (i) = [1 − πcd(�)][πcd(�)]i−1, i = 1, . . . , Ns, (11)

or ends in rejection with probability

prej(�) = [πcd(�)]Ns , (12)

i.e.,
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ψr
� (i) = 0 for i < Ns and ψr

� (Ns) = [πcd(
)]Ns . (13)

Consequently by (9),

ψ�(i) = [1− πcd(
)][πcd(
)]i−1, i = 1, . . . , Ns − 1, ψ�(Ns) = [πcd(
)]Ns−1. (14)

Now let 
 > P . In this case the number id of DATA frame transfer attempts
is bounded by N� and each of these attempts may be preceded by 0, . . . , Ns − 1
unsuccessful attempts of transferring an RTS frame. Moreover, in the case of a
packet rejection due to attaining the limit Ns, the packet transmission process
completes with Ns failed RTS transfer attempts.

Let us express the probability ψr
� (i) as the sum

ψr
� (i) = pd

rej(
, i) + pr
rej(
, i), (15)

where pd
rej(
, i) and pr

rej(
, i) are the probabilities of rejection after i packet
transmission attempts due to the attainment of limiting values of the n�- and
ns-counters, respectively. Note that

prej(
) =
i1m∑
i=1

[pd
rej(
, i) + pr

rej(
, i)]. (16)

The probabilities of unsuccessful transfer of DATA and RTS frames are ξ(
)
and πcr = 1 − (1 − πc)(1 − ξrc), respectively. Therefore after simple algebraic
operations we obtain

ψs
� (i) = (1 − πcr)[1 − ξ(�)]πi−1

cr

min(i,N�)−1∑
h=0

(
ρ�

πcr

)h

g(i− 1 − h, h+ 1), i = 1, . . . , i1m,

(17)

pd
rej(
, i) = 0, i = 1, . . . , N� − 1,

pd
rej(
, i) = πi−N�

cr ρN�

� g(i−N�, N�), i = N�, . . . , i
1
m, (18)

pr
rej(
, i) = 0, i = 1, . . . , Ns − 1, pr

rej(
,Ns) = πNs
cr ,

pr
rej(
, i) = πi

cr

min(i−Ns,N�−1)∑
h=1

(
ρ�

πcr

)h

g(i−Ns − h, h), i = Ns + 1, . . . , i1m,

(19)
where ρ� = (1 − πcr)ξ(
) is the probability that an attempt of transmitting a
packet of length 
 fails just due to noise-induced distortion of DATA or ACK
frames, while g(u, v) is the number of ways in which u indistinguishable balls
(failed RTS transfer attempts) can be placed in v urns (gaps preceding each of
DATA transfers) so that every urn contains not more than Ns − 1 balls. The
function g(u, v) is computed recursively:

g(0, v) = 1 ∀v > 0, g(u, 1) = 1 for u < Ns and 0 for u ≥ Ns,
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g(u, v) =
min(u,Ns−1)∑

k=0

g(u− k, v − 1) for v ≥ 2, u > 0.

Therefore the transmission probability τ can be estimated by the following
iterative procedure.

Step 0. Define an initial value for τ .
Step 1. For all possible packet lengths 
 and number of attempts i, compute

the rejection probabilities ψ�(i) by (14) if 
 ≤ P or by (9), (15), and (17)–(19)
if 
 > P .

Step 2. For all possible packet lengths 
, using (10), compute the mean
numbers of attempts f� and virtual slots w� in which transmission is postponed.

Step 3. Using (6), find the modified value of τ and compare it with the
initial value. If the difference of these values is greater than a predefined limit,
return to Step 1 using a new initial value for τ—the half-sum of its old initial
value and the modified value.

After this iterative procedure, we obtain the averaged rejection probability
prej by (8), (12), (16), (18), and (19). Finally, we find the distribution {d̂�}
by (7) and throughput by the formulas of the previous section.

We don’t prove exactly the convergence of this iterative technique due to
its complexity and lack of space. It is clear intuitively that the equation (6)
has a unique solution because a growth of transmission probability τ leads to
increasing the collision probability and, hence, to increasing the average number
w�/f� of slots anticipating an attempt for all 
. In practice, numerous examples of
adopting the suggested technique with various values of wireless LAN parameters
have shown that this technique provides very fast convergence to the solution
and high speed of calculating the values of estimated performance indices. It
takes less than a second to calculate S and prej with running this technique
program implementation at Intel Celeron 400 MHz.

5 Numerical Results

To validate our model, we have compared its results with that obtained by GPSS
(General Purpose Simulation System) simulation [8]. The object of our numer-
ical investigations was a LAN which consisted of N statistically homogeneous
stations working in saturation and was controlled by the DCF scheme of the
IEEE 802.11 protocol with the higher-speed physical layer extension (802.11b)
[9]. The values of protocol parameters used to obtain numerical results for the
analytical model and simulation were the default values [9] for the Short Pream-
ble mode and summarized in Table 1. Moreover, the information packet size 

(in bytes) is sampled uniformly from the set {1, . . . , 1999}.

In our simulation model, we have tried to take into account of all real features
of the 802.11 MAC protocol and, of course, not adopted the assumptions used
with analytical modeling and described at the end of Section 2 and in Section 3.
In the course of each run (it took about 2 hours, in average) of the simula-
tion model, we watched the measured performance index value and stopped the
simulation when this value fluctuations became quite small (within 0.5%).
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Table 1. Values of protocol parameters

Slot time, σ 20 µs Propagation time, δ 1 µs
MAC+PHY Header 49 bytes Length of ACK and CTS 29 bytes
Header transfer time, H 121 µs ACK transfer time, tACK 106 µs
RTS length 35 bytes RTS transfer time, tRTS 111 µs
SIFS 10 µs DIFS 50 µs
EIFS 212 µs V 11 Mbps
Short retry limit, Ns 7 Long retry limit, N� 4
Minimal contention window, W0 32 Maximal contention window, Wm 1024
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Fig. 3. Throughput (Mbps) and rejection probability versus number of station with
BER= 5 ·10−5 for (a) the Basic Access mechanism, (b) the RTS/CTS mechanism, and
(c) the optimal hybrid mechanism

�

���

����

����

����

� �� �� �� �� ��

��������	�
���
��


�
�
�

�
�
��
�
�
�
��
�
��


�
�
��

��	

���	

����	

��
	

Fig. 4. Optimal RTS threshold (bytes) versus number of station with (i) BER= 1·10−5,
(ii) BER= 5 · 10−5, (iii) BER= 1 · 10−4, and (iv) BER= 1.4 · 10−4

In Figure 3, we present some results of studying the throughput and the
averaged rejection probability for the Basic Access and RTS/CTS mechanisms
(where P > lmax and P = 0, respectively) with varying the number N of
stations. Here dotted curves have been obtained by simulation, while our method
has been adopted to obtain other curves. First of all, let us note a high accuracy
of the analytical model: the errors never exceed 2% with throughput estimation
and 5% with rejection probability estimation.
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Further, as we could expect, the Basic Access mechanism provides the highest
throughput when a number N of stations is small (N < 30 in Figure 3), while
the RTS/CTS mechanism is better when N is large and provides nearly the same
throughput with increasing the number of stations.

The bold curves in Figure 3 have been obtained for the hybrid mechanism
with the optimal RTS threshold P opt providing the maximal throughput and de-
pending on N . The optimizing curves are shown in Figure 4 for various values of
BER and have been determined with our analytical method. (A high calculation
speed of our method has allowed us to use the exhaustive search of the optimal
threshold.) With a low BER (curve (i)), P opt is quite small for large N , increases
monotonically with decrease of N until some threshold Nb (where P opt becomes
equal to lmax + 1 = 2000 bytes), and remains constant with N ≤ Nb, that is,
the Basic Access mechanism is the best for small N . With a high BER (curves
(ii)–(iv)), a curve P opt(N) is not monotonic, that is, an additional threshold N0

b

appears somewhere below Nb and P opt decreases with decrease of N from N0
b

to 1. For example, Nb = 30 and N0
b = 15 with BER= 1 · 10−4. Both thresholds

increase with BER growth, but N0
b increases faster so that the interval, where

the Basic Access mechanism is the best, disappears and these thresholds unite
into one with a very high BER (see curve (iv)).

Thus, we have obtained the following surprising fact: when stations are few
and a BER is high, the best mechanism is not the Basic Access one, but some
hybrid mechanism, and the throughput improvement achieved by this optimiza-
tion is significant. For example, with N = 2 and BER= 1 ·10−4, S = 1.44 Mbps
for the Basic Access mechanism and S = 1.62 Mbps for the optimal hybrid
mechanism with P = P opt = 1100 bytes.

This case of few stations in a LAN can seem “exotic” and negligible, but
keeping in mind that we considered only active stations, it corresponds to a real-
life situation of low traffic. As Figure 3 shows, the throughput improvement in the
considered case is achieved at the expense of worsening a rejection probability:
in the above example, prej = 0.057 for the Basic Access mechanism and prej =
0.131 for the optimal hybrid mechanism. It can be explained in the following
way. When stations are few and a BER is high, a collision probability is small
and a failure probability is equal approximately to a noise-induced distortion
probability for a DATA frame. So we can assume that a maximal number of
attempts of transmitting a packet is equal to Nd = 4 if the packet is transmitted
by the RTS/CTS mechanism and to Ns = 7 with the Basic Access mechanism.
For a given packet and BER, the less maximal number of attempts, the larger
the rejection probability, the less the mean value of backoff intervals anticipating
transmission attempts, and hence the larger the throughput.

6 Conclusions

In this paper, a continuation of [5]–[7], a simple analytical method is developed
for estimating the throughput of a wireless LAN controlled by the DCF scheme
of IEEE 802.11 protocol and operating under saturation and in noise. Besides the
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throughput, the probability of a packet transfer rejection due to the attainment
of the limiting values specified by the Standard [1] for the number of attempts for
transferring long and short frames is evaluated. According to numerical results,
our method is quite exact and can be considered as an effective tool for both
investigating the influence of bit error rate on the wireless LAN performance
indices and tuning optimally the protocol parameters.

Extensions of the developed method to take into account of a possible pres-
ence of hidden stations as well as to consider the real-life situations when traffic
generated by wireless LAN stations is non-uniform and non-saturating seem
possible and are proposed as a future research activity. In order to tackle new
research issues generated by the use of wireless LANs as Internet access net-
works, we plan also to apply the results of studying the 802.11 MAC layer for
investigating the interaction between this protocol and the TCP/IP protocol
stack (i.e., the protocols of Internet).
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