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1. Introduction 

The RSA algwithm provides a well known, Secure implementation of a public-key cryptmystem 

[ 1,2,31. The arithmetic operations required are exponentiation and modulo reduction involving numbers 

represented by several hundreds of bits. A VLSl approach is  justified but presents challenging problems i n  terms 

of mntrol generation and distribution c i rcui t ry,  minimization of storage register size and achieving an adesuate 

throughput rate. Rivest has given a recent review of other attempts to design an RSA chip [41. Kcchanski [51 has 
describeda cascadeble chip which implements 32-bi t  operations on eech chip at a rate of Skbitslsec for 51 2-bit 

encryption; however, it appears that mnsiderable redesign is  required to m p r e s  the implementation to one or a 
few chips. CYLINK has recentiy introduced a chip which can perform S 12-bit encryption at 6.4kbits/sec i n  2Um 

CMOS [61. A faster design is  currently under development at bndia National Laboratories [71, which uses delw 
carry adders to avoid carry p r o m t i o n  &la/. This app rmh is  a i d  to be mpable of 25kbits/sec in 2Um CMOS but 

has added complexity due to the diff iculty of performing comparisons, storage of two K-bit numbers for 

intermediate results, where K i s  the number of bits i n  the modulus, and c o n m i o n  of the result from the delayed 
carry representation to binary. Also, the MSB of the modulus must be justified (the message is  shifted equally) and 

the ciphertext returned to LS8 justification at the end of the encryption and, 85 well, the modulo multiplication 

results need to be shifted 1 1 bits. 

In this paper we describe a bit-slice architecture which impora tes  the RSA control functions in  

the slice along with the arithmetic (modulo multiplication) functions. Registers longer than the modulus are 

avoided using WnCUrrent modulo reduction. A 32-bit prototype has been fabricated in  3um CMOS and successfully 

tested. Based on test results snd simulations, a throughput rate of I kbitslsec should be possible for 5 12-bit 

encryption with a 2um CMOS p r o m s  

In an effort to substantially improve the throughput rate of the bit-slice implementation, a new 

bit-slice design has been developed emplcying esynchronous ( self-timed) ripple edders 181. With a small penalty 

in extra mntrol circuitry, an irrCretfSe in throughput of up to 40 times can be obtained. A 22-bit prototype i n  3um 

CMOS has been successfully fabricated and tested and a 64-bit version is currently being fabricated. 

Multiplication in the finite field 13F(2~)  is employed in several data encryption algorithms as 
Well as other a r m  of mmmunications [7,91. Recent work has shown that cryptographic algorithms based on 

arithmetic i n  OF( Zrn) require very large values of m for security [ 10,l 1 I .  In particular, vaiues of m in the range 

of 1500 bits are recommended However, for large m, efficient VLSl implementation of the multiplication function 

requires careful algorithm design to provide modularity and mncurrency as we l l  as simplified mntrol  

requirements. A new multiplication algorithm w i l l  be described along with a suitable bit-slice VLSl architecture 

[ 121. Test results from an 8-bi t  prototype w i l l  be presented. 

2. Modulo mult ip l icat ion alqor i thms 

The RSA encryption and Wryp t ion  trensformations involve exponentiation and modulo reduction 

of a text data block possibly of several hundred bits. The arithmetic process involved is modulo multiplication 

which requires addition, subtraction and shifting. 

Brickell [71 and Blakely I 131 have proposed modulo multiplication algorithms i n  which 
multiplication is  performed m u r r e n t l y  with modulo reduction. This differs from the algorithms used by Rivest 



279 

[ 141 and Simmons and Tavares I151 where multiplication of two K-bit numbers is  f i rst  performed and then the 

resulting 2K-bit number is modulo reduced. The maximum word length i s  f K +  1)  bits using mncurrent modulo 

reduction. Concurrent algorithms Save storage space, reduce &r carry propagetlon time and require fewer clock 

periods. Only algorithms of this type w i l l  be wnsidered in  the remainder of this saction. 

All of the mncurrent algorithms which restrict number lengths to (Kt 1) bits perform 

multiplication in  one of two ways. The mmt familiar way of multiplying two numbers is to add shifted versions of 

the multiplicand or zero depending on the value of the multiplier bits. An example of this technique i s  shown below 

in  Example l(a). The second wsy involves adding the multiplicand or zero to the running total and shifting the 

running total, as shown in Example 1 (b). 

Example 1: 
(a) 

Binary multiplication 

1010 
X U  

1010. 
00000. 

10 1000. 

100000 10. 
+1010000. 

1010. 
X U  

1010. 
1010. 
0000. 

t l 0 L  
100000 10. 

Most techniques of modulo reduction rely on adding same pmitive or negative multiple of the 

modulus. With the following mncurrent modulo reduction algorithms, the number being reduced i s  smaller in 

mqnitude than twice the modolus. The modulus i s  either added or subtra3.d to reduce the absolute value of the 

number below the magnitude of the modulus. Modulo reduction can also m r  indirectly. An example of indirect 

modulo reduction of the running total i s  to f i r s t  add or subtract the modulus from another number such BS the 

intermediate product ( I P )  and then add the eus ted  IP to the running total. With the two methods of performing 

multiplication illustrated in Example 1 , a variety of methods for m r r e n t  modulo reduction can be employed 811 

of which must prevent overflow by finishing with a number less i n  magnitude than the modulus. The algorithms 

operate wrrect ly with starting values less in magnitude than the modulus, so i f  overflow occurs, the magnitude 

would continue to increase in subsequent periods. The conditions for mncurrent modulo reduction, without 

overflow, are s u m m a r i d  below. 

If a number, A, which is  less in magnitude than the modulus, n, i s  multiplied by 2 
o r  added to anather number, B, which is  also less in  magnitude than the modulus, 
the intermediate result can be modulo reduced in  the time for one addition. In the 
case of a w i t i v e  intermediate result the modulus is subtrected end in  the c~se of 8 
nepative intermediate result the modulus is  added. 

i.e. if 0 L A  c n i f O i A c n  and O i B < n  
thenA+B-n ( n 
and (-A)+(-B)+n > ( -n)  

then 2A-n ( n 
and 2(-A)+n > ( -n)  

A number of ux fu l  modulo multiplication algorithm3 wi l l  now be dims&. 
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Alammul 
A flow graph of the algorithm i s  shown in  Fig. 1 which is a mtdification of Blakely's algorithm 

131. Multiplication i s  done by shifting the intermediate product (IP) and modulo reducing if the IP i s  m t e r  than 

the modulus 1 1  61. Then, i f the multiplier b i t  i s  a I ,  the IP i s  added to the running total. After this, the running 

total i s  modulo reduced i f  necessary. Both the IP and the running total &e always positive. A disadvantqe of this 

a l w i t h m  i s  that the running total may require two consecutiveadditions per multiplier bit. 

h l t i p l  ier P i n t h i a t e  pm&ct 
h l t i p l i c v d  %rvming total 

id, P ( 0 W .  S C O W  
K w l t l p l  lep lanpth 

Fig. 1 .  Modulo multiplication algorithm A. Three adders ere used with an average 
of 1.5 addition phases per multiplier bit. 

A concurrent modulo multiplication algorithm was suggested by Simmons and Tavares [ 151 which 

uses multiplication with the running total multiplied by two a h  period BS shown in  Fig. 2. A normal cycle starts 

with the running total being multiplied by 2, followed by adding the IP. Then the running total i s  modulo r e d u d  
using an add/subtrect scheme. However, overflow m u r s  because the combination of multiplication by 2 followed 
by addition of the multiplicand cannot alwtrys be modulo reduced with one eddition or subtrsction. A necessery 

modification is  to add a negative IP i f  the running total is pmitive. This negetive IP is generated during the 1st 

period by adding the positive multiplicand to the running total end then subtracting the modulus to produce e 

negstive result. The nepetive IP is then stored i n  a separate register for future use. With this methad the final 
result must be adjusted m i t i v e  by adding the modulus if necessary. A maximum of one period is  required for this 
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step. Algorithm 6 requires only 2 adders but, as with algorithm A, two mseaRive additions may be required per 

multiplier bit. 

h l t i p l l p r  6Tvning total 
Wl tip1 1 4  
-1Ul i=K, S(kW 

K w l  tip1 Icp lagth 

Fig. 2. Algorithm B for modulo multiplication. Two adders ere used with en average 
of 1.5 addition phases per multiplier bit. 

It Was thGu!#It desirable to consickr a modulo multiplication alporfthm which would perform a l l  
additions during one addition phsse per multiplier b i t  end with a reduced number of adders. An algorithm which 

Uses only 2 edders, which m a t e  mncurrently, i s  algorithm C shown in  Fig 3. In this algorithm, the running 

total i s  multiplied by 2 eech period. Then if the multiplier least s ign i f imt  b i t  (MLTlsb) is 0, the running total is 

modulo reduced If the MLTlsb i s  1 , two additions are performed and one of the results is selected as the new modulo 

reduced running total. This algorithm requires more area because four intermediate products, P ,  P*n, P-n, and 

P - h ,  need to be first generated then stored. Due to the increase i n  arm required for algorithm C ,  it wBS not 

amidered further. 



Rsultipller % i t q  total 
Bult ip l icprd K u l t i p l i a  l q U I  

IN, S < k W  

Fig 3. Alqxi thm C for modulo multiplication. Two adders are used with one 
clock phase per multiplier bit. 

l3lmmm 
Algorithm D performs three Wi t ions  in  8 single phase per multiplier bit BS shawn in Fig. 4. 

Asymmetrical clock phme-s are generated with a shortened phase used to set up the adder inputs. As with algorithm 

A, the previous IP is multiplied by 2 each period. Algorithm D differs in running total generation. If the running 

total i s  positive, a negetive IP is added to the running total. On the other hand, if the running total is nepstiw, a 

pmitive IP i s  adM. This keeps the running total from overflowing and allows it to be generated in one step. The 

positive IP is  generakd e x x t i y  the Same BS the IP i n  algorithm A. At the m e  time BS the positive IP is modulo 
reduced, twica the modulus i s  subtracted from twice the previous positive IP. This rssults in an IP between 0 and 
-2n. After K periods, where K is the number of bits in the modulus, the multiplication is  finished but the running 
total may need to be fsl~usted pasitive by d i n g  the modulus. This takes a maximum of two periods. Algorithm D 
us% three adders with 1 cmwxlrrent addition per multiplier b i t  and provides a m f u l  compromise between speed 
and arm. 
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R w l t i p l i e r  FinterPdiata pu3.d 
BmultiplicPrd f v v n i n g  totol 

I*, P < O M ,  S(0W 

+ I 

L J 

L .- 

- Am 
L .- TI 

Fig 4. Modulo multiplication algorithm D. Threeaddersare used 
with one phase per multiplier b i t  

An efficient concurrent modulo multiplication algorithm m q  be devised using the modified Booth's 

Algarithm (MBA), where the multiplier is shifted two bits at a time. Two wnsecutive additions per clock period 

would be required, but the number of clock periods would be reduced by half. This algorithm w i l l  be faster if the 

constant circuit delays in a period are larger than the everage addition time which would be the case with a f& 

adder. In the c ~ s e  of the at& to be described later, approximately a l O X  to 15% incrase in area would result 

along with 50% improvement in speed mmpared to algorithm D. 
The modified Bmth's Algorithm ( MBA) i s  frequently used to improve the speed of multipliers 

[ 171. Through encoding of the multiplier bits, the number of intermediate products to be added is reduced by half. 

Booth's Algorithm works by skipping wer any contiguous string of all 1's or all 0s. A string of all 0's dm nOt 

require any IP's to be edded, but a string of 1's requires an addition and a subtr&ion. For example, if the 

multiplier i s  1 1 100, ( 100000 X multiplicand) i s  added and ( 10 X multiplicand) i s  subtracted The MBA looks at 



the three lmt or most significant multiplier bits at a time depending on the direction that the multiplier i s  being 

shifted and shifts the multiplier by 2 bits each clock period. The intermdate products are multiplied by 0, i 1 , 
and t 2  before accumulation %s shown in Table 1. 

Table 1. Enmdiq  of multiplier for the modified Bmth's Algorithm. The centre bi t  of the 
three bits being e n d e d  i s  referred to as the im bit. 

Multiplier bits Factor of IP Operation 
i+l i i- 1 accumulated 

0 0 0  
0 0  1 
0 1 0 
0 1 1 
1 0 0  
1 0 1 
1 1 0 
1 1 f 

0 
+ l  
+ l  
+2 
-2  
- 1  
- 1  
0 

M) string 
end of string 
a string 
end of string 
beginning of string 
- 2 + 1 = - 1  
centre of string 
middle of a string 

Algorithm E i s  diagrammed i n  Fig. 5 and uses a total of fwr addars with two adders operating i n  

eech phase of a two phase clock. The intermediate products are generated as in  algorithm A, but multiplied by 0, 
t I ,  or t 2  before mumulation. Two positive IP's are generated each period consecutively, mrresponding to 2 and 

4 times the prWiOUS IP. Each IP i s  calculated by shifting the previous IP by 1 b i t  end subtracting the modulus if 

necessery. Each period, the appropriate IP i s  selected, inverted if a negetive IP i s  required and added to the running 

bhl. The running total i s  then modulo reduced by either d i n g  or subtracting the modulus. Two additions are 

performed each period to generate the IP's end two additions are used to gpnerate the running total. An algorithm 

which uses fewer additions m i d  be devised at the expense of more memory. 

The alwrithms presented i n  this section employ concurrency of multiplication and modulo 

reduction to improve the b i t  throughput rate. A mrnprison of six modulo multiplication algorithms i s  given i n  

Table 2. The selection of the 'best" algorithm depends on system parameters such 8s the d e l q  required for 

ejditions relative to mnstant circuit delays, the availability of non-symmetric clock phases, @synchronous timing 

and memory. Algorithm D wm chasm for implementation bemuse it is almost as fast us algorithm C and occupiw 

about the Same area 8s algorithm A Algorithm E has only been mnsidered recently. AlgorithmsA and 6 are ciosely 
matched i n  speed and area. Lwlg addition times relative to mnstant del8ys result in  algorithms 0 and E operating at 

the same speed, while short addition times make algorithm E twice as fast. With the pulse-timed &r to be 

described in section 4, the mnstent circui t  delqs are at least twice 8s large as the average eddition time, which 

would make algorithm E at le& 50% fester than algorithm D. 
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R a u l t i p l i e r  F = l n ' ~ i a b  W t  
B u l t i p l i c q d  S-runing total 

I*, P ( O M ,  scow 

Fig. 5. Modulo multiplication algorithm E. Four adders are used with an average of 1.75 
clock phases and the modified Bmth's Algaithm. 

3. RSA implementation 

. .  
A b i t  slice architecture for algorithm D is shown in  Fig. 6. With a fast adder, 

communication delays become more significant. Signal flow withln the bit slice is less time consuming than the 

Propagetion O f  Signals. such s clock signals, MLTlsb, START, ADDER1 carryout, and BEOIN which nWSt be w i t  to 

all S l i m .  A completion signal generator subsystem (CSG) i s  added if pulse-timed arlders are used (described in 
section 4). 

A sum term generator wntroller (STKC) is required to select the input to the running total adder. 

This subsystem is a 4 to 1 multiplexer, which selects from Cn, Ond, IP, and (21P( i- I )-2n) as shown in  Fig. 6.  

The STOC is  controlled by logic outside the b i t  slice which has inputs: MLTlsb, SSRsign, start, phi2, and K or K+ 1. 

The signals K or K +  1 are from the shift register munter which flags the multiplier to mus t  the result pmitlve. 



286 

TI 
O 
L 

3 3  
0 - 0  
O L  
L L  

a 
0 -- Q) 
m v  
0 -- 

Q) 

o r  
L -- 
C 
o m  
U T )  
a m  
P c ,  
0 3  
L o o  

.- . 

- -  
- 
dn 

.- 

c 

m 
0 

.- 

- 
c 
- 
a 
C 
01 .- 
m 

m -- 

a -  

r c  
Q -  

- - Q  
( I 1  

D o c  
.- - 

m 
c 
0 e 
E 
0 u 

O 

m 
n \ 
2 
0 
CJ 

- 

0 

QI 
\ 

2 
m 
m 

n 

- 

0 

- 
0 

r 
T= 

c 
0 

Y 

_- 
m 
c 
Q) 

c r  
o a m  

L -- - . . - ‘ m  0 x 4 ,  
Z O L  

13 

- 

13 + u 

c 

- 

c + 
L: Y 

4- 
0 

c c 

CJ 

U V 



207 

IOOULUSin . j Slice 2 j Slice 1 

ISGC - 
n 1 

T - 
in- 

I PSR 

A A 1  I 

In Sout 
in 

ROOERl 

I ROOERZ 

i 
STGCct 

IP STGC 

d I 
I I 

CSG t 
in 
in- Soul 

ROOERT 

ILT I sb 
SSRs i gn 
K o r  K+I 
STRRT 
phi2 

I SSR '"W I I 
I 

to RSR 
Control I c r  

Fig. 6. A bit-slice erchitecture for algorithm D. 

&UxhkU% Three slices of a new bit-slice RSA architecture which includes the implementation of modulo 

multiplication algorithm D described abwe i s  shown i n  block diagram form in Fig. 7. Modulo exponentiatim 1s 

performed 8s a series of modulo multiplications. The message is repeetedly squared and modulo reduced and a 

running-product modulo multiplication i s  performed if the corresponding exponent bi t  i s  a one. Modulo 

mUltiplicatiOnS are carried out by the subsystems i n  the upper half of the b i t  slice while the RSA control functions 

are implemented in the lower half. The same architecture can be used with other modulo multiplication algorithms. 

input and output of data i s  synchronous and concurrent. 

A general purpose register (STRSR) acts BS a shifting or storege register with i t s  function 

determined by control logic outside the b i t  slice as shown in Fig. 8. The use of this dual purpose subsystem 

considerably reduces the number of custom subsystems required. The circuitry i s  mmpect because m t r o l  logic 

for the gates is outside the b i t  slice. This saves area because one set of control logic i s  used for al l  s l i m .  Control 

logic delay i s  not 8 factor since the storage operations are not speed limiting. Standerd cells would be suitable for 

the control logic outside the b i t  slice. For RSA operation, the message is shifted into both the square term &Orage 
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g 7 Bi t -s l ice architecture biocv. diagram (3silces1 
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register (SCITSTR) and the multiplication running total storage register (MULSTR). A single modulo multiplication 

Mn be performed by lwding the multiplicand into SllTSTR end the multiplier into MULSTR. 

Fig. 8.  A multiple function data register (STRSR). 

Modulo multiplications are timed with a shift register counter i n  the bottom row of Fig. 7. The 

completion of an RM encryption transformation is set by the END-SIONAL which allows for exponents of different 

lengths. The end and exponent registers (ENDSCR and EXPSCR) shift after 1 or 2 modulo multiplications, 

depending on the exponent bit. Several external control signals are needed: BEOlN starts the encryption; MODMULT 

sets the chip for a single modulo multiplication; EXT sets the chip to2xternal synchronous timing for data 110 O r  

synchronous testing. The total number of pins required is about I2 depending on the actual application. 

Asynchronous operation of the adders mn be mmmodated using a completion signal generator 

subsystem (CSO). Fig. 7 shows a pair of CSO subsystems, GSQleft and CSGright which detect all three car ry  outputs 

every second slice. For synchronous operation, the CSO subsystems are not required. - 
A self-- Several synchronous adders were considered such as carry lwkahead, carry select, and the 

binary lmkahead carry akler [ 181. These adders had disadvantages such as high area, irregular layout, slower 

speed, or the difficulty of providing non-symmetric synchronous clock pheses. Pest approaches to self-!imed 

adders have been speed independent o r  Muller circuits which use double rail logic. The disadvantaqes of this method 

are SlWer carry propegation and several times greater implementation arm. Pulses have been used SucceSSfUllY 

to time @synchronous operations, such BS @synchronous actess of stored state registers [ 191. When 8u253 is 
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requested, an edge detector / pulse generator c i rcui t  forms a pulse to time the operation. 

A new pulse-timed adder which borrows ideas from Huyu [ 191, i s  shown i n  Fig. 9 in which Carry 

propagations are detected i n  a precharged r ipple adder. Carry outputs are reset to 0 during the precharpe phase, So 

only propagetions of 1 have to be detected. An edge detector / pulse generator circuit p rov i th  enough delw for the 

carry signal to propagate to the next pulse subsystem. A pulse subsystem is only half rn large ca a low area 

precharge adder slice. Pulses are wmbined to create the completion signal with a single d i v e  load pullup NOR 
gate. 

Pulse sel  f - t imed modi f i c o t  ion f o r  prtcharae-corru adders 

(post oddition 
deloy) 

z ( a d d i t i o n  complete) 
a - 

I 

Edge / 
detec tor  
/ pulse 

generotor 

Stage 2 Stage I 

Ful I odder 

PULSEout 1'- 

Uorioble deloy 
- CflRRYout subsystem - Gnd 

Edge de tec tor  / Dulze aenerator  Uor i able de I ou subsustpl 

Fig. 9. Self-timed adder circuit details. 

Several features of the &rs make this scheme feasible. Overlap of the pulses prWefltS 

premature generation of the mmpletion signal. The pulses are made several times wider than neceSSary sfm the 

resulting &ley at the end of the additions is absorbed by subsequent RSA operatiom. The msan of the maXimUm 

number of consecutive Carrie$ i n  a 5 1 2 stage adder is only 8.2 with a variance of 3.3 (almost 60 times faster than 
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a ripple adder alone, on average!). The probability of less than 5 carries is negligible so a starting delay equivalent 

to 4 carries can be provided to overlap the f i rs t  pulses. A pulse subsystem is not requiredevery slice and al l  three 

adders calculating during the same phase can signal with the same NOR gate pulldown. 

Optimization of the adder speed must be balanced against area considerations. A pulse subsystem 

every slice is the fastest on average. However too many pulldowns sl& duwn the large NOR gate. The number of 

pulldowns can be reduced by grouping pulses with smaller NOR end NAND gates first. These variables were adlusted 

to achieve low area end a regular layout. 

!3&ns. In combining the modulo multiplication algorithm of Fig. 4 with the self-timed adder of Fig. 9 in  the 

bit-slice architecture of Fig. 7, several control and timing considerations must be addressed. 

The clock has to be capable of switching between asynchronous and synchronous timing to allow 

synchronous 110 and testing. Also, when the RSA encryption is finished, the clock should stop with the ciphertext 

Safely In a storage register. T h a e  functions are implemented with random l q i c  as shown in Fig. 10. A Muller C 

element 1s used to prevent the PHI2 clock signal from going law until the PHI I clock p h m  has risen to prevent a 

race condition. This allows the PHI2 falltime to be set to the minimum value and only the risetime of the variable 

delay elements have to be ad]ustable. 

Driver delays form a significant part of the clack period. Delays for generating some control 

signals cannot be avoided but the delay of the clack drivers can be largely prevented from adding to the clock period. 

Most of the falltime of clock phases does not contribute to the clock period because the clock phase widths can be 

externally ad]usted. Also the non-overlap time can be externally minimized as shown in Fig. 10. In  the 8 and 24 

Slice implementations, the inverted driver outputs, cPHl1 and cPH12, were fed back to the clock controller rather 

than delwed versions of cPHl I sig and cPH12sig. This guarantees that there is  sufficient non-overlap time but i t  i S  

not Mustable and results in an approximately 3018 largw clock period 

For some parts of the circuit, considerable area would be required to generate completion Signals 

10giCallY. Delay elements were used instead with active load resistors to time t h e  circuits. Active loads can 

provide sufficient delay i n  a small area and can be controlled by an external DC voltege (RTct in Fig. 9). The new 

data rate control scheme employs a single pin to control all delw elements. An intermediate DC voltage i s  f i rst  

selected, Sey, 2.5 Volts. Then the p t e  aspect ratio of eech active load is c h m n  to provide the expected circuit 81W. 
During testing, the DC volt- i s  reduced to find the maximum operating rate (similar to finding the m@Ximum 

clock rate of a synchronous chip). The accuracy and stability of the active laads can be improved by increasing the 
gate length and width while keeping the gate espect ra t io  wnstant. This wnchronous timing method has the 

advantages of rate controllability, low area, elimination of global clock distribution, and allows different P r m  

to be timed at their own rate. Lastly, i t  uses only 1 pin. Correct chip timing is ensured since the &la/ of W h  

variable delay element wn be incretsed arbitrari ly. 

Synchronization failure can occur when gating an wnchronous signal to a synchrOnOUS %‘Stem. 

Only latching the END signal is prone to this type of failure. In en encryption environment, a hast processor would 

periodically sample the END signal and there is a small probability that a metastable state would be detected. 

Increasing the settling time rapidly decreases the failure rate to an acceptable level [201. The r m i r e d  settling 

time i s  negligible mmpered to the encryption time. 
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D(cPH I 1 s i g) 

cPHl 1s i g 

EXT PHllaig 
Control 1 ~ p, P H Z  
loglc 
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PHI23 ig  

f PHlZext 
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control looic 

O(cPH12aigl f 

PHI I sig= O(cPHI Zsi g)mcZl mcEXT 
+ EXTsPHllext 

PHI 2s I g= D(cPH I1  sl  g)mcZZocEXT 
+ EXToPH I2ext 

cEXTmEHO 

R dynamic inverting 
tlul ler C element 

cPHl s ig  

Fig. 10. Clock mntrol ler  for the RSA chip with alwrithm D and wnchronous adders. 
The non-overlap time is xly&ble. 

Ovtout Output dr iver current w i l l  often l imi t  a synchronous clEk rate while an asynchronous clock 

is not I10 l imited since there is  no 1/0 during the RSA transformation. The estimated ave rqe  asynchronous clock 

rate in  2um CMOS is as high 85 30Mhz. This advantage of asynchronous timing w i l l  become more pronounced 85 

processes scale down further. Circuit speed scales down as Az 121 I ,  where A is  the scaling ratio, i f the power 

supply voltage is held constant. However, the driver speed scales down as A/ln(A) [ 2 2 ] .  Asynchronous techniques 

muld also be applied to any synchronous algorithm to allow the RSA encryption to proceed faster than the I10 speed. 

The Alofrithm D requires one clock phase for addition plus a shorter phase to set up the 

adder inputs. The throughput rate i s  affected by the on-chip mmmunication delays which are hard to estimate 

accurately since the/ depend on the particular manufacturing process. Estimates be& on SPICE simulations of 

signal propagation dels/s can be made. A calculation of the bi t  rate for algorithm D with the puljt-t imed adder 
yields a rate of 40kbits/se. Details of th is calculation are provided in  Appendix A. This corresponds to an averape 
scynohronwc olwk rata of 30Mhz. A f lower ~ynohronouc olock rate  would ha ucpd for I/O, hut a negligible number 
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of clock periods are required for I/O. At the expected clock rates, small variations in the circuit speed have a large 
effect on the throughput rate, but a mnservative estimate of 30kbiWsa: appears reasonable. 

. . .  
Fig. 1 I is a photomicrograph of a 32-bit prototype chip executed i n  3um 

CMOS. Algorithm A has been used for modulo multiplication. A different architecture than that shown i n  Fig. 7 i s  

employed i n  the synchronous implementation, which simplifies the control logic external to the slice at the 

expense of more custom registers. The b i t  slices run horizontally and are mmprised of 14 subsystems which 

iInplement modulo multiplication, exponentiation and storage functions. Input and output (!at8 flow is serial which 

minimi= the total p in count. This chip has been tested and shown to mrrectly perform RSA encryption (or 
decryption) at a synchronous clock speed of  ZOOkHz, which mrresponds to a rate of 4kbits/sec. The synchronous, 

pre-charged &r delay per b i t  has been measured to be 8 ns in Sum CMOS from which a throughput rate of 

l kb i tdsa :  for 512-bi t  encryption is  predicted for a 2 micron CMOS process. For 3um CMOS and 32-bit 

encryption, 8 rate of 5MHz and 100kbits/sec encryption is predicted. The low measured speed is difficult to 

explain Since a 7-bi t  prototype i n  5um CMOS WBS found to operate at 2MHz. More samples are being bonded for 
testing which may indicate if process parameter variations are involved. * 

Fig. 1 1. Photomicrograph of synchronous 32-bit RSA prototype implemented in  3um CMOS. 

Fig. 12 is  a photomicrograph of a 24 slice implementation of an asynchronous 

design besed On algorithm D, the architecture described in Fig. 7 and the pulse-timed eddey. The data analY%r 

display for a 22  b i t  encryption is s h w n  i n  Fig. 13 Input and output of data are overlapped, so both input and the 

previous Output m n  be Seen at the =me time. Both inputs and outputs start l m t  significant bi t  first. 
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Fig. 12. Photomicrograph of asynchronous 22-b i t  RSA prototype implemented in 3um CMOS. 

Fig. 13. Dataanalyzer display for a 2 2 - b i t  computation: 584,932283~948maj( 1,283,476) = 19,876. Due to 
theslow sampling rate PHlZext appears to stay at 0 sometimes. A single input set was cycled, so th is  ciphertext 

corresponds to this input set. 

The average asynchronous clock rates of these designs provide a gxd indication of the accuracy of 

the speed extrapolations m a  In Appendix A. I n  2um CMOS for 512-bi t  encryption, the estimated o p t i m h d  

throughput WBS 4 0 k b i t s I ” a  with an average clock rate o f  30MHz. In Sum C M O S  for an 8 sl ice prototype, the 

average clock rate WBS found to be 3Mhz end the encryption rate was 300kbits/sec, while in 3um CMOS for 24 

slices the averege clock rate was found to be 5MHz and the encryption rate 150kbits/sec. The estimated optimized 

averege clock frequencies for t h m  processes were 6MHz for Sum CMOS ( 8  slices) and 13MHz for 3um CMOS (24 

slices). Additional s a m p l e s  are being bonded to determine i f  the slower than predicted clock rate i s  related to 

Process variations In  any me, :here are %me fur?her steps which can be taken to increase speed, including use of 
double meteliretion, BO thet :t  -me pffisibla tha t  the predicted parformenca can be etteined. 



295 

Work i n  Drmress. Expansion of the asynchronous design to perform transforms involving many hundred bits i s  

necessary to verify the speed advantages o f  the architecture and algorithms described here. The 64-bit chip 

presently being fabricated in 3um CMOS w i l l  help to verify the extrapolatiom which were made to predict the 
speed O f  a 5 12 bi t  design i n  2um CMOS. A 128-bit version has also been dssigned and wi l l  be fabricated in the near 

future. 

Significant further improvements i n  the throughput rate of RSA encryption are not l ikely to m e  

from faster adders. With the asynchronous pulse adder, mnstant circuit delays take about twice as long 8s the three 

mncurrent additions. The constant delays which result from signal propagetion dela/s (excluding additions) are 

difficult to reduce in this style of architecture. Thus, a faster adder uu ld  only achieve about a 30% speed 

improvement at the most. Future improvements mcrj be possible with new architectures. 

Higher b i t  rates can be achieved by interconnecting chips in several patterns. One suppested 

architecture i s  a systolic arrangement of modulo multipliers 1231. This design CBsCades at lemt K modulo 

multipliers with a systolic data flow, where K is the number o f  bits. New systolic arrangements of asynchroftOuS 

encryption units are faster and can be bui l t  with any number of encryption units. Binary tree input distribution, 

with token r ing chip selection is  the most efficient and echieves the same performance as a single encryption chip. 

4. A mul t ip l ie r  fo r  the f i n i t e  f ie ld  OF(2m) 

Arithmetic operations i n  the finite field OF(Zrn) are quite different from ordinary integer 

arithmetic operations. Addition does not involve carries and is  thus mier to perform than integer addition, but 

mUltiPliG3tiOn i S  s t i l l  a fa i r l y  wmplex and difficult tmk. Mast circuits p r o m  [ 9,241 are not suited for use in 

VLSl systems. They require excessive silicon area, mmpliceted control schemes, complex wire routing, have 

nonmcdular structures, or lack concurrency I 121. 

Yeh, Reed and Truong [25] i s  suitable for VLSl 
implementation although it is only moderately cornpect and hes a ldency of 2m time untts which may be 

unchirably long for sume applications. The implementation of the Massey-Omura multiplier [26]  is simpler than 

the systolic version and operates wi th a smaller latency, but is less modular and has a circuit structure 8t?d 

operating speed which is  dependent on the size of the field. 

The architecture to be described here uses an apprwch similar to the one outlined by Laws end 
Rushforth [271. It i s  modular and therefore easily expanded, amp&, and requires few control signals. The 

multiplication time and latency are m time units. 

The systolic multiplier developed by 

m m  
Itisassumedthat thereader hasabasicknwledgeoffinitefields. IfA(x)=am,lxm-’ +...+ a l x  

+aoanddB(x)= bm- ,xm- l  +.. + b l x  + bOaretwoelernentsofGF(Zm), then their product,A(x)B(x)modF(x), 

i s P ( x ) = p m - l x m - ’  +...+ p1x + P O ,  whereF(x)= fm- ,xm- l  +..+fix+ 1 i san i r reduc ib lepo lm ia l .  
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The multiplication, A(x)B(x)modF(x), can be e x p a W  by multiplying eech term of B(X)  by 

A(x): 

The f i rs t  term A(x)bm- ,xm-ImcdF(x) is computed, followed by eech successive term which 1s 

added to i t  and the sum reduced modF( x) unti l all the terms have been used 

If A = [a,- ,.__ ,al .ao] i s  the vector of coefficients of A(x) and similarly for B(x) ,  P(x) and 

F(x), then this algorithm can be represented by the flowchart in Fig, 14. Element A i s  added to the intermediate 

product. P, whenever the current b i t  of 6 ,  bl , is a 1. F is & whenever the mast significant bi t  (MSB) of P i S  1 ,  

which indicates that modulo reduction is necessary. These two decisions we carr idout simultaneously. I f  the field 

i s  of degree m, then rn steps are needed to complete a multiplication 

Fig. 14. Flowchart of G F ( 2 m )  multiplication algorithm 

Architecture 
The multiplier architecture is shown in  Fig 15 for the field GF( Z4) Registers el, f, and pi hold 

A, F and the intermediate prcduct P. respectively The MSB of F, which is always 1 ,  is actually not used i n  the 
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calculation. The state of bi, latched with a flip-flop, and the MSB of P mnstitute the two primary control SiWlS .  

The left shift is  performed by Iceding the output of stage Li into the product register pi+ I of the next Stege Li+ 1 .  

The final product i s  transferred to the output shift register (OSR) and shifted cut x r i a l l y  once the multiplication 

is  complete. Note that the worst case delay path from the fi register to the OSR i s  independent of the multiplier 

size. The number of L, and register stages is equal to the dqree of the field, in  this case four. 

1 1  1 1  1 1  1 1  
FF: FLIP FLOP 

OSR: OUTPUT SHIFT REGISTE 

Fig. 15 The multiplier for GF( Z4) 

Each stay L, mntains one 3-input modulo, two transmission gates and two NMOS transistors, Bs 

Mailed in  Fig 16 The transmission gates and transistors are configured to perform the AND function (MSB(P) 

AND f,, and b, AND a,) For exampie, i f  bi = 1  then a1 IS passed to the adder, otherwise that adder input l ine IS 

grounded (set to 0) 

A multiplier for OF(2u) was implemented using a combination of static and Wnamic logic and 

fabricated in  5 micron CMOS. I t  WE found to be fully functional, capable of operating at speeds up to 7 Mbitslsec 

1281. As SPICE simulations predicted, the data rate wm limited by the sped of the output pad drivers. not the 

worst ~3% delw path on the chip. Cptimization of the pad dr!vers should improve the speed by about 30-401. 
Each of the eight slices occupied an area of 185 microns by 1459 microns, of which 10% Was 

allocated to test structures. Subsequent chips have been modified to incorporate a more structured design for 

testability approach, the Smn Path technique 1291. In &ition, the pad drivers and adders were replaced with 

faster versions. The new slice m u ~ i e s  23% less area 
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Thls enhanced 8-b l t  version wfs submitted for fabricatlon In 3 micron CMOS in  September 1986, 

alongwitha 128-bit multiplier. A 512-bi t  chip, wi tha total area (multiplier and 1/0 peds)of 6912 mic rms by 

6980 microns, w i l l  be submitted at the end of 1986. From these two larper designs i t  is hoped that more 

information about the performance of the algorithm wi l l  be obtained. 

I 
f i 

XOR : Exclusive - OR 
MSB : Most Significant Bit 

+ 
O i  

Fig. 16. The circuit for each block Li  shown in Fig. 15. 

5. Conclusion 
-A 22-bit, 3um C M O S  prototype of an asynchronous RSA chip has been fabricated and found to 

function mrrect ly with a throughput rate of 150kbits/sec. A conservative estimate for the 512 b i t  encryption 

rate in 2um CMOS i s  30kbits/sec with optimization of the present design and 40kbits/sec with elgorithm E. The 

.%5ynChrOnOUS clock rate during encryption is not 1/0 limited nor is i t  limited by the clock rate in other 

components. 

Concurrent modulo multiplication algorithms provide the most efficient implementations known 

for RSA encryption. Multi-adder algorithms such as algorithms D and E are efficiently implemented with the 

esynchronous pulse-timed adder. Minimization of constant circuit delays i s  important since they several times 

larger than the addition time i n  a clock period. 

. .  mm- To evaluate the performance of the finite field multiplimtion algorithm, an 8-bi t  prototype 

has been fabricated i n  Sum CMOS and tested. It WBS found to operate correctly for M a  rates up to 7Mbits/sec. A 

new 8-bit version with faster adders and pad drivers, and a more structured a p p m h  to testing is  currently being 

fabricated in  3um C M O S  along with a 128-bit multiplier. A 5 12-bit chip w i l l  be implemented at the end of 1986 
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and should provide some useful information about large YLSl multipliers. 

6. Appendix A Calculation of the RSA throughput rate with algorithm 0 

Constant on-chip communication dela/s i n  Sum CMOS: 
Non-overlap time = 2xlOns ( i f  adjustable) 
Signal flow after addition: drive carryout line plus signal flow within bi t  slice = 3011s 
Clock transition time = 2x 1 Ons (crossing threshold only) 
phi2: control generation ( 1511s) plus driving of control lines plus signal flow within bit slice = 50ns 

Total = 120ns 

1 clock period in a Sum process = TDS = (Nc +L)Tp t I20ns = 20  1.2ns 

where Nc = average number of carries for an average of 2.5 adders of 500 bits each = 9.6 
L = No. of slices separating pulse subsystems of adders = 2 

and Tp = carry propagation speed in  a Sum process = 7ns/slice 

1 clock period i n  a Zum process = TDZ = TD5e(2/5I2 = 3 2 . 2 ~  

RSA transform execution time = Texe = (the number of modulo multiplications)( the number of periods 
per multiplication)(the length of a period) 

Texe = ( 1.5.K).( K+ 2bTD2 = .O 1 27  sec 

where K = number of bits in exponent and modulus = 5 12 

B i t  rate = K/Texe = 40 kbits/sec 
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