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Abstract. In this paper, color invariant co-occurrence features for moving vehi-
cle tracking in a known environment is proposed. It extracts moving areas 
shaped on objects in Web video sequences captured by the Web camera and de-
tects tracks of moving objects. Color invariant co-occurrence matrices are ex-
ploited to extract the plausible object blocks and the correspondences between 
adjacent video frames. The measures of class separability derived from the fea-
tures of co-occurrence matrices are used to improve the performance of tracking. 
The experimental results are presented. 

1  Introduction 

Tracking the motion of objects in video sequences captured by the Web camera is 
becoming important as related hardware and software technology gets more mature 
and the needs for applications where the activity of objects should be analyzed and 
monitored are increasing [1]. In such applications lots of information can be obtained 
from trajectories that give the spatio-temporal coordinates of each object in the envi-
ronment. Information that can be obtained from such trajectories includes a dynamic 
count of the number of object within the monitored area, time spent by objects in an 
area and traffic flow patterns in an environment [2][3][4][5]. The tracking of moving 
object is challenging in any cases, since image formations in video stream is very 
sensitive to changes of conditions of environment such as illumination, moving speed 
and, directions, the number and sizes of objects, and background. Color image can be 
assumed to contain richer information for image processing than its corresponding 
gray level image. Obviously three color channels composing color images give richer 
information than gray level counterparts. Invariance and discriminative power of the 
color invariants is experimentally investigated here as the dimensions of co-
occurrence matrix and the derived features for finding correspondences of objects. 
William [7] suggests motion tracking by deriving velocity vectors from point-to-point 
correspondence relations. Relaxation and optical flow are very attractive methodolo-
gies to detect the trajectories of objects [8]. Those researches are based on the analysis 
of velocity vectors of each pixel or group of pixels between two neighboring frames. 
This approach requires heavy computation for calculating optical flow vectors. An-
other method infers the moving information by computing the difference images and 
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edge features for complementary information to estimate plausible moving tracks 
[4][9]. This method may be very sensitive to illumination and noise imposed on video 
stream.  

2   Methodology  

Many block detection methods assume that the lighting in the scene considered would 
be constant. The accuracy of these methods decreases significantly when they are 
applied to real scenes because of constantly changing illumination conditioned on 
background and the moving objects. Kubelka-Munk theory models the reflected spec-
trum of a colored body based on a material-dependent scattering and absorption func-
tion, under assumption that light is isotropically scattered within the material [12][13]. 
H is an object reflectance property independent of viewpoint, surface orientation, 
illumination direction, illumination intensity and Fresnel reflectance coefficient. These 
color invariants may show more discriminative power than gray levels, so can be used  
 
 

 
Fig. 1.  (a) (b) Two original color images (truck and van), (c)(d) C_invariant, (e)(f) E_variant, 
(g)(h) Intensity (i)(j) Hue, and (k)(l) Saturation. The intensities are rescaled for viewing. 

 
for detection of the trajectories of objects reliably. To get these spectral differential 
quotients, the following implementation of Gaussian color model in RGB terms is 
used (for details, see [12]). Figure 1 shows the original color images and the results 
after computing the color invariance maps. Since the object detected with its bounding 
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rectangular block in current frame should be uniquely associated with the correspond-
ing block in neighboring frame, each block should have local block features possess-
ing proper discriminating power. There are many researches done in this area [8][9]. 
The co-occurrence matrix is a well-known statistical tool for extracting second-order 
texture information from images. Entropy is a measure of randomness and takes low 
values for smooth images. Inverse Difference Moment (IDM) takes high values for 
low-contrast images due to the inverse (i - j)2 dependence. Correlation is a measure of 
image linearity, that is, linear directionality structures in a certain direction result in 
large correlation values in this direction. Energy or angular second moment is a meas-
ure of image homogeneity-the more homogeneous the image, the large the value. The 
optimal features and other related conditions for class separability should be deter-
mined from the implementation reasons,. In this paper, a set of simpler criteria built 
upon information related to the way feature vector samples are scattered in the l-
dimensional space is adopted. The goal of object tracking is to determine the 3-D 
positions and the motion parameters of objects recognized by the local block detection 
phase at every time instant. The first requirement for this task is to determine the cor-
respondence of each object detected from adjacent image frames. To establish the 
correspondence relations of blocks between sequential frames, the selected feature 
values of local blocks at time t are compared with those of blocks detected at time t+1. 
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where (x,y) is the central position of k
tD , which is the kth detected blocks in Dt . The 

function λD  is defined by computing the weighted L2 error of the transformed data 

using a combination of feature value difference and Euclidean distance k
tC  between 

the central positions of  k
tD and k

tD 1+ . 

 
 
 
 
 
 
 
 
                          (a)                                          (b)                                             (c) 
Fig. 2. (a) The original video frame tested and resultant detected blocks, (b) Detected blocks by 
color invariant features and (c) The detected tracks of three objects given in (a) 

 
Figure 2 shows the detected tracks of three vehicles. In this experiment, d=1, and 
correlation feature is used.  
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3   Conclusions and Future Research 

A system for tracking objects for a Web camera using color invariance features is 
presented. The system outputs tracks that give spatio-temporal coordinates of objects 
as they move within the field of view of a camera. We try to solve the occluded ob-
jects problem, which may be ignored in many researches intentionally by utilizing 
radial cumulative similarity measures imposed on color invariance features and pro-
jection. But the projection scheme presented here is too primitive to solve this problem. 
But this system is very fast to be used in real time applications and to eliminate noise, 
which may be very difficult when using gray level intensity only. Future research 
needs to address these kinds of issues and tracking objects across moving Web cam-
eras.  
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