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Introduction 

One of the most pervasive problems in military and in commercial communica- 

tions-like systems is the need to authenticate digital messages; where authentica- 
tion is interpreted broadly to mean verification both that a message was originated 
by the purported transmitter and that it has not been altered subsequently, which 
includes verifying that it is not a repetition of an earlier legitimate but already 

accepted message. The terminology ttmessagetl is a carryover from the origins of the 
problem in communications systems, but as used here includes resident computer soft- 

ware, data bank information, access requests and passes or passwords, hand-shaking 

exchanges between terminals and central facilities or between card readers and tel- 
ler machines, etc.; i.e., digital information exchange over a suspect channel or 
interface in general. The need to authenticate information presupposes an oppon- 

ent(S) -- who may in some circumstances be either the transmitter or receiver -- 
that desires to have unauthentic messages be accepted by the receiver, or by arbi- 

ters, as authentic or else to fraudulently attribute to the transmitter messages 
that he did not send. 

Message authentication is commonly -- and inexplicably -- treated as though it 
were a single, simple function of  the message, much like a parity check, for 

example. The probable explanation for this is that the result of the authentication 

operation is two valued; i.e., either the message is accepted as authentic or else 

it is rejected as inauthentic. What makes the authentication of digital messages 

such a challenging problem though is that there is no single authentication function 
that can suffice for all, or even for a large fraction, of the real world authenti- 

cation needs. For example in some cases the message content cannot (by design) be 

kept secret from the opponent, while in others he is denied this information. Simi- 
larly, in some cases the opponent succeeds if he can cause the receiver to accept 

any fraudulent message, while i n  others he succeeds only if he can get a specific 

message (or one of a small set of messages) accepted as authentic. 
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In addition, the opponent may either be an outsider with no privileged informa- 

tion or ,  in a particularly difficult case to deal with, he may be a legitimate 
receiver misusing insider information provided him so that he can authenticate mes- 
sages t o  generate forgeries. Clearly, digital message authentication in CfrCUmStan- 

ces as widely varying as these cannot be expected to be a simple operation. In this 
paper we shall first derive several theoretical bounds on the quality of authentica- 
tion that can be achieved f o r  particular authentication channel specifications -- 
and then exhibit an example system based on the data encryption standard (DES)  that 

seemingly violates these bounds C4l. This apparent contradiction -- arising from 
the difference between computationally feasible and infeasible problems -- high- 
lights an essential aspect of most practical authentication (or cryptoj systems. 

Authentication 

In message authentication, there are three essential participants: a transmit- 
r 

ter who observes an information sourcex, such as a coin flip, and wishes to com- 

municate these observations to a remotely located receiver over a publicly exposed, 

nOiSeleSS, communications channel; and a receiver who wishes to not only learn 

what the transmitter has observed but also to assure himself that the communications 

(messages) that he receives actually came from the transmitter and that no altera- 

tions have been made to them subsequent to the transmitter having sent them. The 
third participant, the opponent, wishes to deceive the receiver into accepting a 

message that will misinform him as to the state of the source. He can achieve this 

end in either of two ways: by impersonating the transmitter and getting the 
receiver to accept a fraudulent message of his own devising when in fact none has 
been sent by the transmitter, or else by waiting and intercepting a message sent by 
the transmitter and substituting some other message that is accepted by the receiver 
as genuine, but which misinforms him of the state of the source. There are many 

"side" constraints that must be considered in actual applications of authentication: 

* 
Ideally we would call the states of the source "messages" as is the practice in 

communications theory. However, if we did this we would be forced to introduce 
terminology to designate the collection of sequences that can be sent through the 
channel, perhaps 'Iauthentication code," paralleling "error detecting and correcting 
code" from communications theory. Unfortunately, the natural contraction  codewo word" 
already has an accepted meaning in communications theory so that we would either 
have to coin a new word to designate the particular sequence of symbols sent to 
convey and authenticate a message -- none of which seem very natural -- o r  else use 
the cumbersome term "authentication codeword". The term "authenticator", usually 
used in the sense of an authentication codeword appended to a message, has too 
restricted a connotation for the general case. We have opted instead to use the 
term "message' to designate what is actually transmitted and to tolerate the rather 
artificial device that the information conveyed by a message is the state Of a 
hypothetical source. 
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the opponent could, for example, be the receiver attempting to falsely attribute 

messages to the transmitter that he didn't originate and to convince a third party 
of  the authenticity of these forgeries or  the transmitter disavowing authentic mes- 
sages that he did send -- a problem situation commonly referred to as the customer- 
broker scenario. In the present discussion we only consider one constraint; i.e., 

whether the receiver is ignorant of the state of the source observed by the legiti- 
mate transmitter (authentication with secrecy) or knowledgeable of it (authenti- 
cation without secrecy). 

The source 8 is defined by a probability distribution S on its states; si. 
H(S) is the resulting binary entropy of 8. i.e., on average this much information 

must be communicated to the receiver to inform him of the state of the source. If 

only H(S) bits were communicated, then there would be no possibility of authentica- 
tion, hence authentication codes -- like error detecting and correcting codes -- 
depend on the deliberate introduction and use of redundant information in the trans- 

mission. 

In a common U. S. military authentication protocol both the transmitter and 
receiver have matched sealed authenticators -- actually a short random sequence of 
symbols produced and distributed by the National Security Agency. The sealed 

packets are constructed so as to provide a positive indication (tattle-tale) if they 

are opened. Each communicant is responsible for the protection of his sealed 

authenticator and is administratively restrained from opening it until it is needed 

to authenticate a message. To authenticate a message, the transmitter opens a 
sealed authenticator, appends the enclosed authentication suffix to the message and 

then encrypts the resulting extended message. The receiver, upon receiving the 

cipher would open his matching sealed authenticator and accept the message as 

genuine if the cipher decrypted to a string of symbols with the proper suffix, and 

otherwise reject it as inauthentic. If there are r bits of information in the 

authenticator suffix, an opponent (if he cannot break the flsealing" encryption 

algorithm) would have only a Z-r probability of "guessing" a cipher which would 

decrypt into a message ending with the unknown (to him) authentication suffix and 

hence be accepted as authentic by the receiver. This example illustrates the 
essential point in all authentication schemes -- namely that for a particular choice 
of authenticator the receiver will accept only a fraction out of the total number of 

messages possible. 

Continuing the parallel between error detecting and correcting codes and 
authentication codes, let the particular mapping of states of the source into 
acceptable (authentic) messages determined by a specific choice (of authenticators) 
by the transmitter and receiver be called an encoding rule; e.. E is then the Set 

of all available (to the transmitter/receiver) encoding rules. Given E ,  the trans- 

mitter and receiver choose encoding rules according to a probability distribution E, 
which in turn deternines a binary entropy of H ( E )  as to the average equivocation 
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0 0  

and 

about the r u l e  being employed. F i n a l l y ,  there  is a space mconsis t ing of a l l  of t h e  

messages t h a t  t h e  t r a n s m i t t e r  c a n  use t o  communicate s t a t e s  of the  source t o  t h e  

rece iver .  We assume t h a t  t h e  t r a n s m i t t e r  can communicate t o  the  receiver  any obser- 

v a t i o n  he makes of t h e  s o u r c e ;  therefore  Iml > 181 where 181 is in te rpre ted  t o  be 

the c a r d i n a l i t y  of s t a t e s  of S t h a t  have nonzero p r o b a b i l i t y  of o c c u r r e n c e .  The 

i n e q u a l i t y  is s t r ic t .  s i n c e  a s  has a l ready been remarked if Iml ,. I S [ ,  a l l  messages 

would have t o  be acceptable  t o  the  receiver  and, hence, no a u t h e n t i c a t i o n  would b e  

possible .  

A concise representa t ion  of au thent ica t ion  a g a i n s t  an opponent i m p e r s o n a t i n g  

t h e  t r a n s m i t t e r  is now poss ib le  i n  the  form of an (81 x Im(  matrix, A. The rows Of 

A a r e  indexed by encoding r u l e s  and the  columns by messages. The entry i n  a ( e i  , m . )  
i s  t h e  e lement  of 8 encoded by r u l e  e i  i n t o  message m .  i f  such a source mapping 

e x i s t s  under ei and 0 otherwise. As a consequence of t h e  ( r e a s o n a b l e )  assumpt ion  

t h a t  t h e  t r a n s m i t t e r  can  communicate any s t a t e  he observes of the source t o  t h e  

rece iver ,  every element of 8 a p p e a r s  i n  each row of A a t  l e a s t  once and p e r h a p s  

s e v e r a l  times. E a r l i e r  comments imply t h a t  each row and column contains at  l e a s t  

one 0 ent ry .  We now def ine  another l C l  x matrix X,  i n  which 

J 

J 

1 1 0 0  
1 0 1 0  

0 0 1 1  
x = o l o l  

1 i f  a (e i ,m. )  E 8 

0 otherwise 
J X(e. ,m.)  = 

For example, f o r  181 = 2,  lml = 4, t h e  "best" authent icat ion system possible has:  

I t  is now easy t o  s e e  t h e  r e l a t i o n s h i p  of the impersonation "game" t o  the  m a t r i x  X.  
If m. is an acceptable  (au thent ic )  message t o  the receiver when encoding r u l e  ei has  

been agreed t o  by t h e  t ransmi t te r  and receiver  then X(e.m.) = 1 and the  opponent has 

a p r o b a b i l i t y  of s u c c e s s  of p = 1 i f  he communicates m .  t o  t h e  receiver .  Con- 
versely,  whenever x ( e . , m . )  = 0 he is c e r t a i n  the  message w i l l  be r e j e c t e d .  I t  is 

c e r t a i n l y  p laus ib le  -- and i n  f a c t  r igorously t r u e  -- that  the opponents probabi l i ty  

Of success i n  impersonating t h e  t ransmi t te r  i s  the  value, vI, o f  t h e  z e r o  sum game 

whose payoff matrix is X. 

The matrix r e p r e s e n t a t i o n ,  Y ,  of authent icat ion against an opponent who w a i t s  

t o  observe  a message s e n t  by t h e  leg i t imate  t ransmit ter  and then s u b s t i t u t e s  some 

other  message is considerably more complex, s ince the simple s t r a t e g i e s  a v a i l a b l e  t o  

him i n  t h i s  c a s e  a r e  c o n d i t i o n a l  p r o b a b i l i t i e s ;  i . e . ,  he observes message m .  and 

must  choose, based on t h i s  observat ion,  a message mk t o  s u b s t i t u t e  i n  i ts  s t e a d .  

The c h o i c e s  a v a i l a b l e  t o  the t ransmi t te r  and receiver  a re  the same a s  i n  t h e  imper- 

sonation case,  namely the  choice of an encoding r u l e  ei and perhaps a choice ( b y  t h e  

J 

1 J  

J 

1 J  

J 
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t r a n s m i t t e r )  o f  which message t o  u s e  t o  communicate t h e  s t a t e  of the source ,  sE, if 

e. maps sll i n t o  two or more messages.  

Y is a x l m I 2  a r r a y  whose  rows a r e  i n d e x e d  by e .  and whose columns a r e  
2 indexed by t h e  Iml The  

e n t r i e s  i n  Y a r e :  

1 

p a i r s  a .  (mk; meaning m .  is observed and mk is s u b s t i t u t e d .  
J J 

1 i f  encoding  r u l e  e i  is used ,  and when message mk 
is s u b s t i t u t e d  f o r  m .  t h e  r e c e i v e r  i s  deceived as 
t o  t h e  s t a t e  o f  t h e  dource* 

2 A s t r a t e g y  f o r  t h e  o p p o n e n t  i n  t h i s  c a s e  c o n s i s t s  o f  an Ibl - tup le  ( 4 .  ) where 

is  the p r o b a b i l i t y  of h i s  s u b s t i t u t i n g  m e s s a g e  
J k  I ml 

Z qjk = 1 ,  f o r  1 5 j 5 lhl, and q .  
J k  k-1 

mk f o r  m.. 

Since  t h e  opponent h a s ,  a s  a p a r t  of h i s  s t r a t e g y ,  t he  op t ion  t o  e i t h e r  i m p e r -  

s o n a t e  t h e  t r a n s m i t t e r  bePore  a l e g i t i m a t e  message is  s e n t  o r  e l s e  t o  wai t  and sub- 

s t i t u t e  Some o t h e r  m e s s a g e  i n  a n  a t t e m p t  t o  d e c e i v e  t h e  r e c e i v e r ,  t h e  c o m p l e t e  

a u t h e n t i c a t i o n  "gamer r  i s  t h e  c o n c a t e n a t i o n  o f  X and Y,  i . e . ,  a r e c t a n g u l a r  

x I m l ( l l n l  + 1 )  game s u b j e c t  t o  t h e  s t r a t e g y  c o n s t r a i n t s  men t ioned  a b o v e  p l u s  

some a d d i t i o n a l  ones  hav ing  t o  do wi th  t h e  t r a n s m i t t e r ' s  optimal use of h i s  c h o i c e s  

( i f  any)  among a v a i l a b l e  messages t o  communicate an  o b s e r v e d  s t a t e  o f  t h e  s o u r c e  

J 

( s p l i t t i n g ) .  Not s u r p r i s i n g l y  t h e r e  e x i s t  a u t h e n t i c a t i o n  sys tems i n  which t h e  

opt imal  s t r a t e g y  f o r  the opponent is e i t h e r  pure  impersonat ion ,  p u r e  s u b s t i t u t i o n ,  

O p t i o n a l  linear combina t ions  of the two, or  most i n t e r e s t i n g  -- e s s e n t i a l  mix ing  O f  

b o t h  a s  wel l  as e x a m p l e s  i n  w h i c h  s p l i t t i n g  is e s s e n t i a l  i n  t h e  t r a n s m i t t e r !  

r e c e i v e r ' s  op t ima l  s t r a t e g i e s .  The p o i n t  of t h e s e  remarks is t h a t  we have shown i n  

e a r l i e r  pape r s  tha t  a n  o p p o n e n t ' s  o v e r a l l  p r o b a b i l i t y  of s u c c e s s  unde r  a n  o p t i m a l  

s t r a t e g y  in d e c e i v i n g  t h e  r e c e i v e r ,  P d ,  is a t  l e a s t  t h e  va lue  of t h e  game whose 
payoff m a t r i x  is  the c o n c a t e n a t i o n  o f  x and Y, and hence t h a t  

Pd >, max(v v ) I' s 

where vI and v 

t i o n  game on Y,  r e s p e c t i v e l y .  We w i l l  no t  pursue  t h i s  game theory  fo rmula t ion  

Pur the r  h e r e ,  s i n c e  t h e  purpose  of t h i s  paper is t o  review some "channel bounds"  On 

P f o r  the  a u t h e n t i c a t i o n  channe l  i n  terms of t h e  parameters H(S) ,  H ( M )  and H ( E )  and 

then t o  e x h i b i t  a p r a c t i c a l  s y s t e m  ( b a s e d  on D E S )  t h a t  a p p e a r s  t o  v i o l a t e  t h i s  

are t h e  v a l u e s  of t h e  impersonat ion  game on X and o f  t h e  s u b s t i t u -  

d 

* 
I f  a common s t a t e  o f  

t h o u g h  m k  would b e  

t h e  t r a n s m i t t e r  s e n t  

and hence  yi = 0 i n  
J k  

t h e  s o u r c e ,  s i l ,  is mapped i n t o  m .  and mk under e.  t h e n  e v e n  

a c c e p t e d  by t h e  r e c e i v e r  a s  an a u t h e n t i c  message when i n  f a c t  

a .  he would no t  be misinformed a s  t o  t h e  s t a t e  o f  t h e  s o u r c e  

t h i s  case a l s o .  

J 1' 

J '  
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bound. O f  course, the r e a l  purpose of the paper is t o  e x p l a i n  away t h i s  a p p a r e n t  

contradict ion.  

The Authentication Channel Bound 

S i n c e  t h e y  have been derived i n  f u l l  d e t a i l  elsewhere [2 ] ,  we only e x h i b i t  t h e  

pr inc ipa l  r e s u l t s  on t h e  au thent ica t ion  channel bound tha t  a r e  needed t o  make t h i s  

paper s e l f - c o n t a i n e d .  Theorem 1 s t a t e s  t h e  fundamental  a u t h e n t i c a t i o n  channel 
bound. 

Theorem 1 (Authent icat ion Channel Bound) 

There is a s t r a t e g y  f o r  t h e  opponent such tha t  

f o r  any t ransmi t te r / rece iver  s t r a t e g y ,  E .  

Discussion 

Pd is the  p r o b a b i l i t y  that  t h e  r e c e i v e r  i s  deceived a s  t o  t h e  s t a t e  of t h e  

s o u r c e .  H(E) and H(M) a r e  the  a p r i o r i  equivocation about the encoding r u l e  being 
used by the t r a n s m i t t e r  and rece iver  and of the  message(s) respect ively.  H(MES) i s  
t h e  j o i n t  u n c e r t a i n t y  a s  t o  t h e  s t a t e  of  t h e  s o u r c e ,  t h e  encoding r u l e  and t h e  
r e s u l t i n g  message. ( 1 )  is only one of many equivalent formulat ions of t h e  c h a n n e l  

bound, b u t  is  t h e  form most n a t u r a l l y  proven by information theore t ic  arguments. 

The expression ( 1 )  shows an i n t e r e s t i n g ,  and of ten valuable ( t o  t h e  t r a n s m i t -  
t e r h e c e i v e r )  d i f f e r e n c e  between the  e s s e n t i a l  equivocation faced by the  opponent i n  

attempting t o  deceive t h e  r e c e i v e r  and t h a t  faced  by  t h e  l e g i t i m a t e  r e c e i v e r  i n  

a t t e m p t i n g  t o  r e c o v e r  t h e  s t a t e  of the source from the message. The d i f f e r e n c e  in  

t h e i r  tasks a r i s e s  only when t h e  encoding r u l e  encodes a t  l e a s t  one s t a t e  o f  t h e  

s o u r c e  i n t o  two o r  more acceptable  messages. In t h i s  case H(MES) when expressed i n  
the form 

H(MES)  = H(E/MS) + 

makes c l e a r  t h a t  t o  t h e  opponent, meaningful uncertainty about the encoding r u l e  can 
e x i s t  even though he knows both  the s t a t e  of the source and the  message chosen t o  

communicate i t .  H(ElMS) is e s s e n t i a l l y  the uncertainty ( t o  the opponent) introduced 

by  s p l i t t i n g  messages. By meaningful, we mean that  t h i s  uncertainty can b e  used by 

the t ransmi t te r / rece iver  t o  confound him i n  choosing a s u b s t i t u t e  message.  The 

receiver  on the o ther  hand doesn ' t  care  about which message the t ransmit ter  chooses, 
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since he knows the  encoding r u l e  and hence w i l l  c o r r e c t l y  i n f e r  t h e  s t a t e  o f  t h e  

source i r r e s p e c t i v e  of which choice the t ransmi t te r  made. 

Theorem 2 gives e i g h t  equivalent  expressions t o  ( 1 )  fo r  the  case of authent ica-  

t i o n  w i t h  secrecy: i . e . ,  t h e  opponent does not know the s t a t e  of the  source obser- 

ved by t h e  t ransmi t te r .  This ,  of course,  on ly  m a t t e r s  i f  t h e  opponent e l e c t s  t o  

s u b s t i t u t e  messages r a t h e r  than t o  impersonate the t ransmit ter .  

Theorem 2 

H ( M E . 5 )  - H ( E )  - H ( M )  i s  e q u i v a l e n t  t o  any of t h e  fo l lowing  e i g h t  e n t r o p y  

expressions. 

X Equivalent Form 

ES 

MS 

ME 

S 

E 

M 

H(MS1E) - H ( M )  

The proof i n  each c a s e  proceeds by s p l i t t i n g  the argument i n  the  entropy H ( M E S )  

appearing i n  ( 1 )  through condi t ioning the j o i n t  p r o b a b i l i t y  on t h e  v a r i a b l e  X ar.d 

then using simple i d e n t i t i e s  t o  reduce the  r e s u l t i n g  expressions. The der iva t ion  of 

( 2 )  is t y p i c a l .  

s ince E and S a r e  independent random var iab les .  Hence 
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as was t o  be shown, e t c .  

Eq. ( 2 )  says t h a t  

The r i g h t - h a n d  term H(M1E.S) i s  the  average uncertainty about M given t h e  encoding 

r u l e  e But  there  is no uncertainty i f  t h e r e  is 
no s p l i t t i n g ,  i . e . ,  i f  t h e r e  a re  no choices of messages avai lable  t o  the  t r a n s m i t t e r  

t o  communicate s t a t e  s .  t o  t h e  rece iver  when using encoding r u l e  e . .  I n  t h i s  c a s e ,  
and indeed i n  genera l ,  

E C and s t a t e  of the source si E 8. .I 

J 

for  au thent ica t ion  t o  be poss ib le  a t  a l l .  We have noted e a r l i e r  tha t  the  inequal i ty  

had t o  a l s o  hold  f o r  a u t h e n t i c a t i o n  t o  be possible. I n  view of the s i m i l a r i t y  O f  

(10) and ( 1 1 )  a n a t u r a l  ques t ion  is whether one of the inequal i t ies  is s t ronger  than 

t h e  o t h e r ,  i . e ,  i m p l i e s  t h e  o t h e r ,  The following small example shows t h a t  t h i s  is 
not the  case. 

Consider two s e t s  A = ( a l , a  ) and B = (b , ,b2,b3)  with probabi l i ty  d i s t r i b u t i o n s  2 

respec t ive ly .  Then H ( A )  = 1 and 

25 7 2 H ( B )  = 3 - '8 log 7 = - 3 .  

Now l e t  8 = A and m = 0 ,  so t h a t  

b u t  

H(S) > H ( M )  

'showing t h a t  ( 1 1 )  doesn ' t  i m p l y  (10) .  Conversely, l e t  8 = B and h = A ,  so  t h a t  
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showing t h a t  (10 )  need not i m p l y  ( 1 1 )  e i t h e r . 1  

What is t r u e  is t h a t  fo r  au thent ica t ion  t o  be poss ib le  both ( 1 0 )  and ( 1  1 ) must be 

s a t i s f i e d ;  i . e . ,  t h a t  t h e r e  must be more messages than s t a t e s  of the source and t h e  

average information conten t  i n  a message must  be a t  l e a s t  a s  l a r g e  a s  t h e  a v e r a g e  

uncertainty i t  reso lves  (for t h e  r e c e i v e r )  a s  t o  the s t a t e  of t h e  source. S ta ted  i n  

t h i s  way, both condi t ions  a r e  c e r t a i n l y  r e a s o n a b l y ,  t h e  only  s u r p r i s i n g  t h i n g  i s  

t h a t  they a r e  independent. 

Using t h e  r e s u l t s  of  Theorem 2 ,  i t  i s  p o s s i b l e  t o  d e r i v e  some ( g e n e r a l l y )  

weaker b u t  e n l i g h t e n i n g  channel  bounds. We f i r s t  note that  the  t o t a l  e f f e c t i v e  

equivocation t o  t h e  opponent playing the s u b s t i t u t i o n  game b u t  without knowledge Of 

t h e  s o u r c e  s t a t e .  i . e . ,  au thent ica t ion  w i t h  secrecy, is no greater  than H ( E l M )  and 

a s  remarked e a r l i e r ,  t h e  opponent's t o t a l  e f f e c t i v e  equivoca t ion  i f  he knows t h e  

source s t a t e ,  i . e . ,  a u t h e n t i c a t i o n  without secrecy,  is a t  most H ( E l M . 5 ) .  

Theorem 3 
For authent ica t ion  w i t h  secrecy 

while f o r  au thent ica t ion  without secrecy 

Proof. 
For authent ica t ion  with secrecy 

while f o r  au thent ica t ion  without secrecy 

I n  e i t h e r  ( 1 4 )  o r  ( 1 5 )  t h e  bounds derived i n  Theorem 1 and 2 on t h e  v a l u e  of t h e  

impersonat ion  game can be s u b s t i t u t e d ,  s ince the opponent's impersonation s t r a t e g y  

is independent of whether he plays s u b s t i t u t i o n  with or without secrecy. R e p l a c i n g  
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the minimum on the right-hand side of the inequality by the average of the two 

bracketed terms either weakens the inequality if the terms are not identical o r  

leaves it unaffected if they a r e .  Therefore for authentication with secrecy, 

replacing vI with the bound (5) in (14) we get 

and similarly by replacing v with the bounds (3) I 

1 log pd 2 ( H ( E ( M S )  - H ( E )  + H(MS 

= - 1 { H ( E )  - H(MS) + H(M) 2 

or 

as was to be shown. 

Corollary 

(16) 1 Pd t - m 

with equality if and only if the transmitter/receiver's optimal strategy E is the 
uniform probability distribution on C .  The conclusion follows by substituting (17) 
into (121.1 

The expression of the channel bound given in (16)  is the one which is appar- 
ently violated by the DES based authentication scheme described in the next section. 

A "Practical" Authentication Scnerne 

The source is a "fair" coin flip, i.e., the probability of heads or tails is 
1/2. The transmitter/receiver choose to encode (not authenticate) the state "heads" 

as the sixty-four bit binary string 11 . .  .1 and "tails" as 011.. , l  . In other words 
the redundant information used to authenticate a message is the suffix of 63 1 ' 2  and 
only the left-most bit conveys any information about the state of the source. They 
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then  e n c r y p t  whichever of these  s t r i n g s  is indicated by the coin f l i p  using DES and 

a s e c r e t  (known only t o  them) DES key -- which a s  is well known c o n s i s t s  of f i f t y -  

s i x  b i t s  of e q u i v o c a t i o n  t o  an o u t s i d e r ;  the  opponent. Each choice of a DES key 

cor responds  i n  t h i s  scheme t o  a c h o i c e  of 
Consequently, = Z 5 6 ,  and (16) says  tha t  

an a u t h e n t i c a t i o n  e n c o d i n g  r u l e .  

3.7 

i . e . ,  t h e  t r a n s m i t t e r l r e c e i v e r  c a n n o t ,  even i f  they use t h e  256 encoding r u l e s  

opt imal ly ,  l i m i t  t h e  o p p o n e n t ' s  chances of d e c e i v i n g  t h e  r e c e i v e r  t o  l e s s  t h a n  

roughly four  p a r t s  i n  a b i l l i o n .  

NOW consider the  " p r a c t i c a l r f  chance tha t  the  receiver will be deceived. F i r s t ,  

t h e r e  a r e  Z 6 4  poss ib le  c iphers  (messages), only two of which a r e  acceptable fo r  any 

par t icu lar  choice of a key (au thent ica t ion  encoding r u l e ) .  Therefore, i f  t h e  oppon- 

e n t  merely s e l e c t s  a c ipher  a t  random and attempts t o  impersonate t h e  t r a n s m i t t e r ,  

h i s  chances of success  a r e  Z-63  o r  approximately one chance i n  10'' not four  i n  lo'! 

The q u e s t i o n  is, can he do b e t t e r .  A s  f a r  a s  impersonating the t ransmit ter  is con- 

cerned, t h e  answer is e s s e n t i a l l y  no, even i f  he has unlimited computing power. For 

each c h o i c e  of a n  e n c o d i n g  r u l e ,  t h e r e  a r e  two (out of 26q)  ciphers  t h a t  w i l l  b e  

acceptable as a u t h e n t i c .  Assuming t h a t  the  mapping of 8 i n t o  h under DES keys i s  a 

random process, t h i s  says t h a t  the  t o t a l  expected number of acceptable c iphers  (over 

a l l  Z56 k e y s )  is = 256.9888, i . e . ,  E c lose  t o  257. Even i f  the opponent could  r e s -  

t r i c t  himself t o  choosing a c ipher  from among t h i s  co l lec t ion ,  h i s  chances of having 
a fraudulent  message be accepted by t h e  receiver  would only be .?-56 o r  r o u g h l y  one 

chance i n  which is uhat we meant when we sa id  tha t  the answer was e s s e n t i a l l y  

no. The Opponent could not do b e t t e r ,  nor worse, ( i n  attempting t o  impersonate  t h e  

t r a n s m i t t e r )  t h a n  choose  a c i p h e r  randomly from among t h e  257 p o t e n t i a l l y  
acceptable ciphers, if t h e  t ransmi t te r / rece iver  chose an encoding r u l e  indexed.by 

the 256 DES keys using a uniform probabi l i ty  d i s t r i b u t i o n  a s  t h e i r  s t r a t e g y .  

The argument i n  t h e  preceding paragraph is not misleading, i . e . ,  the  opponent's 

chances Of d e c e i v i n g  t h e  r e c e i v e r  through impersonat ing t h e  t ransmi t te r  a r e  no 
be t te r  than s t a t e d .  On t h e  o ther  hand, t h e  channel  bound i n  ( 1 6 )  a p p l i e s  t o  a l l  

a u t h e n t i c a t i o n  schemes -- hence the  apparent contradict ion must a r i s e  i n  connection 

w i t h  the OpPOnent's s u b s t i t u t i o n  s t r a t e g y .  If t h e  opponent w a i t s  t o  o b s e r v e  a 

leg i t imate  message ( c i p h e r ) ,  can he p u t  t h i s  information t o  prac t ica l  use t o  deceive 

the  rece iver .  Even if he doesn ' t  know the s t a t e  of t h e  s o u r c e ,  he knows t h a t  t h e  

cipher is t h e  r e s u l t  Of encrypt ing e i t h e r  1 1  1 . .  . l  o r  01 1.. . l  w i t h  one of t h e  256 DES 
keys. He a l s o  knows t h a t  w i t h  a probabi l i ty  of essent ia l ly  one ( a  0 . 9 9 6 ) ,  t h e r e  i s  

only one key t h a t  maps the observed message in to  e i t h e r  of these codes, hence, he is 

faced w i t h  a c l a s s i c a l  "meet i n  the  middle" c r y p t a n a l y s i s  of DES.  C l e a r l y  i f  he 

succeeds  i n  i d e n t i f y i n g  t h e  DES key, i . e . ,  the  encoding ru le  being employed by the  



272 

t r a n s m i t t e r  r e c e i v e r ,  he c a n  e n c r y p t  t h e  o t h e r  b i n a r y  s t r i n g  and  b e  c e r t a i n  of 

h a v i n g  i t  a c c e p t e d  a n d  h e n c e  b e  c e r t a i n  o f  d e c e i v i n g  t h e  r e c e i v e r .  The p o i n t ,  

though, is t h a t  i n  o r d e r  f o r  him t o  make u se  of h i s  observa t ion  of a message he must 

b e  a b l e  t o  c r y p t a n a l y z e  DES. If he c a n  do  t h i s ,  t h e  e x p e c t e d  p r o b a b i l i t y  of 
dece iv ing  t h e  r e c e i v e r  is E c l o s e  t o  one -- the  small d e v i a t i o n  b e i n g  a t t r i b u t a b l e  

t o  t h e  e x c e e d i n g l y  small c h a n c e  t h a t  two ( o r  more)  DES k e y s  might have encoded 

source  States i n t o  t h e  same message ( c i p h e r ) .  Thus, we have t h e  p a r a d o x i c a l  r e s u l t  

t h a t  t h e  p r a c t i c a l  sys t em is  some e i g h t  o r  n ine  o r d e r s  of magnitude more s e c u r e  t h a n  

t h e  t h e o r e t i c a l  l i m i t  s i m p l y  b e c a u s e  i t  i s  c o m p u t a t i o n a l l y  i n f e a s i b l e  f o r  t h e  

Opponent  t o  c a r r y  o u t  i n  p r a c t i c e  what h e  should  be a b l e  t o  do i n  p r i n c i p l e .  I n  

t h i s  r e s p e c t  p r a c t i c a l  m e s s a g e  a u t h e n t i c a t i o n  C3l is c l o s e l y  a k i n  t o  p r a c t i c a l  

c r y p t o g r a p h y  w h e r e  s e c u r i t y  i s  e q u a t e d  t o  t h e  c o m p u t a t i o n a l  i n f e a s i b i l i t y  of 
i n v e r t i n g  from a r b i t r a r i l y  much matching c i p h e r  t e x t  and  p l a i n t e x t  p a i r s  t o  S o l v e  

f o r  t h e  unknown k e y  -- e v e n  t h o u g h  i n  p r i n c i p l e  t h e r e  is more than  enough i n f o r -  

mation a v a i l a b l e  t o  i n s u r e  a un ique  s o l u t i o n .  

References 

1 .  

2 .  

3. 

4. 

C. J. Simmons, "Message Au then t i ca t ion :  A Came on Hypergraphs," Proceedings  of 

t h e  1 5 t h  S o u t h e a s t e r n  Conference  on Combinatorics,  Graph Theory and Computing, 

Baton Rouge, L A ,  March 5-8, 1984, pp. 161-192. 

G. J .  Simmons, " A u t h e n t i c a t i o n  Theory/Coding Theory," Proceedings o f  Crypto '84 ,  

San ta  Barbara ,  C A ,  August 19-22, 1984 ,  i n  Advances i n  C r y p t o l o g y ,  Ed.  by R .  

B lak ley ,  Sp r inge r -Ver l ag ,  B e r l i n  (19851, t o  appear .  

G .  J .  Simmons, "Message A u t h e n t i c a t i o n  W i t h o u t  S e c r e c y , "  i n  S e c u r e  Communi- 

c a t i o n s  and  Asymmet r i c  C r y p t o s y s t e m s ,  e d .  by C .  J .  Simmons, AAAS S e l e c t e d  

Symposia S e r i e s ,  Westview Press, Boulder ,  CO (19821, pp. 105-139. 

Data E n c r y p t i o n  S t a n d a r d ,  F l P S ,  Pub. 4 6 ,  N a t i o n a l  Bureau  o f  S t a n d a r d s ,  

Washington, D.C . ,  J anua ry  1977. 


