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Abstract. A key difficulty for applying machine learning classification
algorithms for many applications is that they require a lot of hand-
labeled examples. Labeling large amount of data is a costly process
which in many cases is prohibitive. In this paper we show how the use
of a small number of labeled data together with a large number of unla-
beled data can create high-accuracy classifiers. Our approach does not
rely on any parametric assumptions about the data as it is usually the
case with generative methods widely used in semi-supervised learning.
We propose new discriminant algorithms handling both labeled and
unlabeled data for training classification models and we analyze their
performances on different information access problems ranging from
text span classification for text summarization to e-mail spam detection
and text classification.

1 Introduction

Semi-supervised learning has been introduced for training classifiers when large
amounts of unlabeled data are available together with a much smaller amount of la-
beled data. It has recently been a subject of growing interest in the machine learning
community. This paradigm particularly applies when large sets of data are produced
continuously and when hand-labeling is unfeasible or particularly costly. This is the
case for example for many of the semantic resources accessible via the web. In this
paper, we will be particularly concerned with the application of semi-supervised
learning techniques to the classification of textual data. Document and text-span clas-
sification has become one of the key techniques for handling and organizing text data.
It is used to find relevant information on the web, to filter e-mails, to classify news
stories, to extract relevant sentences, etc. Machine Learning techniques have been
widely used for classifying textual data. Most algorithms rely on the supervised
learning paradigm and require the labeling of very large amounts of documents or
text-spans which is unrealistic for large corpora and for on-line learning.

We introduce here a new semi-supervised approach for classification. The original-
ity of our work lies in the design of a discriminant approach to semi-supervised learn-
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ing whereas others mainly rely on generative classifiers. Compared to the latter ap-
proach, our method does not rely on any parametric assumptions about the data, and it
allows for better performance than generative methods especially when there are few
training data. It finally leads to very simple and fast implementation. This approach is
generic and can be used with any type of data, however, we focus here in our experi-
ments on textual data which is of particular interest to us.

In our previous work, we were interested on the classification of text spans and
more particularly sentences for text summarization using semi-supervised algorithms
[1,2,3,4].

In [1,2], we have shown the link between CEM and the mean-squared error classi-
fication for simple linear classifiers and a sequential representation of documents. In
[1] we gave a semi-supervised version of the algorithm and in [2] we extended the
idea for unsupervised learning techniques.

In [3] we adopted a vectorial representation of sentences rather than a sequential
representation and presented a discriminant semi-supervised algorithm in a more gen-
eral setting of logistic classifiers and considered a binary decision problem. In [4] we
studied, in detail, the application of this method to text summarization seen as a sen-
tence extraction task and analyzed its performances on two real world data sets.

In this work, we extend this idea for any discriminant classifiers and for multi-class
problems, and give results on more various information retrieval classification tasks
such as e-mail filtering and web page classification.

The paper is organized as follows; we first make a brief review of work on text
classification, ranking and filtering, and on recent work in semi-supervised learning
(section 2). In section 3, we describe our semi-supervised approach for classification
and present the formal framework of the model. Finally we present a series of experi-
ments on the UCI e-mail spam collection, on a collection from NIPS-2001 workshop
for text classification and on TIPSTER SUMMAC collection for text summarization
by sentence extraction. For the latter, text summarization can be considered as an
instance of sentence classification where text spans are labeled relevant or irrelevant
for the summary [4].

2 Related Work

2.1 Text Classification and Summarization

The field of text classification has been and is still very active. One of the early appli-
cation of text classification was for author identification. The seminal work by [26]
examined authorship of the different Federalist papers. More recently text classifica-
tion has been applied to a wide variety of practical problems ranging from cataloging
news articles to classifying web pages and book recommendation.

An early and popular machine learning technique for text classification is the naive
Bayes approach [20]. But a variety of other machine learning techniques has been
applied to text classification. Recently support vector machines have attracted much
work for this task [15,17]. Other authors have used neural networks [34] and a variety
of boosting approaches [29]. But until now, no single technique has emerged as
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clearly better than the others, though some recent evidence suggests that kNN and
SVMs perform at least as well as other algorithms when there is a lot of labeled data
for each class of interest [35]. Most studies use the simple bag-of-words document
representation.
Automated text summarization dates back to the fifties [21]. The different attempts in
this field have shown that human-quality text summarization was very difficult since it
encompasses discourse understanding, abstraction, and language generation [30].
Simpler approaches have been explored which consist in extracting representative
text-spans, using statistical and/or techniques based on surface domain-independent
linguistic analyses. Within this context, summarization can be defined as the selection
of a subset of the document sentences which is representative of its content. This is
done by ranking document sentences and selecting those with higher score and mini-
mum overlap. This bears a close relationship to text classification.

Text extracting for summarization has been cast in the framework of supervised
learning for the first time in the seminal work of [19]. The authors propose a generic
summarization model, which is based on a naive Bayes classifier operating on a syn-
thetic representation of sentences. Different authors built on this idea [10,22].

All these approaches to text classification, ranking and filtering rely on the super-
vised learning paradigm and require labeling of text spans or documents which is
performed manually. Manual tagging is often unrealistic or too costly for building
textual resources so that semi-supervised learning is probably well adapted to many
information retrieval tasks.

2.2 Semi-supervised Learning

The idea of combining labeled and unlabeled data came from the statistician commu-
nity at the end of the 60's. The seminal paper [12] presents an iterative EM-like ap-
proach for learning the parameters of a mixture of two normals with known covari-
ances from unlabeled data. Similar iterative algorithms for building maximum likeli-
hood classifiers from labeled and unlabeled data followed [23,32]. [13] presented the
theory of the EM algorithm, unifying in a common framework many of the previously
suggested iterative techniques for likelihood maximization with missing data.

All these approaches are generative, they start from a mixture density model where
mixture components are identified to classes and attempt at maximizing the joint like-
lihood of labeled and unlabeled data. Since direct optimization is usually unfeasible,
the EM algorithm is used to perform maximum likelihood estimation. Usually, for
continuous variables, density components are assumed to be gaussian especially for
performing asymptotic analysis. Practical algorithms may be used for more general
settings, as soon as the different statistics needed for EM may be estimated, e.g. for
discrete variables, non parametric techniques (e.g. histograms) are often used in prac-
tice.

Using likelihood maximization of mixture models for combining labeled and unla-
beled data for classification has only been recently rediscovered by the machine
learning community and many papers now deal with this subject.

[25] consider a mixture of experts when it is usually assumed that there is a one to
one correspondence between classes and components. They propose different models
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and an EM implementation. [27] propose an algorithm which is a particular case of
the general semi-supervised EM described in [24], and present an empirical evaluation
for text classification, they also extend their model to multiple components per class.
[28] propose a kernel discrimination analysis which can be used for semi-supervised
classification. [16] use EM to fill in missing feature values of examples when learning
from incomplete data by assuming a mixture model.

There have been considerably fewer works on discriminant semi-supervised ap-
proaches. [5] suggests to modify logistic regression, a well known classifier to incor-
porate unlabeled data. To do so, he maximizes the joint likelihood of labeled and
unlabeled data.  The co-training paradigm [8] which has been proposed independently
is also related to discriminant semi-supervised training. In this approach it is supposed
that data x may be described by two modalities which are conditionally independent
given the class of x. Two classifiers are used, one for each modality, they operate
alternatively as teacher and student.

[11] present an interesting extension of a boosting algorithm which incorporates co-
training. The work of [14] also bears similarities with this technique. A transductive
support vector machine [33] finds parameters for a linear separator when given la-
beled data and the data it will be tested on. [18] demonstrates the efficiency of this
approach for several text classification tasks. [7] find small improvements on some
UCI datasets with simpler variants of transduction. [36] argue both theoretically and
experimentally that transductive SVMs are unlikely to be helpful for classification in
general.

3 A New Discriminant Semi-supervised Algorithm
for Classification

In this section, we present a new discriminant algorithm for semi-supervised learning.
This algorithm is generic in the sense that it can be used with any classifier which
estimates a posteriori class probabilities.

We describe our algorithm in the general framework of the Classification EM
(CEM) algorithm. For this we first introduce the general framework of the Classifica-
tion Maximum Likelihood (CML) approach and the CEM algorithm [9,24] in section
3.2, we then show in section 3.3 how this framework can lead to a natural discriminant
formulation. In the following we introduce briefly the framework of our work.

3.1 Framework

We consider a c-class decision problem and suppose available a set of m unlabeled
data Du={xi | i = n+1,�,n+m} together with a set of labeled data Dl ={(xi,ti) | i = 1,�,n}
where xi∈ℝd and ti = (t1i, �, tci) is the class indicator vector for xi. Data from Du are
supposed drawn from a mixture of densities with c components {Ck}k=1,�, c in some
unknown proportions {πk}k=1,�, c. We suppose that the unlabeled data have an associ-
ated missing indicator vector ti=(t1i, �, tci) for (i=n+1, �, n+m) which is a class indi-
cator vector. We further consider that data is partitioned iteratively into c components
{Ck}k=1,�, c. We will denote {Ck

(j)}k=1,�, c the partition into c clusters computed by the
algorithm at iteration j.
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3.2 Classification Maximum Likelihood Approach

The classification maximum likelihood (CML) approach [31] is a general framework
which encompasses many clustering algorithms [9,24]. It is only concerned with unsu-
pervised learning. In section (3.3) we will extend the CML criteria to semi-supervised
learning.

Samples are supposed to be generated by a mixture density:
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where the {fk}k=1,�c are parametric densities with unknown parameters θk and πk is the
mixture proportion of kth component. The goal here is to cluster the samples into c
components {Ck}k=1,�,c. Under the mixture sampling scheme, samples xi are taken
from the mixture density p, and the CML criterion is [9, 24]:
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The CEM algorithm [9] is an iterative technique, which has been proposed for
maximizing (2), it is similar to the classical EM except for an additional C-step where
each xi is assigned to one and only one component of the mixture. The algorithm is
described below.

CEM
Initialization: start from an initial partition P(0)

For jth iteration, j≥0
E-step. Estimate the posterior class probability that xi belongs to Ck (i=n+1, �,n+m,
k=1, �, c):
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Since the tki for the labeled data are known, this parameter is either 0 or 1 for exam-
ples in Dl, CML can be easily modified to handle both labeled and unlabeled data
[24]. The new criterion - denoted here LC - becomes:
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In this expression the first summation is over the labeled samples and the second is
over the unlabeled samples.

3.3 Semi-supervised Discriminant-CEM

The above generative approach indirectly computes posterior class probabilities
{p(Ck/x)}k=1,�,c via conditional density estimation. This could lead to poor estimates in
high dimensions or when only few data are labeled which is usually the case for semi-
supervised learning. On the other hand, in high dimensions, the estimation is carried
on a large number of parameters which is time consuming. Since we are dealing with a
classification problem, a more natural approach is to directly estimate the posterior
class probabilities p(C/x). This is known as the discriminant approach to classification.

In this section, we first rewrite the semi-supervised CML criterion (4) in a suitable
form which puts in evidence the role of posterior probabilities.

We then show how it is possible to maximize this likelihood with discriminant clas-
sifiers. This leads to a modified CEM algorithm. Using Bayes rule, the CML criterion
(4) can be rewritten as:
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When using a discriminant classifier with parameters ω to estimate the posterior prob-
abilities of classes, we make no assumption about the marginal distribution p(x,Θ),
therefore the maximum likelihood estimate of ω is the same for LC than for CL~  [5,24].
In this case (6) can be written using only the parameters ω of the model:
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where pω(C/x) is the estimation of the posterior probability computed by the model.
The maximum likelihood of parameters ω, (7), can be used as a learning criterion

for a discriminant classifier. The advantage of this expression is that it is simply ex-
pressed upon the output of the classifier which gives suitable properties for the maxi-
mization of (7).

In the following we present a new semi-supervised algorithm for discriminant clas-
sifiers. With this algorithm, the aim is to maximize (7) with regard to the parameters ω
of the classifier.

Because we are interested only in classification, the E-step, which estimates the
posterior probabilities using conditional densities in the generative approach is no
more necessary. The discriminant-CEM algorithm is summarized below:
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Discriminant-CEM
Initialization: Train a discriminant model M estimating the posterior class probabili-
ties with parameters ω 

(0) over Dl,
Let O(j)

k be the output of the classifier for the kth class at the jth iteration.
For jth iteration, j≥0
C-step. Assign each xi∈Du to the cluster )1( +j

kC  with maximal posterior probability

according to O(j)
k = )/( )(

)( i
j

k xCp jω .

M-step. Train M over Dl ∪Du with new parameters ω 
(j+1) which maximize

log CL~ (C(j+1),ω 
(j)).

We have used in our experiments, a stochastic gradient algorithm to maximize (7)
in the M-step. An advantage of this method is that it requires only the first order de-
rivatives at each iteration. It can easily be proved that this algorithm converges to a
local maximum of the likelihood function (7) for semi-supervised training.

The main difference here with the generative method is that instead of estimating
class conditional densities, discriminant-CEM algorithm directly attempts to estimate
the posterior class probabilities, which is the quantity we are interested in for classifi-
cation. The above algorithm can be used with any discriminant classifiers which esti-
mate the posterior class probabilities. We have performed experiments using neural
networks and support vector machines but for the classification tasks considered here,
they did not show any improvement over a simple logistic unit, which in turn per-
formed slightly better than a pure linear classifier.

In the following section we will present results for a series of text classification,
filtering and ranking tasks, by using a simple logistic unit with the discriminant-CEM
algorithm.

4 Experiments

In the following we will briefly present the data sets we have used (section 4.1) and in
section 4.2 we describe our results.

4.1 Data Sets

We have used three datasets for text classification tasks:

a) one of the classification�s collection of the NIPS-2001 competition consisting of
Web pages. This corpus is composed of 1000 documents where each document is
encoded in a fixed vector size.

b) the e-mail spam classification problem from the UCI repository, this collection is
composed of 4601 e-mails, where each e-mail is represented using 57 terms.
(features are once again fixed).
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For text summarization we have used the Computation and Language (cmp_lg)
collection of TIPSTER SMMAC1. This corpus is composed of 183 scientific articles.
To generate extract-based summaries from the abstract of each article in the collec-
tion, we have used the text span alignment method described by [6]. The evaluation is
performed by generating a query q corresponding to the most frequent words in the
training set. To represent each sentence, we considered a continuous version of  the
features proposed by Kupiec [19]: each sentence i, with length l(i), is represented by
a 5 feature vector, ix! :

ix! ={ϕ 1, ϕ 2, ϕ 3, ϕ 4, ϕ 5}

where, ϕ 1 is the normalized sentence length: 
∑

j
jl

il
)(

)( , ϕ 2 is the normalized frequency

of cue words in sentence i: 
)(il

wordscueoffrequency
, ϕ 3 is the normalized number of

terms within the query q and i, ϕ 4 is the normalized frequency of acronyms in i:

)(il
acronymsoffrequency

and ϕ 5 is the same paragraph feature as in [19].

In all cases, the data was randomly split into a training and a test set whose size was
respectively 1/3 and 2/3 of the available data.

4.2 Results

For text summarization a compression ratio must be defined for extractive summaries.
For the cmp_lg collection we followed the SUMMAC evaluation by using 10% com-
pression ratio. For evaluation we compared the extract of a system with the desired
summary and used the average precision measure to evaluate our system. Where the
precision is defined as:

system by the extracted sentences of #total
summaries target in the are which system by the extracted sentencesof#

Precision =

For Text classification, we followed the NIPS�s workshop evaluation which con-
sidered the Percentage of Good Classification (PGC) defined as:

set test in the examples of #
system by the classified set well test  theof examples of #PGC =

For our experiments we used a logistic unit as the baseline classifier. Figure 1 and 2
show performance on the test sets respectively for text classification and text summa-
rization tasks. These figures plot a score for different ratio of labeled-unlabeled data in
the training set. On the x-axis, 5% means that 5% of data in the training set were la-
beled for training, the 95% remaining being used as unlabeled training data.

                                                          
1 http://www.itl.nist.gov/iaui/894.02/related_projects/tipster_summac/cmp_lg.html
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For comparison, we have also performed tests with the logistic classifier trained in
a supervised way using the same  x% labeled data in the training set.
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Fig. 1. Web Pages classification (a) and e-mail Spam detection (b) - Performance of two clas-
sifiers with respect to the ratio x of labeled data in the training set. The classifier is a logistic
unit trained with labeled data in a supervised scheme (dashed bottom curves) and using the
semi-supervised discriminant-CEM algorithm (solid top curves)

For both classification tasks, the logistic classifier trained only on x% labeled data
performs well but is clearly below the discriminant-CEM algorithm particularly in the
regions of interest where the ratio of labeled data is small. For example, for web pages
(figure 1-a) at 10% labeled data, semi supervised training reduces the classification
error by more than 12% compared to the same classifier trained without unlabeled
data. This shows empirically that unlabeled data do indeed contain relevant informa-
tion and that the semi-supervised learning algorithm proposed here allows extracting
part of this information.

For text summarization, we have also compared in figure 2, discriminant-CEM to
the generative-CEM algorithm presented in section 3.2. For the latter, we assume that
the conditional density functions {fk}k=1,�,c are normal distributions.
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Fig. 2. Average precision of 3 trainable summarizers with respect to the ratio of labeled sen-
tences in the training set for the cmp_lg collection
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This comparison was not possible for text classification, due to the numerical in-
version problems of covariance matrices.

This problem is frequently seen, with sparse matrices of document representations
in high dimensions. Discriminant-CEM uniformly outperforms generative-CEM in all
regions for text summarization. This is particularly clear for SUMMAC cmp_lg,
which is a small document set. In this case, the discriminant approach is clearly supe-
rior to the generative approach which suffers from estimation problems.
Table 1 compares the Kupiec et al. summarizer system with the generative and dis-
criminant CEM algorithms, all trained in a fully supervised way on the whole training
set.

Table 1. Comparison between kupiec et al.�s summarizer system and discriminant and genera-
tive CEM algorithms for the cmp_lg collection. All classifiers are trained in a fully supervised
way

System Average Precision (%) PGC(%)

Kupiec�s system 61,83 63,48

Generative-CEM 74,12 74,79

Discriminant-CEM 75,26 76,92

The two CEM classifiers allow approximately 10% increase both in average preci-
sion and in accuracy over Kupiec et al�s system. Another interesting result is that both
discriminant and generative CEM trained on semi-supervised learning scheme (using
10% of labeled sentences together with 90% of unlabeled sentences in the training set)
gave similar performances to the Kupiec et al.�s summarizer system fully supervised.

5 Conclusion

We have introduced a new discriminant algorithm for training classifiers in presence
of labeled and unlabeled data. This algorithm has been derived in the framework of
CEM algorithms and is pretty general in the sense that it can be used with any dis-
criminant classifier. We have provided experimental analysis of the proposed method
for text classification and text summarization with regard to ratio of labeled data in the
training set, and we have shown that the use of the unlabeled data for supervised
learning can indeed increase the classifier accuracy. We have also compared discrimi-
nant and generative approaches to semi-supervised learning and the former has been
found clearly superior to the latter especially for small collections.
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