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#### Abstract

To show that a computer graphics system functions properly it is necessary to prove that the images it produces are correct. Most graphical devices are unable to exactly represent an image, or even just a straight line. Thus each device must display an approximation to the ideal. This paper presents a formal specification of the properties any reasonable approximation to a straight line should have. Bresenham's algorithm is shown to satisfy this specification and extensions to the specification are discussed.


## 1 Introduction

Formal specification is a useful tool in many areas of computer science since it allows the aims of a computer system to be clearly and unambiguously expressed, and statements concerning the system to be formally proven [17]. Formal specification of computer graphics systems is in its infancy. Research in this field has been pioneered by Carson [7], Gnatz [14], and Mallgren [19]. Formal specification is of great potential help in computer graphics.

Graphical data is usually in the form of images composed of various drawing primitives such as points, lines, and text. Most graphical devices are unable to represent dxawing primitives exactly and thus must produce an approximation to the ideal. This makes the use of conventional program verification tools, such as a test driver, very difficult. Graphical Kernel system (GKS) is the new draft international standard for two-dimensional interactive computer graphics [13]. Designing test suites for GKs implementations is certainly not straightforward [5], and work on formal specification of GKS is underway $[8,21]$.

A formal description of the approximation to an image that a given computer graphics device should display will be useful in proving that the various devices in a computer graphics system function correctly. The idea of specifying what comprises a valid approximation to some ideal picture on a given graphics device has been deliberately ignored in previous research in the formal specification of graphics area. Mallgren [19] says, "the display system is assumed to provide a recognizable approximation to this representative picture," while carson [7]
admits, "of course, someone must eventually describe how tine should look but we could treat this as a binding issue, not a specification issue." However, it seems meaningless to maintain that a graphics program is functioning correctly unless it produces recognizable output. Carson [7] notes the following:
> "At one extreme, nothing at all is said about the actual effects on a display surface when an output primitive is drawn. this would enable any vendor to claim that almost any implementation conformed to the standard, since it would be impossible to test implementations. At the other extreme, the ... specification could completely describe the effects of output primitives in terms of parameters such as addressability, color, hardware, text fonts, etc. that apply to typical display devices. Unfortunately, any parameter set considered by the specifiers placed unfair restrictions on manufacturers of certain classes of display devices. Furthermore, fixed parameters would inhibit the degree of technological flexibility available to implementors."

Thus, it is necessary to devise a specification that will permit the display of any one of a range of approximations to a picture so allowing any reasonable output, but only reasonable output.

Section 2 of this paper discusses graphics devices and their capabilities, and section 3 describes lines and their attributes. In section 4 a formal specification of thin solid lines is given, while section 5 describes various line drawing algorithms, and section 6 is a proof that Exesenham's line drawing algorithm satisfies the specification. Section 7 suggests some extensions to the specification, and a discussion of ideas for further research and conclusions follow in sections and 9. Appendix A shows a sample line plotted by vaxious line drawing algorithms. thick line specification can be found in an extended version of this paper [20].

## 2 Graphics Devices

The two major graphical display device types are the vector device and the raster device [11]. A picture on a vector device is composed of straight line segments, while on a raster device the picture is made up of picture elements, or pixels, at fixed gositions. Vector drawing displays and pen plotters are examples of vector devices. Raster devices include raster displays, laser printers and electrostatic plotters [29]. The graphics device model used is that of raster device since drawing lines on vector devices is simpler.

A graphics device displays images in a number of colours. It may be capable of depicting thousands of colours, a range from black to white, or possibly just two colours (binary). For simplicity the model of a raster device is limited to two colours: a background colour (OFF) and a foreground colour (ON). the display surface is composed of pixels, each one unit square with its centre having integer coordinates. Each pixel on the screen of the device may be either oN or OFF, and the pixels approximating the line are those to which the foreground colour is assigned.

A straight line to be displayed on a graphical device usually has a number of associated parameters. It must have a start point, an end point, a width, a linetype, and a colour. The line can be any length, have any slope, be thick or thin, and solid or broken. Since the pixels of the raster device lie in a grid formation, the device must produce an approximation to the line to be displayed. Thus, the representation of a line on a rastex device is non-trivial. The following specification is for thin solid lines having integral endpoints.

## 4 Straight Solid Thin Lines with Integral Endpoints on a Two-Colour Raster Device

What properties should the approximation to a line on a raster device have? As stated earlier, the properties given should be specific enough to allow only reasonable approximations but general enough to allow any reasonable approximation. Thus it is inappropriate to specify an exact algorithm since a range of approximations is permitted. Neither is it appropriate for the representation to be entirely implementation dependent as the role of the specification is to limit the implementor.

### 4.1 Properties

The following are some intuitive ideas concerning the approximation to a straight line on a raster device:

1. If a pixel is on it must be "close" to the line.
(i.e., No pixels that are very far from the line should be ON.)
2. If a pixel is "very close" to the line it must be on.
(i.e., No pixels very close to the line should be OFF.)
3. If two pixels are adjacent, on the same side of the line and the further of the two from the line is on then the closer of the two to the line must also be ons.
4. The pixels which are on form a connected region with no holes or bends.

### 4.2 Notation

The notation used is adapted from the Vienna Development Method (VDM) [18].

### 4.2.1 Data Types and Instances

A data type is defined in one of three ways. It may be a basic data type $a$, a composite data type, or a data type having multiple components. A basic data type is defined as follows:

Data-type ${ }_{\perp}=$ English description of the data type
A composite data type is a collection of another data type. For example:
Data-type $_{2}=$ set of Data-type ${ }_{2}$

If the data type has multiple components it is defined as follows:
Date-rypes : PRRE: : Datartype Part $_{2}$ : Data-type PARM : Datawtroen

A data type name is made up of the underscore ( - ), alphabetic, and numexic characters. The name nomally begins with a capital, with the remainder being lower case. Special names using bold letters and special symbols may be used for the basic data kypes (e.g. $\mathrm{T}^{*}=$ reals $\geqslant 0$ ). The components of a data type are given names in upper cape, possibly with a subscxipt. If there are any special restrictions to a data type these are expressed using the requixe keyword. For example:

Data-type $_{4}$ : set of Date-type ${ }_{1}$ [ require set of Data-type ${ }_{1} \neq\{$ ] ]

### 4.2.2 Function Definitiona

A function is Refined as follows:
Function Data-type $_{1} \times$ Data-type $_{2} \times \ldots \times$ Data-typen $_{n} \rightarrow$ Data-type Function( $\left.a_{i}, d_{2}, \ldots, a_{n}\right)$ mathematical function description The name of the function is the word preceding the colon (). The function name usually starts with a letter but may begin with a greek character. The input data type is described as the Cartesian product followed by the type of the function. The function is then described in postfix format, using instances of the input data types. Infix foxmat is used for some two-parameter functions. The only unusual constructs used in the function descriptions are the require and where keywords; require is used to restrict the input to a function, similar to restricting a data type as described above, and where is used to allow an abbreviation to be used in the function description For example:

Setfunc : set of $\mathbf{R} \rightarrow \mathbf{R} \quad$ [ require set of $\mathbf{R} \neq\{ \}$ ]
Setfunc (elements )
where $N=\operatorname{Max}($ elements \} )

### 4.3 Specification

The above mentioned concepts are now formalized.

### 4.3.1 Data Prpes

A Line on the screen utin integrat endpotnts:
Line : : $\left[\right.$ requine $\left.p_{1} \not P_{2}\right]$
$P_{1}$ : Pixel.
$P_{z}$ : Pixel

A pixet on the screen:
Pixel:
$X: Z_{X}$
$\mathbf{Y}: Z_{Y}$
$Z_{x}$ : integral $x$-range of screen $\leq \mathbb{Z}$
$Z_{y}$ : integral $y$-range of screen $\subset \mathbf{Z}$

```
The set of pixets turned on when approximating a line:
pixel-get : get of Pixel
A Line \(E \mathrm{R}^{2}\) :
Realline : : [require \(\left.P_{1} \neq P_{2}\right]\)
    \(\mathbf{P}_{1}\) : Point
    \(\mathbf{P}_{2}\) : Point
A point \(\in \mathrm{R}^{2}\) :
Point : :
    \(X: \mathbf{R}\)
    \(\mathbf{Y}: \mathbf{R}\)
R : reals
\(\mathbf{R}^{*}\) : reals \(\geqslant 0\)
\(\mathbf{R}^{2}\) : Cartesian plane
Z : integers
B : Booleans
```

Note that Pixel is treated as a subset of Point. Thus any function accepting a Point as a parameter will also accept a pixel (but not vice versa).

### 4.3.2 Make-Functions

Make-functions are used to form instances of a multiple component data type, A compound type written in the form ( $x, y$ ) is always assumed to be of type Point (or Pixel). To form an instance of any other compound data type a make-function is used. Assume we have a type as follows:

Data-type : :
$\mathrm{D}_{1}:$ Type $_{1}$
$\mathrm{D}_{2}$ : TYpe $_{2}$

$$
\mathrm{D}_{\mathrm{n}}: \text { Type }_{\mathrm{n}}
$$

Then to form an instance of this data type the following function would be used: mk-Data-type $:$ Type $_{1} \times$ Type $_{2} \times \ldots \times$ Type $_{n} \rightarrow$ Data-type mk-Data-type $\left(d_{1}, d_{2}, \ldots, d_{n}\right) \triangleq i d \in$ Data-type.
$\left(D_{1}(d)=d_{1} \wedge D_{2}(d)=d_{2} \wedge \ldots \wedge D_{n}(d)=d_{n}\right)$

### 4.3.3 Point operations

## addition:

${ }^{+} p$ : Point $\times$ Point $\rightarrow$ Point
$p_{1}+p_{2} \triangleq\left(X\left(p_{1}\right)+X\left(p_{2}\right), Y\left(p_{1}\right)+Y\left(p_{2}\right)\right)$

## Subtraction:

${ }^{p}$ p : Point $\times$ Point $\rightarrow$ Point
$p_{1}-p p_{2}$ ㅇ $\left(X\left(p_{1}\right)-X\left(p_{2}\right), Y\left(p_{1}\right)-X\left(p_{2}\right)\right)$

## Nultiplication:

```
" \(p\) : \(\mathrm{R} \times\) Point \(\rightarrow\) Point
\(c \cdot p \mathrm{p} \cong(\mathrm{c} \cdot \mathrm{X}(\mathrm{p}), \mathrm{c} \cdot \mathrm{Y}(\mathrm{p}))\)
\(x_{p}\) : Point \(\times\) Point \(\rightarrow\) Point
\(\mathrm{p}_{1} \mathrm{X}_{\mathrm{p}} \mathrm{p}_{2} \cong\left(\mathrm{X}\left(\mathrm{p}_{1}\right) \cdot X\left(\mathrm{p}_{2}\right), \mathrm{Y}\left(\mathrm{P}_{1}\right) \cdot \mathrm{Y}\left(\mathrm{p}_{2}\right)\right)\)
```


## Divtston:

$/ \mathrm{p}:$ Point $\times$ Point $\rightarrow$ Point
$P_{1} / p P_{2}=\left(X\left(P_{1}\right) / X\left(P_{2}\right), Y\left(P_{1}\right) / X\left(p_{2}\right)\right)$

## Less Than:

${ }^{c} p$ : Point $\times$ Point $\rightarrow E$

Leas Than or Equal to:
$K_{p}:$ Point $\times$ Point $\rightarrow B$
$p_{1} \leqslant p_{2} \triangleq\left(X\left(p_{1}\right) \leqslant X\left(p_{2}\right)\right) \wedge\left(Y\left(p_{1}\right) \leqslant Y\left(p_{2}\right)\right)$
Summation:
${ }_{i=1}^{\sum_{p}}:$ Point $\times$ Point $\times \ldots \times$ Point $\rightarrow$ Point
$\sum_{i=1}^{n} p_{i} \triangleq\left(\sum_{i=1}^{n} X\left(p_{i}\right) \cdot \sum_{i=1}^{n} Y\left(p_{i}\right)\right)$

### 4.3.4 Line Operation

## Equaltty:

$=1$ : Realline $\times$ Realline $\rightarrow$ g
$I_{1}=1 I_{2} \&\left(P_{1}\left(I_{1}\right)=P_{1}\left(I_{2}\right) \wedge P_{2}\left(I_{1}\right)=P_{2}\left(I_{2}\right)\right) \psi$ $\left(P_{1}\left(I_{1}\right)=P_{2}\left(I_{2}\right) \wedge P_{2}\left(I_{1}\right)=P_{1}\left(I_{2}\right)\right)$

### 4.3.5 Punction Specification

Is the approzimation to the gtven tine valid and wthtn a tolerance of 6 ?
Validapprox: Pixel-set $\times$ Line $\times \mathbf{R}^{\mathbf{*}} \rightarrow \mathrm{B}$
validapprox ( pixset, line, 8 ) $\cong$
( $\forall$ pix e pixset. Withintol( pix, line, $\delta$ ) ) if a pixel is on it is "close" to the line
A ( $\forall$ pix $\in$ Pixel. ( Nearline ( pix, line) $\neq$ pix $\in$ pixaet ) ) if a ptriel is "very near" the line it is oN
a Closrptson( pixset, line ) any pixel closer to the line than a pixel that is on te ON
^ Validpic ( pixset ) the pixel formation is valita

Is the pixel within the 1 iven tolerance of the tine?
Withintol : Pixel $\times$ Line $\times \mathbb{R}^{*} \rightarrow B$
Withintol $p i x$, line, $s) \subseteq 3 p \in$ Point.
( Onlineseg ( p, line ) A Maxdist ( pix, p) $\leqslant \overline{0}$ )
Is the point on the line sagment?
Onlineseg : Point $\times$ Line $\rightarrow B$

What is the atifference between the endpoints of the line?
$\Delta$ : Line $\rightarrow$ Point
$\Delta($ line $)=P_{z}($ line $)-p P_{1}($ line $)$
What is the marimum horizontal or vertical distance between the two points?
Maxdist : Point $\times$ point $\rightarrow \mathrm{R}^{*}$
Maxdist $\left(p_{1}, p_{2}\right) \operatorname{Max}\left(\left\{\left|X\left(p_{1}\right)-X\left(P_{2}\right)\right|,\left|Y\left(p_{1}\right)-Y\left(p_{2}\right)\right|\right\}\right)$

```
What ts the maxtmum of the set?
    Max : set of R }->\textrm{R}\mathrm{ [ require set of R { {] ]
    Max( s ) 人 la\ins.(\forallb\ins.(a\geqslantb))
Is the pixel very close to the line?
    Nearline : Pixel x Line }->\mathrm{ B
    Nearline( pix, line ) @ Endpt( pix, line ) v Linethru( pix, line )
Is the plxel an endpoint of the line?
    Endpt : Pixel }\times\mathrm{ Line }->\mathrm{ B
    Endpt( pix, line ) & pix = P P
Does the line run right through the picel?
    Linethru : Pixel }\times\mathrm{ Line }->\textrm{B
    Linethru( pix, line ) & 
        ( Onlineseg( p}\mp@subsup{p}{1}{},\mathrm{ line ) ^ Onlineseg( }\mp@subsup{p}{2}{},\mathrm{ line )
        ^ -Adjcorn( }\mp@subsup{p}{1}{\prime},\mp@subsup{p}{2}{\prime}, pix ) ^
        ^ ( ( Onreallineseg( ( }\mp@subsup{p}{1}{},\mathrm{ Leftbord( pix ) )
            ^ Onreallineseg( p p, Rightbord( pix ) ) )
        * ( Onreallineseg( pi, Botbord( pix ) )
            ^ Onreallineseg( pa, Topbord( pix ) ) ) )
Are the two polnts adjacent corners of the picel?
    Adjcorn : Point }\times\mathrm{ Point }\times\mathrm{ Pixel }->\textrm{B
    Adjcorn( ( pl, p
        ( rline =1 Leftbord( pix ) v rline m_ Rightbord( pix )
        vline =l Botbord( pix ) v rline =l Topbord( pix ) )
What ts the left border of the plxel?
    Leftbord : Pixel }->\mathrm{ Realline
    Leftbord( pix ) ᄋ mk-Realline( pix +p (-1/2,-1/2), pix +p (-1/2,1/2) )
What ts the right border of the pixel?
    Rightbord : Pixel }->\mathrm{ Realline
    Rightbord( pix ) © mk-Realline( pix +p (1/2,-1/2), pix +p (1/2,1/2) )
What ts the bottom border of the pixel?
    Botbord : Pixel }->\mathrm{ Realline
    Botbord( pix ) = mk-Realline( pix +p (-1/2,-1/2), pix +p (1/2,-1/2) )
What ts the top border of the ptwel?
    Topbord : Pixel }->\mathrm{ Realline
    Topbord( pix ) = mk-Realline( pix +p (-1/2,1/2), pix +p
Is the point on the gtven real line segment?
    Onreallineseg : Point }\times\mathrm{ Realline }->\mathrm{ B
    Onreallineseg( p, rline ) 人 J % G [0,1]. p = P Pr(rline) tp ( }
What is the aifference betveen the endpoints of the real line?
    \Deltar
    \Deltar( rline ) © P (rline) -p Pa
Are all pirels closer to the line than an ON picel ON?
    Closrptson : Pixel-get }\times\mathrm{ Line }->\mathrm{ B
    Closrptson( pixset, line ) }\triangle\forall\mp@subsup{\mathrm{ pix}}{1}{\prime},\mp@subsup{pix}{2}{\prime}\inP\mathrm{ Pixel.
        ( ( Adjacent( pix 1, pix ( ) ^ ~Oppsides( pix 1, pix
```



```
Are the two ptrels adjacent?
    Adjacent : Pixel }\times\mathrm{ Pixel }->\mathrm{ B
    Adjacent( pix
```

```
What ts the mintmum horteontal or verttcal alstance betueen the tuo polnts?
    Mindist : Point }\times\mathrm{ Foint }->\mp@subsup{\textrm{R}}{}{*
    Mindist( }\mp@subsup{p}{1}{},\mp@subsup{p}{2}{})\triangleqM\operatorname{Min}({|X(\mp@subsup{p}{1}{})-X(\mp@subsup{p}{2}{})|,|Y(\mp@subsup{P}{1}{})-Y(\mp@subsup{p}{2}{})|}
```

What tis the mintmum of the set?
Min : set of $R \rightarrow R \quad[$ require set of $R \neq\{ ]]$
$\operatorname{Min}(s) \triangleq L a \epsilon s \cdot(\forall b \in s .(a \leqslant b))$
Are the pluels on opposite staes of the line?
oppsides : Pixel $\times$ Pixel $\times$ Line $\rightarrow$ B
Oppsides ( pix $x_{1}$, pix $_{2}$, line $) \approx$ pix $_{1} \neq$ pix $_{2} \wedge 3 p \in$ Point.
( Inlineseg( $p, m_{k}-L i n e\left(\right.$ pix $_{1}$, pix $\left._{2}\right)$ ) A Online ( $p$, line ) )
Is the point a non-enapoint of the line segment?
Inlineseg : Point $\times$ Line $\rightarrow$ B

Is the point on the tine?
Online : Point $x$ Line $\rightarrow B$
Online ( $p$, line $) \leqslant 38 \in R .\left(p=P_{1}\right.$ (line) $t_{p}\left(\delta p_{p} \Delta(\right.$ line $\left.)\right)$ )
Is the first pixel closer to the line than the second?
Closrl : Pixel $\times$ Pixel $\times$ Line $\rightarrow B$
Clossl( pix ${ }_{1}$, pix $_{2}$, line ) $\cong 3 \delta \in \mathbf{R}^{*}$.
( Withintol( pix, line, 8 ) $\wedge$ *Withintol ( pix ${ }_{2}$, line, 5 ))
Is the pixel formation walld?
Validpic : Pixel-set $\rightarrow \mathrm{E}$
Validpic ( pixset ) $\triangleq$ Validrows( pixset ) $\wedge$ Validcols( pixset )
Are the rows of the display valtd? (i.e. Do only rows in a continuous range
contaln on plxels and $t s$ each of these rows valta?)
Validrows : Pixel-set $\rightarrow$ B
validrows ( pixset) $\triangleq 3 Y_{1}, Y_{2} \in Z_{Y} \cdot\left(Y_{1} \leqslant Y_{2} \wedge\right.$
$\forall y \in\left(Z_{y}-\left(Y_{2}, \ldots Y_{2}\right\}\right),\left(\forall \in \in Z_{x} .(x, y) \notin\right.$ pixset)
$\cap \forall Y \in\left\{Y_{1}, \ldots . Y_{z}\right.$ ). Validrow( pixset, $Y$ ) )
Is this row of the aisplay valia? (t.e. Does this row have only one continuous
range of pixels oN?)
validrow : Pixel-get $\times \mathrm{z}_{\mathrm{y}} \rightarrow \mathrm{B}$
validrow ( on, $y$ ) $\triangleq \exists x_{1} ; x_{2} \in Z_{X} .\left(X_{1} \leqslant x_{2} \wedge\right.$
$\forall x \in\left(z_{x}-\left(x_{1}, \ldots, x_{z}\right)\right) .(x, y) \notin$ pixset $\kappa$
$\forall x \in\left(x_{1}, \ldots, x_{z}\right) .(x, y) \varepsilon$ pixset $)$
Are the columns of the display valid? (t.e. Do only columns in a continuous range
contatn oN pixels and is each of these columns valtd?)
Validcols : Pikel-set $\rightarrow$ B
validcols( pixset ) $\triangleq 3 \mathrm{x}_{1}, \mathrm{x}_{2} \in \mathrm{Z}_{\mathrm{x}} .\left(\mathrm{x}_{1} \leqslant \mathrm{x}_{\mathrm{z}} \wedge\right.$
$\forall x \in\left(z_{x}-\left(x_{1}, \ldots, x_{z}\right)\right) \cdot\left(\forall y \in z_{y} .(x, y) \notin\right.$ pixset $)$
$n \forall x \in\left(x_{1}, \ldots, x_{2}\right)$. validcol( pixset, $\left.x\right)$ )
Is this column of the atsplay valta? (t.e. Does this column have only one
continuous range of plixels oN?)
Valiacol : Fixel-set $\times Z_{x} \rightarrow$ B
validcol (pixset, $x)=\exists y_{1}, Y_{2} \in Z_{Y} \cdot\left(y_{1} \leqslant Y_{Z} \wedge\right.$
$\forall y \in\left(Z_{y}-\left(Y_{1}, \ldots Y_{z}\right)\right) .(x, y) \notin \operatorname{pixset} \wedge$
$\forall y \in\left\{Y_{1}, \ldots, Y_{z}\right\} \cdot(x, y) \in$ pixset $)$

## 5 Thin Line Drawing Algorithms

If the specification is reasonable any of the common line drawing algorithms will satisfy it. Also, it should be easily extendable. A summary of line drawing algorithm references has been compiled by Earnshaw [9]. Sproull also discusses line drawing algorithms [27]. An outline of a variety of thin line drawing algorithms follows. Each of these algorithms satisfies the above specification. The pixel set for each algorithm and the appropriate tolerance are given.

### 5.1 Bresenham's, Simple Digital Differential Analysis (DDA), and Chain Code Algorithms

For any given line these three algorithms produce the same approwimation by sampling the line once per row or column and turning on the closest pixel to the sampled point. Whether the line is sampled by row or by column is based on the slope of the line and selected so that the maximum number of points will be sampled. The Simple DDA algorithm [23], is the most straightforward. Bresenham's algorithm [4] is optimized to use only integer arithmetic, and the chain code algorithm [26] stores the resulting line as a series of integers modulo 7, representing the eight different directions one can proceed to an adjacent pixel.

The line is related to the pixel set by:
pix $\in$ pixset $\#$

```
        \exists n \in {0,\ldots.,N}. (pix = P ( line) tp Roundp( n/N ;p |( line )) )
```

        where \(N=\) Maxdist ( \(P_{1}\) (line), \(P_{2}\) (line) )
    Round $_{p}$ : Point $\rightarrow$ Pixel
Round $(\mathbf{p}) \subseteq(\operatorname{Round}(X(p)), \operatorname{Round}(\mathbf{Y}(p)))$
Round : R $\rightarrow \mathbf{z}$
Round $(r)=t i \in Z .(r-1 / 2<i \leqslant r+1 / 2)$
These algorithms always turn on pixels which the line at least touches, and thus have a tolerance of $1 / 2$.

### 5.2 Symmetric DDA Algorith

The Symmetric DDA algorithm [23] is similar to the Simple DDA algorithm, but samples the line more frequently. The length of the line determines the number of times the line is sampled. To make the notation simpler the following abbreviations are used:
$\Delta X$ for $X(\Delta($ line $))$, and
$\Delta Y$ for $Y(\Delta($ line $))$.

The length of the line is usually approximated by:
$\operatorname{Max}(\{|\Delta x|,|\Delta y|\})+1 / 2 \cdot \operatorname{Min}(\{|\Delta x|,|\Delta y|)$
since $\gamma\left(\Delta x^{2}+\Delta y^{2}\right)$ is expensive to compute. Also, for efficiency reasons, the number of steps is chosen to be a power of two. Thus the number of sampled points is $2^{n}+1$, where $n$ is the smallest $n$ such that $2^{n}, \operatorname{Max}(\{|\Delta x|,|\Delta y|\})+1 / 2$.

Min ( | $\Delta x|,|\Delta y|$ ) , The symmetric DDA algorithm gives a more equal density to approximations to lines of different slopes than the simple DDA.

The line is related to the pixel set by:

```
pix E pixset %
```



```
    where }\mathbb{N}=\mathrm{ m Minvalidn( line )
Minvalidn : Line }
Minvalidn( line) & n \inN. (Validn( n, line ) n
    \forallm\inN. ( Valian( m, line ) = n mm) )
Validn : N x Line }->\textrm{B
```




The symmetric DDA algorithm always turns on pixels touched by the line and thus has a tolerance of $1 / 2$.

### 5.3 All Pixels mouched Algorithn

It is easy, theoretically, to inagine a line drawing algorithm which samples the line "everywhere" thus turning on all pixels touched by the line. of course, this could only be implemented approximately and would be inefficient.

The line is related to the pixel set by:
pix $\in$ pixset $A$
$3 \mathrm{p} \in$ Point. ( Onlineseg ( p , line ) ^ $\mathrm{pix}=$ Round $_{\mathrm{p}}(\mathrm{p})$ )
This algorithm also has a tolerance of $1 / 2$.

### 5.4 Brons* Chain Code Algoxithm

The Chain Code algorithm presented by Brons [6] produces a line similar, but not identical to the Chain code algorithm discussed earlier. The chain code is produced in a recursive manner, giving successive approximations to the line until the "best" approximation is achieved.

It has not been possible to find a simple non-recursive description of this algorithm! Brons' Chain Code algorithm is often identical to the standard Chain Code Algorithm. However, in cases with $|\Delta x|=n$, and $|\Delta y|=1$, it gives approximations with a tolerance approaching 1 .

### 5.5 Binary Rate Maltiplier (BRa) Aigorithm

The BRM Algorithm [22] was once a popular line drawing algorithm due to its speed. However, it tends to produce rather inaccurate approximations and, with the advent of more accurate quick algorithms, it is rarely used. It is based on binary arithmetic. Both $|\Delta x|$ and $|\Delta y|$ are expressed in binary notation using $n$ bits. The point ( $x_{1}, y_{1}$ ) is turned on and a binary clock then counts from 0 to $2^{n}-1$. At each stage, $x$ is incremented if and only if the bit changing from 0 to 1 in the counter is 1 in the binary representation of $|\Delta x|$. The same applies to $y$.

```
The line is related to the pixel set by:
pix \in pixset H
```



```
    Signp( line ) }\mp@subsup{x}{p}{}\mp@subsup{\sum}{i=1}{n
    where n = Minvalidn( line ),
        \foralli\in{1,\ldots,n}, ci}\in{{(0,0),(0,1),(1,0),(1,1)}
        ( |\Delta( line ) | = N = Npi=1 2
Validn : E x Line }->\textrm{B
```



```
Signp : Line }->\mathrm{ Point
Signp( line ) #( sign( X(\Delta( line )), sign( Y(\Delta( line )))
Sign : z -> z
Sign( a ) = if a = |a| then l else -1
The BRM algorithm can be very inaccurate, especially for lines with |\Deltax| equal
to the reflection of |\Deltay|, in binary notation. The tolerance for this algorithm is
approximately 2.
```

See appendix A for a sample line and the approximations produced by these line drawing algorithms.

## 6 Proof for Bresenham's Algorithm

Throughout this section the following abbreviations are used:
$P_{1}$ for $P_{1}$ (line)
$X_{1}$ for $X\left(P_{1}\right.$ (line))
$Y_{1}$ for $Y\left(P_{1}\right.$ (line))
$\Delta$ for $\Delta($ line )
$\Delta x$ for $X(\Delta($ line ))
$\Delta Y$ for $Y(\Delta($ line $))$
R for Round
$R_{p}$ for Round $p$
$6.1 \forall$ pix $\in$ pixset. Withintol pix, line, $1 / 2$ )
pix $\in$ pixset $H$ pix $=P_{1}{ }^{+}{ }_{p} R_{p}\left(n / N \quad p_{p} \Delta\right)$.
Now, $p=P_{1}+_{p}(n / N \cdot p \Delta)$ is on the line segment, since $0 \leqslant n / N \leqslant 1$. And, either $\Delta x / N$, or $\Delta y / N$ is an integer, as $N=|\Delta x|$ or $|\Delta y|$. Thus, Maxdist ( pix, $p$ ) $=$ $|R(X(p))-X(p)|$ or $|R(Y(p))-Y(p)|$, and so Maxdist $(p i x, p) \leqslant 1 / 2$, and the ON pixel is within $1 / 2$ of the line as desired.
$6.2 \forall$ pix $\in$ pixel. ( Nearline ( pix, line ) $\Rightarrow$ pix $\in$ pixset )
Nearline( pix, line ) Endpt( pix, line ) v Linethru( pix, line).
Now if the pixel is an endpoint of the line, it will be oN (cases $n=0$ and $n=N$ ). If the line runs right through the pixel, there are two cases:

Case 1: If $N=|\Delta x|$ then the line runs through the pixel in a horizontal direction, and we have that the point $(X(p i x), Y(p i x)+s)$, for $0 \in(-1 / 2,1 / 2)$, is on the line. Since $N=|\Delta x|$ this column will be sampled, and this pixel will be turned on since $R(\mathbb{Y}(p i x)+\varepsilon)=Y(p i x)+R(8)=Y(p i x)$.

Case 2: On the other hand, if $N=|\Delta y|$ then the line runs through the pixel in a vertical dixection, and the point $(X(p i x)+5, Y(p i x))$, for $\delta \in(-1 / 2,1 / 2)$, is on the line. This row will be sampled, and since $R(X(p i x)+\delta)=X(p i x)$, this pixel will be turned $O N$.

### 6.3 Closxptson pixset, line )

Closrptson( pixset, line ) f $\nexists$ pix $_{1}$, pix $_{2} \in$ Pixel.


Case 1: $N=|\Delta x|$, pix $x_{1}$ and $p_{i x}$ are horizontally adjacent
Without loss of generality, assume $\Delta x$ is positive. Then since pix ${ }_{2}$ is $O N, X\left(p i x_{2}\right)$ $=X_{1}+n$ and $Y\left(p i x_{2}\right)=Y_{1}+R(n \cdot \Delta y / \Delta x)$. And thus, $X\left(p i x_{1}\right)=X_{1}+n+1$ and $Y\left(p^{2} x_{1}\right)=Y_{1}+R(n \cdot \Delta y / \Delta x)$. Now, $\mathrm{pix}_{1}$ and pix$x_{2}$ are on the same side of the line, and pix $x_{1}$ is closer to the line than pix $y_{2}$. So, the line must cross the line $w=$ $X\left(p i x_{1}\right)$ between $Y\left(p i x_{1}\right)$ and $Y\left(p i x_{1}\right)-1 / 2$, or $Y\left(p i x_{1}\right)$ and $Y\left(p i x_{1}\right)-1 / 2$. Thus $R((n+1) \cdot \Delta y / \Delta x)=R(n \cdot \Delta y / \Delta x)$ and thus pix $x_{1}$ will be oN. Thus it is true that no such pix $x_{1}$ and pix $x_{2}$ exist, and the above is satisfied.

Case 2: $N=|\Delta x|$, pix $x_{1}$ and pix ${ }_{z}$ are vertically adjacent
Since pix $x_{2}$ is $O N$, it is within $1 / 2$ of the line. However, pix ${ }_{1}$ is closer to the line so the points must be on opposite sides of the line, so again the above is satisfied.

Case 3: $N=|\Delta y|$, pix $_{1}$ and pix $x_{2}$ are horizontally adjacent Similar to case 2.

Case 4: $N=|\Delta y|, ~ p i x_{1}$ and pix $x_{2}$ are vertically adjacent
similar to case 1.

### 6.4 Validpic ( pixset )

Validpic pixset ; $H$ Validrows( pixset ) A Validcols( pixset ). Bresenham's algorithm only turns on pixels in rows and columns between $p_{1}$ and $p_{2}$, and it turns on at least one pixel in each of these, due to the choice of N. Thus, it is necessary only to check that each of these rows and columns is valid.

```
Case 1: N = | |x|
```

Only one pixel will be turned on in each column, so the columns are valid. Assume we have an invalid row, ie, two pixels in a row are on, but one in between them is
 ' $p$ dine ). since $p_{1}$ and $p_{z}$ are in the same row $R(n \cdot \Delta y /|\Delta x|)=R(n+m)$. $\Delta y /|\Delta x|)$, and thus $R((n+i)$ " $\Delta y /|\Delta x|)$, for $i \in\{0, \ldots, m=R(n \cdot \Delta y /|\Delta x|)$. So all pixels in the row between $p_{1}$ and $p_{2}$ will be $O N$, and the row must be valid.

Case 2: $\quad N=|\Delta y|$
The argument is the same as in case 1 , with the roles of the rows and columns reversed.

Thus Bresenham's algorithm satisfies the thin solid line specification.

## 7 Extensions to the Specification

### 7.1 Vector Devices

Although the drawing primitive on a vector device is a line, a vector device is still not able to reproduce all lines exactly. The limitation is the addressing resolution of the device. Thus, if the pixel size is set equal to the resolution of the vector device the model presented will also be appropriate for vector devices. There may be sone parts of the specification that are redundant for a vector device. For example, closrptson should always be true. But the specification will still suffice.

### 7.2 Lines With Non-Integral Endpoints

The specification can easily be changed to allow for lines with non-integral endpoints by using Realline everywhere instead of Line. It might be desirable to impose an additional condition on Validapprox to ensure that the pixels containing the endpoints are turned on under certain conditions, but this is probably unnecessary.

### 7.3 Thick Lines

It is quite easy to extend the thin solid line specification to one for solid lines of thickness "t." One question that arises is how the endpoints of the thick line should be treated, as both round-end and square-end models for thick lines exist. Another requirement that should be added to the specification is that any pixel entirely covered by the thick line should be on.

A specification including these extensions is included in the extended version of this paper [20].

## 8 Ideas for Further Research

### 8.1 Related Research

Although none of the recent formal specification of computer graphics systems research has discussed the properties of the approximation to a line on a graphics
device, work was carried out in the $1960^{\prime}$ s and 1970's concerning the representation of solid thin lines on raster or incremental plotter devices $[1,2,12,25]$. The model used to describe a line is to number the eight pixels adjacent to a given pixel from 0 to 7 in a counter-clockwise direction starting with the pixel on the right. An approximation to a thin line, called the chain code, is then given by a sequence of numbers indicating the direction to proceed from each pixel of the approximation.

Freeman [12] notes:
All chains of straight lines must possess the following three specific properties:

1. the code is made up of at most 2 elements differing by 2 modulo 8
2. one of the two elements always appears singly
3. the occuzrences of the singly occuring element are as uniformly spaced as possible
Rosenfeld [25] proves that the above is satisfied if and only if the chain code has the chord property. That is, if and only if for every point, $p$, of a line segment between two pixels which are $O N$, there is an os pixel, pix, such that Maxdist( $p, p i x)$ (1, No extensions are given for thick lines.

While this area has been ignored for some time, raster displays and operations on them are again being researched. Guibas and stolfi [15] explain that it has been believed that "the graphics programer should be spared the pain" of dealing with raster images, but it is now being realized that raster images "should be given full citizenship in the worid of computer science." They discuss a function, LINE[ $\left.p_{1}, p_{2}, w\right]$ which draws a line of thickness $w$ from $p_{1}$ to $p_{2}$, but note that, "the exact definition of this shape, particularly at the two endpoints, is ... application-dependent."

### 8.2 Alternate Approaches

The work presented is all based on the model introduced in section 2 . If a different model to that of the square pixel is used new insight into the properties of output primitives on graphics devices might be obtained. One idea is to look at different tesselations of the cartesian plane. What would the specification look like if hexagonal pixels, for example, were used? The concepts of rows, columns and adjacent pixels would need to be examined.

Another approach might involve the splitting of the specification into two parts: the local and global properties of the line. Local and global properties are discussed by Guibss and Stolfi [15]. A local property is one that can be checked for each pixel or mall piece of the approximation. Such as:

If a pixel is on it is "close" to the line.
on the other hana, a global property is one requiring the entire approximation to be considered as a whole. For example:

The line "lookss straight.

Examining the specification in this way may present new ideas.
The choice of distance function can also influence the specification. Although the maximum horizontal or vertical distance between two points conforms to the square pixel model, the Euclidean distance function is introduced when thick lines are discussed [20]. A different choice of distance function may sumplify the specification or suggest a new model.

### 6.3 Further Properties of Solid Straight Lines

There axe many additional propexties of a solid straight line that could supplement or replace some of those given in the specification. It is desirable to come up with a simple specification and, at the same time, keep it both specific and general enough to encompass all reasonable approximations. One property the approximation should have is that the line "looks straight." This idea is incorporated in the Validpic portion of the specification. However, perhaps a better formulation of this notion can be given. For example, for a device with a very high precision, it may not be necessary to require that there are no "holes" in the approximation, as a small hole would be undetectable.
other properties which are desirable in line drawing algorithms are:

1. A line produced has constant density.
2. All lines produced have the same density.
3. The line from $p_{1}$ to $p_{2}$ is identical to the line from $p_{2}$ to $p_{1}$.

However, these properties are not possessed by some of the commonly used algorithms. A line produced by the BRM algorithm may not be of constant density. For Bresenham's algorithra, the density of the line depends on its slope [11], and, unless the algorithm is adjusted slightly [3], lines drawn in opposite directions may differ. It may be desirable to try to incorporate relaxations of these conditions into the specification. For example:

1. A line produced has "nearly" constant density.
2. All lines produced have "approximately" the same density.
3. The line from $p_{1}$ to $p_{2}$ is "close to" the line from $p_{2}$ to $p_{3}$.

## B.4 Puxther Extensions to the Specification

It would be interesting to give a specification for dashed lines. Dashed lines are usually defined as sections of ink and space [28]. One approach would be to split the line up into a collection of short lines, each specified as a solid line. However, as the point within the ink-space pattern to start with may be implementation dependent, this becomes quite complicated.

Another extension would include the specification of grey-scale lines on a grey-scale or multicolour device. In a grey-scale algorithm [24], each pixel is set to an appropriate shade depending on the portion of it covered by the line. Anti-aliasing [16] is even more complicated as a filtering pattern is used, along
with a selection of colours, to smooth the edges of the line preventing them from appearing to be jagged.

Once the specification of a line on a graphics device is complete there are many other drawing primitives to consider, including marker, filled area, and text. And since a picture is raxely composed of a single primitive it is necessary to look at all the primitives within a picture, and decide how to deal with those that overlap, especially on a device with many colours. This problem is discussed by Carson [7], Fiume and Fourniex [10], and Mallgren [19]. These so called combining functions should be specified in a formal description of the properties of a graphics device, thus giving an allowable range for the appearance of the final picture, as well as for each primitive within the picture.

Another area for reseaxch is the formal specification of the behaviour of graphics input devices.

## 9 Conclusions

When a new graphics device is produced, it is necessary to be certain that it functions correctly. Although the formal specification presented here is only the tip of the iceberg with regards to the specification of a complete graphics device, it is encouraging that such specifications can be produced, and actually used to prove that algorithns for drawing graphical primitives produce reasonable results.
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## Appendix A - Sample Line

The following diagxams show how the various thin line drawing algorithms discussed in section 5 approximate the line from $(0,0)$ to (21,10). This line was chosen as it illugtrates the differences between the line drawing algorithms.



The shaded pixels indicate the approximation produced by Bresenham's, the simple DDA, and Chain code algorithms.


The Symmetric DBA turns on all the pixels turned on by the Simple DDA algorithm, and some additional ones.


The All pixels Touched algorithm turns on all the pixels turned on by the Symmetric DDA algorithm, and more.


Brons' Chain Code algorithm is identical to the Chain code algorithm except in column 20.


The BRM algorichm is quite inaccurate when appoximating this line, since in binazy form $\Delta x$ is the reflection of $\Delta y$.
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