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I. Introduction. 

The filtering problem for hereditary systems has been considered by a number of 

authors. To the author's knowledge, the first paper in this field is the one of H. 

KWAKERNAAK [i], where simultaneously the smoothing and filtering problems for linear 

differential systems with multiple constant time delays are studied. Other more re- 

cent papers by A, LINDQUIST [i], A. BENSOUSSAN [2], BENSOUSSAN-DELFOUR-MITTER [I], 

MITTER-VINTER [i], R. CURTAIN [11 and R. KWONG [I] have also discussed the theory of 

this problem and extended the well-known duality theorem of KALMAN-BUCY in various 

forms. 

In this paper we put our hereditary system in state form and use the work of A. 

BENSOUSSAN [i]. This leads to the study of the dual optimal control problem. It al- 

lows us to obtain the existence of the covariance operator ~(t) and to study its 

properties without deriving the Riccati differential operator equation. One major 

difficulty is to make sense of that equation without adding any extra hypotheses on 

the matrices defining the original systems. For instance R. VINTER [I] and MITTER- 

VINTER [i] have shown that the intersection over the time t of the domains of a cer- 

tain unbounded operator ~(t)* (cf. eq. (4.23)) is generally not dense in the product 

space X × L2[-a,0;X). Also the equation for the map r (of. section 4.2) which ap- 

pears in the decoupling of the optimality system (4.6)-(4.9) (cf. Theorem 4.1) does 

not belong to the class of hereditary systems; it could be interpreted as a special 

type of transport equation. But the above mentionned equations are not required to 

use J,C, NEDELEC [l]'s method (see also A. BENSOUSSAN [11). As a result we obtain a 

numerical scheme to compute the covariance operator for which we have convergence 

proofs. A similar approach has been successfully used by M.C. DELFOUR [1],[21,[3] 

and [4] to numerically solve the Riccati differential equation describing the evolu- 

tion of the feedback operator for the linear quadratic optimal control problem. 

Through several simple examples the numerical results cast some light on the 

nature of the operator H(t). In particular delays seem to create discontinuities in 

the derivative of the map ~ ~ ~01(t,~) and the covariance operator for this problem 

does not seem to have the same properties as the feedback operator in M.C. DELFOUR 

[ i ] , [ 2 ] , [ 3 ] , [ 4 ] .  

* This research was supported in part by a "Subvention F.C.A.C. du Minist~re de I'E- 
ducation du Qu@bec" and by National Research Council (Canada) Grant A8730 at the 
Centre de Recherches Math~matiques, Universit@ de Montr@al, Montr@al, Qu@bec, Canada. 
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Notation. Let R be the field of all real numbers. Let ~n be the Euclidean real 

Hilbert space of finite dimension n (n>-l, an integer). Given two real Hilbert spaces 

X and Y we denote by Z(X,Y) the real Banach space of all continuous linear maps 

L:X ÷ Y endowed with the natural norm IILII. The adjoint of L in £(X,Y) will be de- 

noted by L* E £ [Y,X). When X-Y, we write £ (X,X) and the identity in £ (X) is denoted 

by I X . An element L of £(X) is said to be self adjoint [resp. positive or ->0) when 

L*=L [resp. for all x in X, the inner product of Lx and x in X is positive or zero). 

Given F a closed convex subset of ~R n and E a real Banach space, we denote by 

2PCF;E) the real vector space of all m-measurable (m, the Lebesgue measure on F) maps 

F ÷ E which are p-integrable (l-<p< ~) or essentially bounded (p=~). We denote by 

LP(F;E) the natural real Banach space associated with £P(F;E) and by II Ilp its natural 

norm. When F is an interval we use the notation LP(a,b;E) where a and b are the end 
< ~ I 

points of the interval. Given t~ in ~ and t O < t I - ÷ , we denote by H (to,tl;E) the 

Sobolev space of all maps x in L (t0,tl;E) with a distributional derivative Dx in 

L2(t0,tl;E). Let l(a,b) denote the interval ]-~,+~[ n [a,b]. C(a,b;E) will be the 

real Banach space of all bounded continuous maps I(a,b) ÷ E endowed with the natural 

sup-norm. Given two reals t O < t I in ]R we define 

PCto,t I) = {(t,s) ~ [to, h ] × [ to , t l ] : t  -> s}. 

shall denote by Ll2oc[0,~;E)_ and H~oc(0,~;E ) _  the Fr6chet spaces of Finally we all 

maps [0,~[ -> E, the restriction of which to each compact interval of the form [0,T] 

belongs to L2[0,T;E) and HI[0,T;E). 

2. System descriptio n and formulation of the problem. 

2.1. Deterministic features. 

Let X =~n, U = ~m, Z = ~k for some positive non-zero integers n, m and k. Let 

(-,.) and l't denote the inner product and norm in X. Let ('")U (resp. (-,.)Z) and 

I.I U [resp. I.IZ) denote the inner product and norm in U (resp. Z). We are given an 

integer N ~ 1, real numbers 0 < a < +% 0 < T < +% -a= ON<...< @i+l< 81<...~ O 0 = 0. 

The product space H = X x L2(-a,0;X) is endowed with inner product and norm 

(2.1) ~(h,k)} = (hO,k O) + fO(hI(o) ,k l (o))dO,  IIhlI = ((h,h)) ~. 
- a  

Let hi:[0,~[ ÷£(X) [i=0 ..... N) and B:[0,~[ +£[U,X) be measurable and bounded maps 

on compact intervals. Let A01: [0,~[ x [-a,O] ÷ £(X) be also a measurable and bounded 

map on sets of the form [0,t] × [-a,0] for each t>-0. For f in L 2 (0,%X) and ~ in 
loc 

L~oc(0,~;U), we consider the hereditary differential system (HDS) 

Idx.t. - N A [x(t+Si) ' t÷@i->O I ~0 fx(t+@) , t+@>0 1 

- Lh (t+@i), [hi(t+@), otherwise 

(2.2) J + B(t)~(t) + f(t) in ]O,T[ 

L x(0) = h 0, h = (h0,h I) E H. 
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I t  i s  e a s i l y  shown t h a t  f o r  g iven h, ~ and f equa t ion  (2.2) has a unique s o l u t i o n  x 

in  H I (0,=;X) and t h a t  the  map (h,~) ~ x:H x L~oc(0,~;U 1 ÷ H~oe(0,~;X ) i s  a f f i n e  and 
Ioc 

con t inuous ,  l~en  h be longs  to  the subspace  

(2.3)  V = { ( h ( O ) , h ) : h  E H I ( - a , 0 ; X ) }  

of H, equation (2.1) can be made equivalent to the following partial differential 

equation (PDE) by introducing the function y(t,@1 = x(t+@1 if t+@ >- 0 and h(t+@) if 

t+@ < O: 

PDE 3~yt (t,O) = ~@r(t,@) in 10,~[ x I-a,0( 

N 0 
BOUNDARY ~t-~( t ,0)  = [ A i ( t ) y ( t , O i ) + B ( t ) ~ ( t ) + f  A01( t ,@)yCt ,e )dO+f( t )  in  ]0,~[ 
CONDITION i=0 - a  

INITIAL y(0,@) = h(@) in [-a,0] 
CONDITION 

The above f o r m u l a t i o n  ve ry  n a t u r a l l y  l eads  to  an o p e r a t i o n a l  d i f f e r e n t i a l  equa t ion  . 

To see t h i s  we d e f i n e  the  s t a t e  of  system (2.2)  as an element  ~ ( t )  of  H, 

= Ix(t÷@), -t<@~O i. 
(2.4) ~(t) 0 = x ( t ) ,  ~ ( t ) i (@)  ( h i ( t + 0 ) ,  - a g e ~ - t j  

We i n t r o d u c e  the cont inuous  l i n e a r  o p e r a t o r s  A0( t ) :V + X, A l ( t ) : V  ÷ L 2 ( - a , 0 ; X ) ,  

A( t ) :V  ÷ H, B( t ) :U  + H and the  v e c t o r  f ( t )  in  H: 

N 0 dh 
(2.5)  .~0(t)h = ~ A i ( t ) h ( O i ) +  f A 0 1 ( t , O ) h ( 0 ) d O , ( A l ( t ) h ) ( e )  = ~-~(O) 

i=0 - a  

(2.6)  A( t )h  = ( A 0 ( t ) h , A l ( t ) h ~  B(t)w = (B( t )w ,0 ) ,  ? ( t )  = ( f ( t ) , 0 ) .  

The proofs of the following two theorems can be found in M.C. DELFOUR [5]. 

Theorem 2.1. For a given T>0 and all h in V, f in Lloc(0,~;X ) and ~ in Lloc(0,~;U), 

x is the unique solution in W(0,T) = {z E L2(0,T;V):Dz E L2(0,T;H} (Dz denotes the 

distributional derivative of zl of the equation 

(2.71 ~-~(t)dz = ~ ( t )  z ( t )  + ~ ( t ) E ( t )  + ~ ( t )  in  ] 0 , T [ ,  z(0) = h,  

and the  map (h,g)  ~+ ~:V x L2(0,T;X) + W(0,T) i s  a f f i n e  and cont inuous  (V i s  endowed 
2 + 2 

wi th  the H i - t o p o l o g y  and W(0,T) wi th  the  norm tlZUw(0,T) = [n ZHL2 (0,T;V) IIDzlIL2 (O,T;H) ] 11" 

By d e n s i t y  t h e r e  e x i s t s  a l i f t i n g  o f  t h i s  map to  a cont inuous  a f f i n e  map 

H x L2(0,T;U) ÷ C(0,T;H). Moreover there exists an evolution operator ~:~(0,T) ÷ 

Z(H) such that (i) V h ~ H, (t,s) ~+ ~(t,s)h is continuous, (ii) V (r,s), 0-<r-<s-<t-<T, 

@(t,r) = @(t,s)~(s,r), and (iii) the solution of (2.7) can be written 

t 
(2.8) ~(t) = ~(t,0)h + f ~(t,r1[B(r)~(r)+~(r)]dr. 

0 

We shall also need the adjoint state .. Let H' (resp. V') be the topological dual 

of H (resp. V). We identify elements of H and H' and denote by A:V ÷ H and A*:H + V' 
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the  cont inuous  dense i n j e c t i o n s  as in  the  theo ry  of  o p e r a t i o n a l  d i f f e r e n t i a l  equa- 

t i o n s  (e f .  LIONS-MAGENES [1] and J . L .  LIONS [ I ] ) .  

Theorem 2.2. Given k in H and g in L2(0,T;H) the equations 

dz (2.9)  ~ - ( t )  + ~ ( t )*zCt )  + A*gCt) = 0 in  ]0 ,T[ ,  z(T) = k,  

has a unique s o l u t i o n  p ( . ; k , g )  in  the  space 

(2.10) w'CO,T) = {z e C(0,T;H):Dz E L2(0,T;V ,)}. 

The map (k,g) ~-p(-;k,g):H x L2(0,T;H) ÷ N*(0,T) is linear and continuous (W*(0,T) is 

endowed with the norm IIZIIw,(0,T ) = IIZlIc(0,T;H)+ IIDZIIL2(0,T;V,) ). Moreover 

T 
(2.11) p ( t ; k , g )  = ~ ( T , t ) * k  + f ~ ( r , t ) * g C r ) d r .  [] 

t 

2 .2 .  S t o c h a s t i c  f e a t u r e s .  

We now consider a noisy initial condition, that is 

(2.12) x(0) = h 0 + t 0, x(e) = hi(B) + ~lce), -a -< e < 0, 

where ~ = (~0 i) belong to H. From now on ~ and ~ will be the noise at the input 

and the noise in the initial condition, respectively. We shall also assume an ob- 

servation of the form 

(2.13) z ( t )  : CCt)x( t )  + nCt) ,  

where C: [O,T] ÷ £(X,Z) i s  measurable  and bounded on compact i n t e r v a l s  and n r e p r e -  

s en t s  the  e r r o r  in  measurement.  As in  A. BENSOUSSAN [1] {t  0,E 1 ,{ ,n}  w i l l  be model led  

as a Gaussian l i n e a r  random f u n c t i o n a l  on the  H i l b e r t  space  ¢ = H x L2(O,T;U) x 

L2(0,T;Z) with zero mean and covariance operator 

(2.14) I~ O 0 0 0 ] 

PI(B) 0 0 
= [2 0 Q(t} 0 j "  

0 0 R(t) 

It will be convenient to introduce the covariance operator P in £ (H) defined as fol- 

lows 
0 

(2.15) fPh,h]) = (P0h0,h O) + f (Pl(e)hl(e),hl(e))d8. 
-a 

In view of the continuity of the map (h,~) ~ x and the properties of the image of a 

linear random functional under an affine continuous map, we can look at x(t) as a 

Gaussian linear random functional on X (for any t), where the mean of x(t), ~(t), is 

a solution of (2.2) with ~ = 0 and ~ = 0. But it is easy to check that the mean of 

~(t), ~(t), is obtained from the mean of x(t) and the mean~hl(8), of hl(8) as fellows: 

: I~(t+O) , t+e->O 1 
(2.16) ~(t) 0 = ~(t), ~(t)l(@) [hl(t+8), otherwise J" 

As a result ~(t) is a solution of the state equation (2.7) with ~ = 0 and ~ = 0 and 

the covariance operator r(t) of ~(t) is a "weak solution" of the equation 
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(2.173 (t) = ~ ( t ) r C t )  + rC t )~Ct )*  + B(t)Q(t)g(t)*,  F(0) = P. 

2.3. Formulation of the 2roblem. 

For each T we want to determine the best estimator of the linear random func- 

tional ~(T) with respect to the linear random functional z(s), 0 N seT. It is a 

linear random functional ~(T) which can be obtained (see A. BENSOUSS~N [I]) through 

the following control problem. We start with the deterministic system (2.7) with the 

initial condition (2.17) at time 0 and consider the variables ~ and ~ = (~01) as 

control variables. We want to minimize the cost function for a given h. 

T 
(2.18) JTC{,~,h) = CP-I~,~? + f (QCt)-l~ct),¢Ct))udt 

0 

f rcac t  ) -1 (zCt) + -c(t) xCt), z (t)-c (t) x(t))at  
0 

(provided tha t  P, Q(t) and R(t) be inver t ib le  almost everywhere). 

3. Solution of the optimalcontro! problem (2.7)-(2.17)-(2.18). 

It will be technically advantageous to work in the state space. For this pur- 

pose we redefine the cost function (2.18) in terms of the state 

(3.1) ~-~(t)d~ = ~( t )g( t )  + ~( t )~( t )  + ~(t) in ]0,T[, ~(0) = h + 

T 
(3.2) JT(~,~) = ((P ~ ,~ ) )+  f (Q( t ) ' l ~ ( t ) ,~ ( t ) )ud t  

0 T 
+ ; ( R ( t ) - l ( z ( t ) - g ( t ) ~ ( t ) ) , z ( t ) - ~ ( t ) g ( t ) )  d t  

O 
where ~(t)h = C(t)h 0. It will be convenient to introduce the variables y and ~: 

(3.3) ~(t) = ~(t)y(t) + B(t)~(t) in ]0,T[, y(0) = ~, 

(3.4) d~(t) = ~(t)~(t) + [(t) in ]0,T[, y(0) = h. 
dc 

We notice that ~(t) = y(t) + y(t) and rewrite the cost function (3.2) in terms of y 

(3.5) JT(g,g)=((P'l ,g?+/T -I T (Q (t) ~ ( t ) ,  ~ (t)) udt+f (R (t) - l_.t.~(] y ( t ) ,  ~(t) y (t) zdt 
0 0 

T 
-2f (RCt)-l[z(t)-~(t)gCt)],~(t)yCt))zdt- + terms independent of ~ and ~. 

0 

A 

The pair ($,~) which minimizes the cost function over all (~,E) in L2(O,T;U) x H is 

characterized by 
T T 

_i ~ -1 ~ ~ ~ 
(3.6) ((p ~,~)) + f (Q(t)-l~(t),~(t)udt + f (R(t) C(t)y(t),C(t)y(t))zdt 

0 0 
T 

= f (CCt)CCt),RCt)-l[z(t)-~Ct)PCt)])zdt V {,¢. 
0 

By introducing the adjoint system 
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( t )  + A( t )*~( t )  + A * C ( t ) * R ( t ) - l [ c ( t ) y ( t ) - ( z ( t ) - C ( t ) y ( t ) ) ]  = 0 in  ]0 ,T[  
(s.7) 

(~(T) = O, 

we o b t a i n  t h a t  (¢,~) are c h a r a c t e r i z e d  by 

(3.8) ~ -v~(o), ~(t) ~ ^ = : - Q C t ) B C t ) * p ( t ) .  

By substituting ~ and ~ in (3.3) we obtain 

(3.9) (t) = ~(t)~(t) - ~(t)Q(t)~Ct)*p(t) in ]0,T[, ~(0) = -Pp(0), 

and system (3.9)-(3.83 is called the ojptimality syste m. The optimal ~ corresponding 

to (~,~) is given by ~(t) = y(t) + ~(t). 

4. Dual optimal control problem. 

We introduce the maps g:[0,T] ÷ H and N:[0,T] ~ £(H), 

(4.1) g ( t )  = ~( t )*RCt) - l [~( t )Y,  C t ) - z ( t ) ] ,  NCt) = gCt) e ( t ) ~ ( t ) * ,  

and we cons ide r  the fo l lowing  con t ro l  system and i t s  a s soc i a t ed  cos t  f u n c t i o n  

(4.2) dd~t(t) + ~ ( t ) * p ( t )  + A * [ ~ ( t ) * w ( t ) + g ( t ) ]  = 0 in  ]0 ,T[ ,  p(T) = k 

T 
(4.3) J*(w,k) = ¢Pp(0) ,p(0)))  + f [ [ N ( t ) p ( t ) , p ( t ) ) ~ ( R ( t ) w ( t ) , w ( t ) ) z ] d t  , 

0 

where k and w be long  to H and L2(0,T;Z) ,  r e s p e c t i v e l y .  Given k the re  e x i s t s  a unique 

in  L2(0,T;Z) which minimizes J*(w,k) over a l l  w in  L2(0,T;Z) .  The minimiz ing  $ i s  

c h a r a c t e r i z e d  by E u l e r ' s  equa t ion :  

T A 
(4.4) ~Pp(0),q(0)))  + f [ [ N ( t ) p ( t ) , q ( t ) ~ + ( R ( t ) ~ ( t ) , w ( t ) ) z ] d t  = 0, V w, 

0 
where 

(4.5) dd-~tCt) + ~( t )*qCt)  * A*~Ct)*wCt) = 0 in  ]0 ,T[ ,  q(T) = O. 

I f  we in t roduce  the dual system of  system (4.2) 
^ 

~ t  ( . . . . .  (4.6)* t) = A ( t ) y ( t )  - N ( t ) p ( t )  in ]0,T[, y(0) = -Pp(0), 

identity (4.4) reduces to 
T 

(4.7) V m E L2(0 ,T;Z) ,  f (R(t)w(t)  N ^ ' w ( t ) ) z d t  - C ( t ) y ( t )  = O. 
0 

Since RCt) is invertible (4.7) is equivalent to 

RCt) -1~' .,, (4.8) ~ ( t )  = ( t ) y ( t ) ,  a . e .  in [0,T]. 

If we now substitute identity (4.8) into equation (4.2) we obtain 
^ 

(4.93 ( t )  + ACt)*pCt) + h * [ C ( t ) * R C t ) ' l ~ c t ) ~ ( t ) + g ( t ) ]  = 0 in  ]0 ,T[ ,  ~(T) = k. 

* This equation must be interpreted in an appropriate weak sense, namely, 

y ( t )  -~(t ,O)P~(O) ~ ^ . = - f @ ( t , r ) N ( r ) p ( r ) d r  in [O,T] 
0 
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E q u a t i o n s  ( 4 . 6 ) - ( 4 . 9 )  form the  o p t i m a l i t y  sys tem o f  p rob lem ( 4 . 2 ) - ( 4 . 3 ) .  The r e a d e r  

w i l l  n o t i c e  t h a t  sys tem ( 4 . 6 ) - ( 4 . 9 )  w i t h  k=0 i s  i d e n t i c a l  to  t h e  o p t i m a l i t y  sys tem 

( 3 . 7 ) - ( 3 . 9 )  w i t h  t h e  s i g n i f i c a n t  d i f f e r e n c e  t h a t  ( 4 . 6 ) - ( 4 . 9 )  was d e r i v e d  w i t h o u t  t h e  

h y p o t h e s i s  t h a t  P and Q(t )  be i n v e r t i b l e .  

Remark. In t h e  f o r m u l a t i o n  o f  t h e  dua l  o p t i m a l  c o n t r o l  p roblem ~ can be  any s t r o n g l y  

measurable map [0,T] ~ 2(H,Z) which is bounded in [0,T]. It is not necessary to re- 

strict ourselves to ~'s of the form ~(t)h = C4t)h 0 for some C: [0,T] -~ £(X,Z). 

We shall now proceed to the decoupling of optimality system (4.6)-(4.9) and to 

the study of the decoupling operator as in J.L. LIONS [2] and A. BENSOUSSf~N [l]. 

In the sequel we shall use the notation M(t) = {(t)*RCt)-l~ct). 
Theorem 4.1. Let ~ and 9 be the solution of system 44.6)-(4.9). Then there exists 

a family of linear operators E4t) :H + H and a family of elements rCt) in H, 0-<t<T, 

such that 
(4 .10)  y ( t )  = - g C t ) ~ C t ) +  r C t ) ,  in [0 ,T] .  

H(t)  and r ( t )  a re  o b t a i n e d  i n  t h e  f o l l o w i n g  manner:  ( i )  we s o l v e  t h e  sys tem 

{~t t)~., = ~ ( t ) ~ ( t )  - N ( t ) y ( t )  in ]0,s[, I~40) = -Py(O) 
(4.n) ! 

[ ~ ( t )  + ACt)*yCt) + E*MCt) BCt) = 0 i n  ] 0 , s [ ,  y ( s )  = k 

and X(s )k  = - g ( s ) ;  ( i i )  we s o l v e  the  sys tem 

(4.12)  d't'( ) = 4 t )qCt)  - N4t)xCt)  i n  ] 0 , s [ ,  n(0)  = -Px(0)  

l ~ ( t )  + A ( t ) * × ( t )  + A * [ M ( t ) n ( t ) + g ( t ) ]  = 0 i n  ] 0 , s [ ,  X(S) = 0 

and r ( s )  = n(S) o 

4 .1 .  Study o f  t h e  . o p e r a t o r  ~ ( t ) .  

In o r d e r  to  s t u d y  t he  o p e r a t o r  H( t )  we make use  o f  Theorem 4 .1  and c o n s i d e r  s y s -  

tem (4.2) with g=0 and the cost function (4.3) in a time interval [0,s] for some s in 

]O,T]. 

Theorem 4.2. (i) If we denote by y (resp. ~) the solution of equation 

~tY(t) + [ ~ ( t ) * - A * M C t ) g C t ) ] Y C t ) = 0  i n  ] 0 , s [ ,  yCs) = k (resp. k ) ,  (4 .13)  

t hen  

44.143 
s 

((II(s)k,k)) = (4Py(O),~(O))) + f ( ( [ N ( r ) + E ( r ) M ( r ) I I ( r ) ] y ( r ) , ~ ( r ) ~ ) d r  
0 

and in  p a r t i c u l a r  i f  ~ is  t h e  op t ima l  c o n t r o l  c o r r e s p o n d i n g  to  k 

(4.15) Js(~,k) = C~(s)k,k)~. 

(ii) The operator H(s) is a self adjoint element of £4H), there exists a constant 

c > 0 (independent of s and h) such that 

44.16) V s, V k,  II~Cs)kll -< clIkIl, 

and the map s ~+ .E(s) : [0,T] ÷ £ (H) is weakly continuous [hence strongly measurable and 
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bounded).  

(4.17) 

Moreover 

(4.18) 

and 

(4 .19)  

g(s) can be decomposed in a unique way into a matrix of operators 

i00(s), E01(s)]H00(s) ~ £(X), g01(s) ~ £~L2(-a,0;X),X) 

lo(s)) Hll(S)jgl0(S ) ~ £(X,L2(-a,0;X)), Ell(S ) E £(L2(-a,0;X)). 

1100(s)* = 1100(s ) >- O, 1101(s ) = ] l l o ( s ) * ,  E l l ( S ) *  = E l l ( S  ) -> O, 

J*(~n,k)s = (g00 ( s ) ' k0 ' k0 )  + 2(H01(s)k l 'k0)  + ( E i l ( s ) k l ' k l ) 2 "  

( i i i )  The equa t ion  
t 

(4.20) Ys(t)  = $ ( t , s ) h  - f $ ( t , r ) ~ ( r ) M ( r ) Y s ( r ) d r  in  [s,T] 
S 

has a unique solution Ys in C(s,T;H)which generates an evolution operator A(t,s) de- 

fined as A(t,s)h = Ys(t) with the following properties: 

a) V ( t , s )  E6~(0,T),  A( t , s )  e£(H); 

b) V 0 -< s < r -< t -<T, A(t,s) = A(t,r)A(r,s); 

c) V h E H, (t,s) e~ A(t,s)h:~(0,T) + H is continuous. 

Equation (4.14) can now be rewritten in the form 

S 

(4.21) ((E (s) k,k)) = {(PA(s, 0) *k, A(s, 0) *k))÷f [ [N (r) +E (r)M(r) H(r) ] A(s,r) *k, A(s ,r)k))dr. O 
0 

Equation (4.21) is the "integral form" of the desired Riccati operator differen- 

tial equation. It is identical to the one in MITTER-VINTER [I]. Formally one should 

obtain in ]0,T[ an equation of the form 

(4.22) dd@t) ; H ( t ) ~ ( t ) *  + ~ ( t ) E ( t )  - ~ ( t )M( t )E( t )  + N( t ) ,  E(0) = P. 

However i t  i s  no t  easy to  i n t e r p r e t  t h i s  equa t ion  p rope r ly  s ince  ~ ( t )  and ~ ( t ) *  are  

unbounded opera tors  which depend on t i m e .  In p a r t i c u l a r  

(4.23) a {k e H:~(t )*k ~ H) 
0_<t_<T 

i s  no t  n e c e s s a r i l y  dense in  H (cf .  R, VINTER [1] and MtTTER-VINTER [1] ) .  

Remark. Notice that the equation 

(t) + A( t )*p ( t )  - A*M(t)E(t)p(t)  = 0 in  ]0 ,T[ ,  p(T) = k 

i s  p e r f e c t l y  l e g i t i m a t e  and t h a t  i t s  s o l u t i o n  i s  p ( t )  = A(T, t )*k.  

4 .2 .  Study o f  the f u n c t i o n  r ( t ) .  

In order  to  s tudy  the func t i on  r we cons ide r  the problem ( 4 . 2 ) - ( 4 . 3 )  with k=0. 

By Theorem 4.1 we know t h a t  

(4.24) r ( t )  ^ y ( t )  + ^ = ~(t)p(t). 

S t r a igh t fo rward  computat ions us ing  equa t ions  (4 .6 ) ,  (4.9) and (4.21) w i l l  show t h a t  

( t )  = [ A ( t ) - E ( t ) M ( t ) A l r ( t )  - ~ ( t ) g ( t ) ,  i n  ]0 ,T[ ,  
(4.25) 

j r ( 0 )  = 0, 
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where the above equation is to be interpreted as 

t 
(4.26) r ( t )  = - f  h ( t , s ) ~ ( s ) g ( s ) d s  in  [0,T] 

0 
or  T 

(4.27) r ( t )  = - f  ~ ( t , s ) E ( s ) [ M ( s ) r ( s ) + g ( s ) ] d s  in 
0 

[0,T]. 

S. Appreximatien_efthe dual system. 

In this section we shall exploit earlier results of M. DELFOUR [i],[4] on the 

standard optimal control problem. We assume that we can find non zero positive in- 

tegers M,L,L0,...,L N and a discretization step 8 > 0 such that T = MS, a = LS, 

0. = -L.8, i=0 ..... N. 
l ! 

5. I. Approximation of initial data. 

We approximate the product space H = X x L2(-b,0;X) by the finite dimensional 

space H 8 = X L+I endowed with inner products 

-I 0 
(5.1) C_a,~k) 8 = (h0,k0) + 8 Z!_L(hZ,kz),(h,_k)L = [ (hz,k#).  

Z=-L 
We introduce the maps 

(5.2) h = (h0,h I) ~* rs(h) = (h0,hl I_ ..... hlL )_ :H ÷ H a, 

-i 
_ !_Lh£X£) :H 8 ÷ H, (5.3) h = (ho,h 1 . . . . .  h_L ) F,. qs(h_) = (ho, 2, 

where XZ is the characteristic ftmction of [ZS, (#+I)8[ and 

1 I (£7 l) ~h 1 = (e)dO, -L -< 2-. -< - 1 .  (s.4) h~ T l~ 

I t  i s  r e a d i l y  seen t h a t  nq~r~(h) n ~ Ilhn. We s h a l l  a l s o  need the t r a n s f o r m a t i o n  

i6:H~ ÷ H 6, ( i s (h ) ] 0  = h0, [ i ~ (b ) ]Z  = 8½hz, £=-a . . . . .  - i .  

If we introduce the map I~ = i~, we notice that for all h and 

(~_,k)~ = ( i6b , i s&)  L = ( i#h ,k )  L = ( I6h ,k )  L. 

5:.2. Approximation ' of the differential" equation. 

We associate with A. a family of matrices and with f an element f in X M 
1 

(m+l) 8 I (m+l) 6 
[5.S) Am 1 f Ai I t )  dt  , ( i=0, ,N) fm T i = T .... = j f(t)dt, m=O,...,M-l. 

m8 m8 
With A01 we associate the family of matrices 

(Am,0 1 (m+,l)Sdt 0 "O A "t  0" A m'-L 1 (m~1) Sdt 'a+(m~l)6" t  j ol (tJm   % d0A01Ct'0  
(5.6) ~ ~ , (re+l)8 (m+Z+l)8-t 

!%1" :  f dt f do Aol(t,o), . . . . .  - (L-l) ,  
( a ma (re+Z) a- t 
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We construct a finite dimensional approximation U 8 : U M to the space of control 

maps L2(0,T;U). We define the maps 

(5.7) ~ ~ r6(g) = (~0 ..... ~M-I ):L2(0'T;U) ÷ UM' 

i (rai l)  ~ 
(5.8) ~m : T ~( t )d t ,  m:0 . . . . .  M- l ,  

m~ 

M-1 
(5.9) g = (g0 . . . . .  ~I -1 ) ~" qs(~) = [ gmXm :UM ÷ L 2 ( 0 ' T ; U ) '  

m=0 

where Xm is the characteristic function of [mS,(m+l)8[. It is reasily seen that 

llq6r6(~)l12 -< [l~n2. It will be clear from the context whether q6 and r~ ~ are associ- 
2 2 

ated, with L (0,T;U) or with the product space H = X x L (-b,0;X). Finally we associ- 

ate with B the following family of matrices 

(S.10) Bm 1 (mfl)6+ = g B( t )d t ,  m=O . . . . .  M-1. 
m~ 

now assoc ia te  with h in H 6, ~ = (~0 . . . . .  ~M_I ) and f = (f0 . . . . .  __fM-1 ) the fo l -  We 

lowing numerical scheme 

I N I m_L m-Li ,O~ o X  ' {h m'£ 'O) m 
IXm+l'Xm=~[i[oArlh 1 m-Li<O ,!_L~ A~i~ xm+''  .m+,<OI+B 'm+fm'. 

65.11) = m-L i ' J m+£' 
m=O,...,M-l, 

Ix 0 = h 0 . 

The following propositions summarize the results we shall need. 

4 Proposition 5.1. (Stability). We denote by (x0,... , _i ) the unique solution of 

(5.11) corresponding to h = rd(h), ~ = r~(~) and f = r~(~ for h in H, ~in L2(0,T;U) 

and f in L2(O,T;X). We define the maps 

M-I M-I 6 6 
(5.12) xS(t) = ~ X~Xm(t)' x6(T) = 4' DxS(t) = ~ Xm+l-Xm 

m=O m=O ~Xm(t)' 

where Xm denotes the c h a r a c t e r i s t i c  function of  [m~,(m+l)~ [. As 6 goes to zero there  

ex i s t s  a constant  c > 0 (independent of  h, f ,  v and 6) such tha t  

(5 .13)  maxfTXm~l:m=O . . . . .  M} + llx~l% ÷ II~x~II2 ~< c[llhlbl[ffl2+ll~ii2]. 

Proposi t ion 5.2. (Convergence). Fix h in H, f in L2(0,T;X), g in L2(0,T;U). As 6 
goes to zero with g~ = T 

(5.14) max{Ixm~-x(mg) I:0_<m_<N} + [[x6_xI12 + IIDx6_DxII2 

converges to zero, where x is the so lu t ion  in WI'2(0,T;X) of  equation (2.2) .  [] 

Corol lary .  Assume tha t  A I , . . . , A  N and B are constant  matr ices and tha t  AO1 is  iden- 
t i c a l l y  zero.  As 8 goes to zero there  ex i s t s  a constant  c > 0 (independent of  ~, h, 
v and f) such tha t  
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(5.15) ilx-x~ll2 + max{Ix(m~)-X~m] :0~m~M} ~ c¢SllDxll2o [] 

5.3. Approximation of the differential equatio n for the state. 

We now introduce an explicit finite difference scheme to approximate the differ- 

ential equation for the state. Given h in H ~, we want to determine {Xm,n:0NmNM , 

-L~nSO} from the following set of equations 

N 0 

B( i 0A~Xm,_Li+~l m,£ m~ (5.16) Xm+l,0-Xm,0 = =~ :_Z LA01 Xm,£+B ~m+fm] • m=0 . . . . .  M-l, 

(5.17) x0, £ = h£, ! = -L . . . . .  0, Xm+l, £ = Xm,£+ I, m=0 . . . . .  M-l, £=-L . . . . .  - I .  

We define an (L+I)n x (L+!)n matrix ~m and an (L+I)n x n~matrix ~m 

N0 Aimh ~£0 m, + LA01~ : [hl+l-hz], Z:-L, , - l ,  = Z Lz =- [~%]o i :  - Z z' [ ~ ] z  ' "  

(Brow] 0 = Brow, [Bmw] 1 : 0, Z=-L . . . . .  - I ,  

and the vectors ~ and ~m in H ~ 
m 

(5.18) % = (Xm,0,Xm,_ 1 . . . . .  Xm,_L) ' ~m = (fm,0 . . . . .  0). 

Equations (5.16) and (5.17) can now be rewritten in the more compact form 

(5.19) ~m+l - % = B[Amfm+Bm~m+~m]' m=0 ..... M-I, x% = h. 

We notice that equation (5.19) has been constructed in such a way that Xm, £ remains 

constant along the characteristics of the differential equation for the state 

Xm+l, £ = Xm,l÷l, m=0 ..... M-l, £=-L, .... -I. 

As a result there exists y = (Y0 ..... yM ) such that xm, 1 = Ym+£' m+l -> 0 and it is 

easy to see that (Y0 ..... yM) is the solution of (5.11) with initial condition h. 

Hence the scheme (5.19) has a unique solution. 

Proposition 5.4. Let (~0 ..... ~H ) be the solution of scheme (5.19) for h-- rB(h), 

= rB($ ) and f = r~(f) for some h in H, $ in L2(0,T;U) and f in L2(0,T;X). We de- 

fine the map ~: [O,T] -~ H as follows 

i M-I ~B(t)0 : ~ Xm,0×m(t ),t E [0,T[, ~BCT) = qBCx~M), 
m=0 

(s.20) j M-1 -1 
= Z ~ [x X 1 (t,8)+Xm,n+iXi~,n(t,@)], (t,8) L 

E [O,T[ E-a,0], x 

m=0 N=-L m,n m,n 

£ 
where Xm is the characteristic function of [m~,[m+l)B[,Xm, n is the characteristic 

function of 

(5.21) {(t,@) E [m6,(m+l)~[ × [n~,(n+l)~[:t + @ < (m÷n+l)~}, 

u the characteristic function of and Xm,n 

(5.22) {(t,O) E [m~, (re+l) ~[ x [n~, (n+l)6 [: (m+n+l) ~-<t+@}. 
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(i) (Stability). There exists a constant c > 0, independent of 6, h, ~ and f, such 

that for all h in H, f in L2(0,T;X) sad ~ in L2(0,T;U) 

(5.23) max{llq8 (%)II:m=O . . . . .  M} + II~II~ ~ c[llhtl+llfll2÷JlKll2]. 

( i i )  (Convergence).  Fix h,  f and ~. As ~ goes to zero with M6 = T 

(5.24) max{[[q3 (%) -~(m6)][ :m=0 ..... M} + 0, 

and ~6 converges to ~ in L~(0,T;H), where ~ denotes the solution of equation (2.7).D 

5.4.  Appr°ximat,~9~ 0~ the d i f f e ren t , i a  1 e~ua~,i.on fo r  the a d j0 in t  s t a t e .  

In t h i s  s ec t ion  we in t roduce  an approximation of  the ad jo in t  s t a t e  equat ion 

(2 .9) .  Consider the fo l lowing scheme 

(5.25) Pm+l - Pm + 6[l~i(~m)*l~Pm+l +gm] = 0, m=0 ..... M-l, in H 6, PM = ~ in H ~ 

where k = r~(k) and g = (gO ..... gM-l) is constructed from g in L2(0,T;H) 

(5.26) gm 1 (m~l)6 
= T r~(g(t))dt, m=O ..... M-I. 

m6 

Propos,i,t, ion 5.5,  Let (Po . . . . .  pM) be the so lu t i on  o f  the scheme (5.25) with f i n a l  
- 2 datum k for some k in H and g :"(g0,gl, .... gM i) for some g in L (0,T;H). Let the 

approximation p6: [0,T] ÷ H be defined as 

M-I 
(5.27) p6(t) : ~ q~(Pm+l)Xm(t), 0 -< t < T, p~(T) : q~(pM ). 

m=0 

(i) (Stability). There exists a constant c > 0 (independent of 6, h and g) such 

that 

(5.28) max{I[q~(pm)[[:m:0 ..... M} + I[p6I[~ _< c[llkI[+ngll2]. 

(ii) (Convergence). Let p denote the solution of equation (2.9) in the space 

W*(0,T). Then for all h in H 

max{I~q~[Pm),h~-[p(m~),h~I:m=0 ..... M} ÷ 0 as ~ ÷ 0 with M~ = T 

and the map t ~ [h,p6(t)~ converges to the map t~+[h,p(t)~ in L=(0,T;R). [] 

Corollary. Assume that the matrices AI, .... A N are constant, that A01 is identically 

zero and that k = (k0,0) and g(t) = (g0(t),0). As 6 goes to zero there exists a 

constant c' > 0 (independent of k 0, gO and 6) such that 

(5.29) UP-P6112 + max{ IlP (m6) -q~ (pm) [[ : 0~m~M} ~ c '  6 [ ]k 0 [ +I[gO U 2 ]" [] 

6. Approximation of the dual optima ! control Problem. 

We now construct an approximation to the dual optimal control problem of sec- 

tion 2.4. We start with the approximation (5.25) to system (4.2): 

Pm+l-Pm+~[I;l(~m)*I6Pm+l+(~m)*wm+g m] = 0, m=0 ..... M-I, in H 6 
(6.1) 

PM=k=r6(k) for some k in H, w=(w 0 ..... WM_l)=r6(w) for w ~ L2(0,T;Z), 
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where 
(m+l)~ 

(6.2) gm = ~ (mm~l)~r6[g(t)]dt, ~m_ = ~i m~f C(t)q~dt, m = 0 ..... M-l. 

We associate with system (6.1) the following approximation of the cost function 

M-1 m 
(6 .3)  J~Cw,k) = (Pp0,P0)L + $ Z [(-Nmpm+l,Pm+l) L + (R Wm,Wm)z], 

m=O 
where 

(6.4) 

p = q~pq~, Nm = ~m~m(~m), R m = } (m i l )~R( t )d t ] ,  

_ ~ (m+l)~ 1 (m+l) 6 m~ I 
qm = ~ f q C t ) d t ,  ~m = %- m~ r6C~Ct))dt"  ] 

m = O, . . . .  M-l, 

The approximate optimal control problem consists in minimizing J~(w,k) over all w in 

Z6: 

Inf{J~(w,k)  :w ~ Za}. 

Lemma 6 .1 .  Given k in  H ~, the  approximate  op t ima l  c o n t r o l  problem ;6 .1 ) - (6 .3 ) .  has a 

unique s o l u t i o n  _w in [ft. This s o l u t i o n  i s  comple t e ly  c h a r a c t e r i z e d  by the  o p t i m a l i t y  

system: 

(6.5) Pm+l-Pm+~[14-1(~m)*I@m+l +^ (cm)*¢m+gm ] = 0, 0 -< m -< M-I, PM = k, 

-, - ~m_i;IN m+l] -- -I ^ (6.6)  Ym+l-Ym : ~[~m m~ , 0 -< m -< M-l ,  YO = I~ PPo' 

(6.7) %= (R_m)-l~I8% , 0 -< m~ M-1. D 

Proposition 6.2. (i) Given h in H, for each ~ > 0 the approximate optimal control 

problem with initial condition h =2rs(h) has a unique solution w in u . AS goes 

to zero, q3(Q_) converges to ~ in L (0,T;Z), where w is the optimal control in the 

minimization problem (4.2)-(4.3). (ii) We define the maps p~ and y~:[0,T] ÷ H 

M-i ^ 
(6.8) p~(t) = ~ q~@m)Xm(t), 0 -< t < T, p~(T) = q~(pM), 

m=0 

M-I 
(6.9) y~(t) = ~ q~(~m)Xm(t), 0 -< t < T, y~(T) = q~(yM ). 

m=0 

As ~ goes to zero JG(~,r~(h)) converges to J(Cq,h), 

(6.10) IV s ~ [0 ,T] ,  q~(p%) + if(s) in H weak with  m~ = s 

V h E H, the map t ~* [p~(t),h)) converges to 
t 

^t the map t ~ ((p(),h)) in L~(O,T;~), 

s E [0 ,T] ,  q~(ym) ÷ y ( s )  in  H weak wi th  m~ = s 
(6.11) 

h ~ H, the  map t ~ ~]y6(t),h)) converges  to  

the  map t ~ [ f ( t ) , h ) )  in  L~(0 ,T ;~) ,  
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where p and 9 are the solut ions of  system (4 .6 ) - (4 .9 ) .  

Proposition 6.3. Let the sequences {pm } and {yA m} be the solutions of the optimality 

equations (6.5) to (6.7). There exists a family of matrices {E~:m = 0 .... ,M} in 

£(H ~) and a family of elements {Pm:m = 0,...,M} in H ~ such that 

^ = ~P + Pro' m = 0, ..,M. [6.12) 16Ym "~ m " 

Moreover H~m and Pm are obtained in the following manner: (i) we solve the system 

(6.13) Ym+l-Ym+~[I~l(Am)*I~Ym+l+_MmI~Bm ], 0 ~ m s r-l, Yr = ~' 

(6.14) Bm+l-8 m = $[AmBm-l~%mym+l], 0 < m -< r-l, 8 0 = I~IPy0, 

and ~r k -188 r (where M m (~m), m -l~m = _ = (R) C ); (ii) we solve the system 

(6.15) ~m+l-Em+8[l~l(Am)*l~m+l+~ml6qm+g TM] = 0, 0 -< m ~ r-l, ~r = _k, 

(6.16) qm+l-qm 6~m -i m Ip~ 0 = nm-I ~ N Em+l], 0 -< m -< r-l, n o = I~ _ 

and Pr =l~r" D 

7. Approximation of the e~uations for E and p. 

To study the family of operators ~(s), 0 < s -< T, we have considered the optimal 

control problem in the interval [0,s] with g=0. By analogy we fix an integer r, 

0 < r < M, and consider the system 

(7.1) Pm+l-Pm+~[l~l(Am)*16Pm+l+(~m)*wm ] : 0, m = 0 ..... M-l, PM = k_, 

and the optimal control problem for the cost function J~,z,(w_,k) (that is, (6.3) on 

(0,P I) associated with (7.1). 

Proposition 7.1. We fix an integer r > O. (i) If w is the minimizing control 

where * denotes the adjoint in M ~ with respect to the inner product ( , )L' 

goes to zero, there exists a constant c > 0 such that 

(ii) As 

(7.3) V k e H, (~$r~(k),ra(k))  L _< cIlkll 2. 

(iii) 

= -I~ m, r < m < M. [] IImY m 

Theorem 7.2. We define 

= ~m (7.4) Pm r H r~ 

We introduce the map ~: [0,T] ÷ £(H) 

If Ym' 8m' m = O, .... M, are the solutions of (6.13)-(6.14), then 

,0~m~M. 

M-I 
(7.5) ~a(t)  = ~ PmXm(t ) in  [0 ,T[ ,  ]IS(T) = PM" 

m=0 
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(i) (Stability). 

such that 

(7 .6)  

(ii) (Convergence). 

(7.7) 

C p r o l l a r y .  

As ~ goes to zero, there exists a constant c > 0 (independent of 6) 

max{llPmiI£(H):m = 0 . . . . .  M} -< c .  

For  f i x e d  s i n  [O,T] and  a l l  h and  k i n  H 

((Pmh,k)) + ( ( I I ( s )h ,k ) )  a s  6 + 0 w i t h  m* = s .  [] 

We can  easily verify that 

0 -i 
= ~ (7.8) [Pm]00 [ m]00 , [Pm]01 hl = / [ ~-l[K6m]0nXn(O)hl(@)dO 

-a n=-L 

0 -1  -1  
(7.9) ([Pm]llh½(e) = f [ [ 6-2[~6m]ZnXZ(S)×n(S)hl(@)dO. 

-a Z=-L n=-L 

For fixed s in [0,T], as ~ goes to zero with m6 = s 

(7.10) [Pm]00 + [n(s)]00 in £(X), V h I e L2(-a,0;X), [Pm]01 hl + [E(s)]01hl in X, 

(7.11) V h I E L2(-a,0;X), [Pm]ll hl ÷ [II(S)]ll hl in L2(-a,0;X) weak 

and the norms of [Pm]00 ~ [Pm]01 and [Pm]ll are uniformly bounded. [3 

0 < m < M, as defined by equations Theorem 7.3. For 6 small enough the family llm, - - 

(6.13)-(6.14) of Proposition 6.3 is the solution of the following set of equations: 

film+ 1 = ~m÷(l+~16~mI~l)~m(l+6Mm~Im)-l(I+6I~ml~l) *, 0 < m <- M, 
(7.12) 

~K 0 = P, where I is the identity matrix in £(H ~) [7 

To study the family of vectors p(s), 0 < s ~ T, we have considered the optimal 

control problem in the interval [0,s] with k=0. By analogy we can fix an integer r, 

0 < r -< M, and consider the system (6.1) with k=0 and the optimal control problem 

for the associated cost function (6.3). We will obtain a set of equations for Pm" 

8. Numerical examples. 

In this section we consider a number of examples which will illustrate the 

behaviour of the map e ~ "q01 (t,~) as a function of the time t in [0,T]. In all 

examples a=l, T=2, X = U = Z = ~ and the observation equation is z(t) = x(t)+~(t) 

with R(t) = i, 0 -< t ~ 2. All equations are to be interpreted in an appropriate way 

as stochastic differential equations. 

Exam~l e i. This example has an analytical solution. Consider 

( 8 . i )  x ( t )  = x ( t - l ) ,  0 -< t -< 2, x(O) = hO+~ O, x(@) : h l (@) ,  - I  s @ < O. 

= p~l. It can be shown that Let c 

( 8 . 2 )  ~00 ( s )  [s2(i+c+-3 , -I, i < s < 



715 

: ~(s+c)'l×[_s,o] (e) , o~s~ll. 

otherwiseJ' l~s~2j 
The r e s u l t s  appear i n  Figures l a  and lb  f o r  Po = 1. 

Example 2. We now consider a system with two delays 

(8.41 x(t) = x(t-~)+x(t-l), O~tS2, x(O) = hO+~ O, x(@) = hl(e), -Is@<O. 

The results appear in Figure 2 for PO = i. 

Example 5. We allow input noise in (8.4) 

(8.5) x(t) = x(t-~)+x(t-l)+$(t), 0~t~2, X(0) = h0+~ 0, x(@) = hl(@), -i~8<0. 

The results appear in Figure 3 for P0 = 1 and Q(t) = I, 0~t~2. 

Example 4. We consider system (8.5) but without noise in the initial condition, 

x(0) = h 0. The results are shown in Figure 4. 

Example 5. We consider the system 

(8.6) x(t) = Al(t)x(t-l), 0~t~2, x(O) = h0+~ 0, x(0) = hl(e), -IN0<0, 

The results appear in Figures la and S for P0 = 1 and 

i, n/10 ~ t < (n+l)/lO, n even~ 
(8.7) Al(t) = O, n/lO < t < (n+l)/10, n odd J" 

Example 6. It is similar to Example 5 but without noise in the initial condition 

and with input noise: 

(8.8) i(t) = Al(t)x(t-l)+$(t), 0~t~2, x(0) = h 0, x(8) = hl(0), -i~8<0. 

The results appear in Figure 6 for Q(t) = I, O~t~2, and A 1 as in (8.7). 
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