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The formal procedure of obtaining Bellman equation in the prob-
lem of heat conductivity control is stated in [1].

It is shown here, that in the same way one can obitain analogous
equation for problems of control processes in other systems with dis-
tributed parameters.

Here, analizing a simple problem of elastic oscillations control,
the application of this method is stated.

As a result the problem reduces to solving the non-linear boun-
dary-value problems for matrix integro-differential equations, gene-
ralizing the wellknown Rikkati equations.

Let us assume that the control process is described by the
function £ (#,2) , which inside the rigion Q:{Dé ALl t, ¢t T}
satisfies the equation

Uy - Uy, =p(t)g @ +f (¢ x) “n

and on the boundary Q - the conditions
U(t,,x) =4, (), U, (£, 2) =¥ (O (2)
U(f}é‘):ucé,f):o, (%)

where f&,x), 9(X) and ¢,(x) are assigned functions from L, , and
¥ (X) is absolutely continuous function, and control P(t) belongs to
[,2(017) with the meanings at the interval (open or closed), which in
future will be designated by P .

At these assumptions, each control P(f)determlnes unigue solu~
tion of the problem (1)-(%), as a function (L (¢ «r)é\'\f (Q) , which
satisfies the mteglal identity

ﬂu(fx)cp(tx)] * ol x f[UCP U Pt (49 ) p(t)P] ol @ )

2t any functlonq)e\/\/ (Q)Q , which turns  into zero in the neighe
bourhood of points X=0 and 2:{ .
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Here fi andi; are arbitrary poinbs frcm['éo, T] , and Qi =
O¢xed,tcte fz}_
The problem of optimal conbtrol under comsideration lies in de-
termining P(t) and corresponding to it L/ (¢ X)such that the functional

Je w(z’o,x)/:f[i( u’(Ta) +/3uf(’7jxyo(x +(y?p2({)o[ ¢

takes ¢he least possible meaning. Here Wis the vector with compo-
nents U and ULy 3 oA ,/6 , and y are positive constants, and
Tis fixed moment of time, exceeding 7,
Supposing

St w(t,x)] = rmin Mt w (2, x)],
we find,by an ordinary method, that
_%SLA{ 2 rm‘n{asz(f)M + P w(,x):; Aw(t)yc)>+0}) (5)

where 9P is linear on 4 W functional, obtained in point /L W),
and O is small on 47T , # awt s value of higher order than one .

Since g/ (tx) and sl ({x) bvelong to L,(G {)alnost at all T , the
vector-function Ut x) /U ﬂ"} is such that

D :/W(z‘/mjawCl":)c)doc . (6)

We have

QU = U(t eat x)-u (t,x)= .aééﬁ*—’—“ia% ‘0

Upally=a (Yylly) U, (testx)aly,

and according to formula (4} we obbain

j?fwfdac {[Llf e ~Ux U T(F 1 Q(x)/o(f))ﬁ]dpfa@ 7)aBdx,

o
where W€ take ¢,: t dnd{ Z4at, and it is supposed, that v has
the properties of function CZ) in (4).

That is why

[,D(z‘ w({x)gw‘(fx)) f?)}(z‘w)au(z(x)a/x/_\f f[d£ e~ Vo +

+({+6}(aop(f))?f]dé? ‘[U{(fz &*) a4, 0/3(’ + 0,
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Substituting the obtained expression CID in equation (5),
we have  the Bellman egquation

55 ‘E,;vg%q{wo({)at[?fé/ x2x+(7[+9(ac)p(é) W’]d:&}‘

Let us assume now, bhat F33(L°°,+wﬁ)and there exists, integrable

with square,derivative . Then from Bellman equation we have

2x x
P(t)~ —fwmf x)dx )
-%irj'fmuuzxumw w [y ) @

We find the solution of equabtion (8) in the form
' 7
S[fiw(éac)]:f/w*‘(z{x)k"(z‘,aq s)w(t g)dsolx +fgﬂ?f,x)w(z§,x)a’x+ 2(¢), (9)

where matrix [{ s vector Y  and scalar function 7 (¥)  nust ve
determined.
From f9) we Tind, that

D wh) //w(f NV sx)h(d, x)dfdm'*- ff*({x/b(z‘x)dx
where
N xs) =B (L x5 +K (Es,x) (10)

and vector Z}:{ﬁ?}Z@ } , a component part of formula (6), is deter—
mined as follows

?
D) 2 N4 s s)als 0 (L), )
Suppose PJJare elements of matrix N , and w is the i- component

of vector ¥ . Then, substituting the meanings of § and U from
(9) and (1) into equation (8), we obtain

Rt x,1) = L(Ex,8) - z—/—{}”/*’\({,vl‘,f), (12)
() Bl 081, (9105 55l ) gON, o )00l 2

7 4 4
(b)) N, (2 0f (69elt = 55 [[a (91g N (LR I
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] 4 ? 2
708 = 7,'}"""/[9/(36)‘/’2 (t,2)dx] 15
where
N?lxx(é,x,g) szXx({/:r,f)

t @x8) =
L(¢,%3) (L2,5) N, (L s) ),

and M (¢, x,3)is matrlx with components

My (¢,%5) ffe(y)g(z)sz(fys)NzJ(frDC)O/W(%
My (Eac,8) =M, (¢ 5,2)

Since we assumed that Us (ﬁ&) =Yy{{1) =0 at any vectorw(®X),
then from formula (11) we obbtain

Nza (f}D, §) = N22C-£lia‘f):/v21 (‘f,D'.?):sz(f)j) 5)=0 (16)
%(to) =¥, (¢ 1) = 0. )

Besides,directly from the definition of functional S it follows
that

S 7jw(7jx)]=ﬁow‘?(’7jx) AUl (T x)]ol x

and from formula (9) we obbtain

Rij(Taxs) =0, (#] }
' (18)
Kif("i:xlg):,( 8(5“35'}} sz(fr;;{;g):ﬁg(‘g_x)

¢ (T, x) =4, (Tx)=p(T) =0 (19

where 6(x)is Dirac function.

The boundary-value problem (12), (16 ) is the generalization of
the analized case of the known Rikkati equation from the theory of op-
timal stabilization of systemswith the finite number of the degrees
of freedom. Taking into consideration that matrices 4 and N are
connected in ratio (10), we find that (12) represents bthe system of
non-linear integro-differential equations relative to /\’LJ‘ . Here
we shall not solve this boundary-value problem. However, we shall
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mention, that two last conditions in (18) show the necessity to ana-
lyze it in the space of disbtributions (the generalized functions).
After thesolution of Rikkati boundary-value problem (12), (16}, (18)
it ie necessary to determine vector 14 from (13), (14), (17) and
(18). This will give the possibility to find the control according
to formula (7).  However the problem of belonging P(4) to
space Ly (OT) requires special investigabtions.
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