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An approach to determine necessary optimum conditions (n.o.c.) 

for generalized solutions (g.s.) of mathematical programming problem 

based on penalty function method is considered. The results are used 

to derive generalized maximum principle (g°m.p.) for optimal control 

problem with ordinary differential equations and bounded state vari- 

ables. For linear state variables problems g.m.p.has also turned out 

to be sufficient optimal condition and in this case generalized dua- 

lity theorem (g.d.th.) takes place. 

1. Mathematical Pro6rammin~ Problem 

Let us consider the following problem 

I #~J -~ sup 

?,(~U cB~., 

(B,, B F 

(1.1) 

(1.2) 

(~ .3) 

are Banach spaces, K is a convex closed cone) and assume 

that !(~) ~ C ~ oO when ~ ~ U . 

Let ~ be a set of sequences (~t'~'j 

c- ~ .  Desi~ate with ~ the s~bset of al l  / U C ~  :~ 
satisfying the condition: f ( ' F ( ' ~ ( f ' v ; } )  ~ Oa / r  ---,,- o<~ , w h e r e  

~/~[X)=&n/IIX-~/I ~ ( ~ 6 K )  (,~'~ may be c a l l e d  t h e  g . s .  s e t  o f  

the system of conditions (1.2), (1.3)). - ( ~ J  ~--" " ( k j  

will be called g.s. of the problem (1.1)-(1.3) if 

Let us assume further n.o.c, of g.s. to be known for every ~(~J 

from a sufficiently wide class of functionals in the following 

asymptotical form 
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where P.:/ /Z{]  is a functional. In papers /I-5/ an approach based on 

penalty function method sad diagonal transference procedure has been 

developed. This approach makes it possible for a wide class of opti- 

mization problemsto pass from condition (1.4) to n.o.c, of problems 

with additional restrictions. Generalizing the method of these papers 

it is possible to obtain the following results. 

Let { ~(~'~" be g.s. of the problem (1.1)-(1.3) and 

.!,.,~ (~)=I /zd-<~R/r /~ ' ) ) -~t l~ ' -~c~'J l  ~ (~ 5) 

Let us consider the set of problems (1.5), (1.2). Let ~[~js (1 ~} 
- Kmj 1 Then f o r  a g.s. I~#~ ~ S of the problem I~dfl/Z()-*sup, (1.2) 

the n.o.c, is realized: 

Let us presume further that the following inequality takes place 

14<s, f ~. :q - p / ~ , / )  l ~- ~ f ( w .  d ( /'-- &o ) ( ~ . 7 ) 
mheo___._=em !"  Zf  /TX'C~I is  a g .s .  of  ( '1 . '1 ) - (1 .3)  the,, there ex is t  

sequences { ~<='], I~=} f ~ ,  ~ ~ ,  i<.->. ~ )  for w~ch 

p-.~r,c=J , zT"~ (z~ , dr / . ,  Ii ~ / l * ) l / ,  ~,~ iT(, f l , .~r~) ~ 0, (1.8) 

Proof (sketch). Let ~K,~J~ --566~ I~fl f~) (~6 ~#) and 

~'/< "-~ "0 .  For fl>O theJ are I ~ , } ~  l#~TKfl t f o r  which ~g~ -~ 00 

Z~t== U=~:I ~, . AS Zg~=, >C< ( C, i s  some constant) i t  
follows: ~= ~ ( f /U/* ' ) ) ,J~I lU~=C ~='I#~--~ O. Now with the 
help of diagonal transference procedure with respect to ~8 it is 

possible to show the validity of (1.8). 

2. 09timal COntrol Problem 

Let us consider now the following optimal control problem 

I/,;ffv) % [Jr'.)~ s,p (x': x/t,)). } 
(2.1) 

u ( , )  ~: W (2.2) 
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~Uj~j~ are vectors with dimensions/2sms~s~ J 5 .  Functions 
~j~S gd are supposed to be continuous on ~-nx(2~ ~9~i 

is assumedto be restricted. With respect to t these functions are 

assumed to be measurable and uniformly restricted. 

Let a set of ~[~ with values in bounded set V and dense with 

respect to measure in the set of all measurable M[,J (~/~) 6 V~ 
be the set of admissible controls. Suppose also that Lipschitz con- 

dition for the function f with respect to X is fulfilled ~iformly 

with respect to ~6 ~ ~ 6 t. 

The problem (2.1)-(2.3) maybe considered as a special case of 

(t .1)-(1.3) i f ,  for  example, we put ~i=U[;]~ t~=~/g/A~#~a Z)~ 

In this case / ~ ( ~  ~ O  = ~ g~ +~Z {e ]~d~ , where 

1 0 o ~ [~) 6 O, Let conditions (2.3) correspond to the 

restriction (1.)) and~be the set of such sequences [M/~//,)~ 

( M(gJ/Q is measurable; ~{[x~@J 6 V~ ~6 7" ) that the cor- 
responding XI~J[~ in C/~ ~) converges to some A~/,) 

Xr~)(,)_~ x(.). ~ c~(,)j ~ ¢So d ~ (~, s )  l o t  x ( , ) .  
Let (Ul~t[ , jJbe g.s. of the problem (2.1)-(2.~). Designate 

/.c0: ¢o (.r F-o," r + (2 .4 )  
I it]/x/O, e)a~dt)  -~/a~#)- # m # ) ~ d t .  

The n.o.c, in the problem (2.4), (2.1-II), (2.2) has the form (1.6) 

if 

[u ~ V and y,l,) 

(2.5) 

where 

k'~<s~ ("~ <,'s ~) = ~<;<'P //,,<~ ( ~  ~, ~'., e j  .~a- 
tisfies the equations 

dm__g, Zi+z .. <,<.,'/e+,) ¢,  (2.6) 
d~: - ~ # @x : - @ x  ~ , #  " 

/ u  
., designates transposition. This n.o.c, will be called g.m.p. 

For the problem (2.4), (2.1-II) g.m.p, has been proved in /2/. 
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T:he fulfilment of (1.7) follows from the boundedness of V • 

Now the following theorem is a simple consequence of theorem I. 

Let ~he0rem 2(g.m.p. of the problem (2.fl)-(2.3)). ~/,4[k'l{"]j 
be g.s. of (2.1)-(2.3). Then there exist sequences l~(~g/,}~ 

/ 4  t*,[.j ~ C ( 4  ~ 7") f o r  wh ich  

d - ..:.<',<~..~l,,'J_,, ',r ''''<' "'<"Q<"<"~ d r  ( i t ( ~  ., y...> ~,1 - H ( .  . y ,  _, ) )  - ~  o., (~.7) 
7" 

fz<j 1 .,c ii g f~; - u "~ '~(7: ) l leJtc  ~ 0 . ,  (~ .~)  
T 

i~ k-~ oc an~ ~ <"<?',L, P "J s~tisfy the eq.~tions 

~n (~.?) >/(x. ~ # ,  t )  : V-" f ,"~ ~'. ~ j .  (~.~2) 

4 (~J~/&f L/A/f:) being normed the following theorem immediately fol- 

lows from theorem 2. 

Theorem ~. Let ~(~ (Wi(,} I be g.s. of the problem (2,1)-(2.3) 
and X t ' / " l i ~  X',/,) . Then there exist / /Oj ~ ,  iAAf',,, / ( / t  o >~0~ 

6 R ~ /~d (~= ~) is a nonnegative measure concentrated on 
the set ~. ~6 ~ ~c (X/~Jj tJ-- O~ ) for which 

Y" 'J  L" • 3 (~7(-rD y ~ ) n'(~; F'";~" l~-J 
T 

5 
A0 + Ii,111 + .,r Z_  d.A/~ t ' t ) >  o (~.~.) 

T o - t  
[/<Y/'J satisfies (2.qQ-I) (with transposition ~4 (l~j., X(')) where 

and 

(2.15) 
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The theorem similar to theorem 3 has been proved in /6 /  
(aualogous theorem with the replacement of~ asymptotical equality 

(2.13) by the precise o~e is valid for classical solutions of the 

problem (2.1)-(2.3) /71 and for stationary g.s., the last assertion 

being a simple corollary of theorem }). 

Let us emphasize that m.o.c, of theorem } are weaker than 

those of theorem 2 (see the example given below). 

3. Li~ea~ state variable problem 

Let 

In this case g.m.p, gives also sufficient optimal condition. 

~heorem 4. Suppose ~"<%JL ?~t~'L t ~ J ~ ) ~  satisf~g (2.7 )- 
(2.12) exist for  a given ~Ut"6)~,Then"'-- # #I~5 ~ i s  the g.s. Of the 
problem (2.1)-(2.3) • 

Proof (sketch). Let ~f~$j be a g.s. of (2.1-II), (2.2), (2.3). 

Without decreasing the gemerality of the results it is possible ~o 

assume that 

K'-~ co f 
fqs S , ~ aud ~ are linear with respect to X it is valid (see /2,~/) 

•hat (3.3) 

d . .  . . . .  : #+s .,. <'~s o-. ( i<7 .,. t K s  "- ( ~ s  .. , <.<~. ~., ~' .  ~J . - t l / x ' ; ' ¢ . ' ,  ~+'['~se))~-t 

r 
From (2.9), (3.2)-(3.~) " follows the assertion of the theorem. 

(~ .~) 
l u i ~ 4 ~ # ( ~  #) - - { t -  ~).,r_z o. 

Here =(" i -  d,)i~ 0 /'/fX) ~ U_, ~,)= ~"d-l" and (2.13),(2.1~) 
are valid for every ~(,}satisfying the co~ditio~ ~ =0 (with ~o = 

A : o, /~{~J--~{~-~ ). ~t g.m.p, is valid o~ for the opti- 

m~ #() 
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@. Generalized Duality Theorem 

Different results concerniag g.d.th, for mathematical program- 

mlug problem have been obtained by Golsteiu /8/. However it is inte- 

restimg to ~ow that for the problem (2.1)-(2.3), (3.1) g.d.th, is 

a very simple corollary of ~.m.p. 

Theorem @. Let / , # , ~6 satisfy (3.1) sad (see (3.~)) 

Then f = ' :  : 7"" : " : 'L f  ) - C" f : : ' 4  . ' . ' : , ' )  -- / (~ '~ 

~roof. L./~ :~.:~),)I)~ Z : [  ~'*':.:]j. so : ~ Z 
Let 7/4 ~"~<I }~ <X'/X (A'I/.)~ , / :2 :"2 :'/j~ be those given i= 
theorem 2. From (~.~) ( fo r  an a r b i t r a r y  ~°~/:2~ ~ ), (2.7) and 

- Z A , , ~ , ,  <, ( ~  : ' ) )  ~ o_, 
Z., : ,~.. , ,., ( u r. s) ~ " ~: . -Z ( u :V) -~- ~_, x ->- ~ so 

Theorem ~- makes it possible to ~et solution algorithms for 

the problem (2.1)-(2o3), (.5.1). 
The author is grateful to A.V.Finkelstein for some useful re- 

marks concexmi~g parts 2 and 3 of this work. 
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