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Introduction

If I were to ask the average English~speaking adult to name an animal, or a yellow
fruit, or a flower beginning with the letter D", he would oxdinarily be able to give me a
correct answer in less than a few seconds. Producing a piece of information that one has
learned some time ago and knows very well requires very little effort indeed. Butf, how do
we do it? By what process do we reach into the huge store of information in memory and
produce a response that is appropriate to a given question, There is no doubt that we are
very good at doing this, but at the moment we konow relatively little about how we do it.

Although it is too early to provide defails of the retrieval mechanism, we can make
certain general distinctions among possible types of processes. For example, we can clas-
sify processes of memory-access in terms of the extent fo which they involve successive as
opposed to simultaneous consulting of the memory store. This basic distinction has many
important consequences: one of them concerns the effect of size of the array to be searched
on searching time. To the extent that the retrieval process involves successive consultation
of the memory store, retrieval time should be a function of the member of items in the array
to be searched. Conversely, to the extent that simultaneous consultation (or "parallel
processing’) is involved, retrieval time should be relatively unaffected by the number of

items in the array.

Previous Research

In most of the earlier research dealing with the effect of array or category size on
retrieval time, subjects have been given a recognition or identification task. Typically they
must decide whether a given instance is a member of a particular array, class or category.
Most of this work has dealt with relatively small, newly learned categories that are typically
defined solely by an enumeration of instances (e.g., Neisser, 1963; Pollack, 1963; Rabbitt,
1959; Sternberg, 1966). For example, Sternberg{1966) gave subjects a group of digits {e.g.,
4, 8, 3, 5) and asked them whether another digit (e.g., 3) was a member of that set. This
research on "short-term memory” has generally found response time for both positive and
negative instances to be a direct function of the size of the category. This result has been
interpreted as evidence for the existence of a successive and perhaps even exhaustive scan-
ning process for retrieval from shori~term memory.

What happens when larger and better-learned categories are used? For example,

suppose we ask a subject to decide whether a "dog'" is an "animal”? Landauer and Freedman
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(1968) found that subjects took longer to decide that an item was not a member of a large
category than to decide that it was not a member of a small category., For example, it took
longer to decide that a "desk was not an 'animal’ than to decide that it was not a ""dog".
There was a slight, but nonsignificant, difference in decision times for the positive instances.
Collins and Quillian (1969) and Meyer (1970), using somewhat different procedures, also
report that retrieval takes longer for larger categories.

Although Landauer and Freedman, Collins and Quillian, and Meyer all find an effect
of category size, the effect is very small relative to the size of the categories used. For
example, Landauer and Freedman report that the correct identification of negative instances
took 53 msec. longer for large than for small categories. Given the relative size of the
arrays to be searched, in order for such small differences to be caused by the additional
time it takes to scan the larger categories, the successive scanning would have to be enor-
mously rapid, on the order of 1,000 words per sec., which seems improbable. The authors
accordingly conclude that the small differences should probably not be interpreted as evidence
for the existence of a successive scanning process. Thus, previous research has shown
some effect of category size on retrieval from semantic memory, but it has generally not
been interpreted in terms of successive processing. On the contrary, the differences are so
small that they seem to argue for a mechanism congisting largely if not entirely of parallel

processing of some sort.

The Original Experiment

In 1969 I conducted an experiment on this problem in collaboration with Jonathan
Freedman at Stanford University. Since subsequent experiments have used 2 semilar meth-
odology, and have in general been designed to test a model of retrieval that we proposed in
the publication growing out of that research {Freedman and Loftus, 1971), it is appropriate
to describe the original experiment in some detail.

The experiment was designed to provide more information about the retrieval
mechanism with particular emphasis on the question of the extent to which successive proces-
sing is involved, One major departure from previous work is that rather than study identifi-
cation time as had been done before, this experiment concerned the speed with which a sub~
ject could actually produce a word himself. Instead of giving him a stimulus and asking him
to decide whether it was a member of a category, he was given a category and asked to pro-
duce a member of it. The identification procedure has been used in the past largely because
it is simple, convenient and yet obviously involves the retrieval of information from the
memory store. The production procedure is more complicated and less convenient because
in a sense it involves a higher level of retrieval —the individual must not only reach into the

store and find information relating to a stimulus, he must actually produce an item from that
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store. Despite its difficulties, the use of this procedure seemed to be justified because it is
an important form of retrieval and provides additional information about the retrieval process

The basic procedure was to present the subject with a stimulus consisting of a noun
category paired with either a letter or an adjective, and ask him to provide a word that be-
longed in the overlap defined by the pair, For example, subjects who were presented with
the pair "fruit-P' might say "peach, "pear', or 'plum', among other possibilities. A
correct response would be any word beginning with ""P" that names a kind of fruit. Responses
such as "apple! or '""pony" would be incorrect.

As described above, the main focus of the study was on the extent to which the
retrieval mechanism involved successive scanning. The effect of size of the array to be
searched on retrieval fime was an indication of the presence or absence of successive proces~
sing. The effect of array size was investigated by selecting many noun categories thaf ranged
in size from very small (e.g., seasons, gems) to extremely large {(words, first names).

Another consequence of successive processing concerns the effect of the array defined
by the overlap of the noun category with the adjective or letter restrictor, or equivalently,
the number of possible correct responses. The size of the overlap varied from a minimum
of one ("animal-Z", with "zebra” being the only correct response in most people's memory
store) to very large ("first name-J", with dozens of names being possible responses). To
the extent that successive scanning plays a role in retrieval, it seems likely that the larger
the number of possible responses, the sooner a subject will find and produce one.

The study thus provides two ways of assessing the extent to which succesgsive scanning
occurs in the refrieval process: the effect of size of the category on reaction time and the

effect of overlap of the category and modifier on reaction time,

Method

Forty subjects were individually {old that we were conducting a study of how memory
worked, that they would see items consisting of categories and either adjectives or letters,
and that they should respond with a word that was an appropriate member of the category.
They were given examples, and told to respond as quickly as possible, but to aveid errors.

During the experiment, the subject sat in front of a screen in which was a window
covered by half-silvered glass. An index card containing the stimulus was placed in a dark
enclosure behind the mirror and was presented by illuminating the enclosure. A microphone
was placed in front of the subject and he responded by speaking into it.

A trial consisted of the following, As a card with the item printed in large type was
placed in the darkened enclosure behind the half-silvered mirror, the experimenter said
"Ready'', and pressed a button that illuminated the first member of the stimulus pair. After

an interval of at least .5 sec., the second member of the stimulus pair was automatically
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illuminated, and simultaneously an electric timer with a DC clutch was started. The sub-
ject's verbal response activated a voice key that stopped the clock and terminated the trial.
Each subject received a random sequence of 96 stimuli with the category preceding the

restrictor on half the trials and following it on the other half.

Results

The two results that bear on the successive scanning issue as as follows.
1) There was a nonsignificant correlation of -.22 between category size and reaction time.
Thus, contrary to expectations from a successive scanning model, the amount of time to re~
trieve a word from a large category is not greater than for a small category—rather there is
little relationship between size and latency and what there is indicates that larger categories
take less time than small categories.
2) There was a nonsignificant correlation of .02 between the number of possible correct
responses and reaction time, also contrary to expectations from a successive scanning model.

Although size of category and overlap do not affect reaction time, other variables do.
1} Recall that each stimulus consisted of a noun and either a letter or an adjective; and that
the noun came either first or second. Reaction time was significantly faster when the noun
came first rather than second (1.87 vs. 2.12 sec.). Reaction time was also significantly fas-
ter when the stimulus included an adjective rather than a lefter (1.84 vs. 2.15 sec.).
2) A second variable involves the frequency in English of the possible correct responses.
Specifically the frequency in English of the one correct response that had the highest such fre-
quency was related to reaction time. Stimuli that have higher frequency responses tend to
have faster reaction times. This finding is a further demonstration of the frequency-~reaction
time relationship found by Marbe quite long ago (Thumb and Marbe, 1901; cited in Woodworth
and Schlosberg, 1954).
3} Another important variable involves the likelihood that a particular response will be given
when subjects are asked to name words that fif a particular category. We call this the "domi-
nance' of a response within a category. Rather than the frequency iu the English language in
general, ""dominance" refers to the frequency with which a word is given as an example of a
category. Information on dominance was obtained from Battig and Montague (1969). It is
clear that high dominance produces faster reaction times, Within the "fruit" category, for
example, "apple’" is more dominant than "lemon"; thus there is a tendeuncy to respond fo

ruit-A" more quickly than to fruit~L",

Discussion
The major focus of this study was the question of whether the process of retrieval from

semantic memory involved successive scanning fo any appreciable extent. To the degree that
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successive scanning of items in the memory store occurs, reaction time should be longer
when more items have to be scanned. When a subject is asked to produce an item from an
array or category, the larger the category, the longer the reaction time should be. Thus, if
reaction times are longer for larger categories, it suggests that successive scanning is
occurring; if reaction times are not longer for larger categories, it suggests that successive
scanning is not occurring. The present study did not find a positive relationship between
category size and reaction time. Furthermore, to the extent that successive scanning plays
a role in refrieval, reaction time should be shorter when there are a large number of pog~
gible correct responses (the more correct responses, the easier it should be to find one).
The present study did not find a negative relationship between the number of possible correct
responses and reaction time. Thus, all of the evidence indicates that the process of retrieval
involves little or no successive scanning of the memory store.

We might mention af this point that the items being retrieved were extremely well-
learned. It may well be that with relatively obscure items, or with easy items that for some
reason are not found quickly, a subject eventually resorts to successive scanning. However,
it appears that with these overly-learned items, the normal, successful process of retrieval

does not involve successive scanning of the memory store.

A Retrieval Model

If the retrieval process does not involve successive scanning, of what does it consist?
One model that appears to fit much of the data involves a hierarchical organization, by which
we mean a system that is divided into a number of interconnected subsystems, each of the
latter being hierarchical itself, Specifically, our basic conception is that of a memory organ-
ized into a complex hierarchy composed of categories {e.g., animals) with subsets of each
(e.g., birds, dogs) and supersets (e.g., living things). The search process need not begin
at the top and work down until the appropriate subset is found (as suggested, for example, by
Green, et al., 1963 and Lindsay, 1963). Rather, each category heads its own hierarchy that
can be entered directly, Thus, to find a bird the category ""birds" is entered; to find an ani-
mal, the category "animals" is entered; and soon.

In order to explain the lack of effect of category size, additional assumptions are
necessary. Within each category it seems likely that a variety of subsets exist. Some are
noun categories that are specialized members of the larger set (e.g., birds and dogs are
subsets of animals). Some are clusters of words that are highly associated for any of a num-~
ber of reasons, They may have qualities in common (e.g., all begin with the letter "S" or
all have long names or all rhyme). They may be associated with each other in the individual's
experience (e.g., all be animals in the Pooh books). These clusters are probably more

idiosyncratic than the main, noun categories, but are somewhat consistent acfoss individuals.
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And finally, under each category is an undifferentiated enumeration of exemplars., Within all
subsets, clusters and the enumeration, the instances will be listed in a more or less constant
order, according to their frequency in the language or dominance in the category.

Using this as a general model, we can begin to describe how a person manages the
task that he has been given inthe above experiment. He must, for example, find a fruit be~
ginning with the letter "P'", It seems reasonable to assume that the process of retrieval has
at least two major steps: 1) entering an appropriate category—"fruits"; and 2} finding an
appropriate member of that category—"peach” (plus, of course, the time required to pro-
duce the response verbally). These two steps may each be divided into substeps, but for the
moment we have no information on that.

It can be seen that nothing in the model would imply that retrieval would take longer
for larger categories., Step 1 is assumed to be equally easy for large and small categories,
since the particular category is entered directly, Similarly, but somewhat less obviously,
step 2 need not be affected by category size. The crucial problem is finding an instance of
the category that fits the restriction imposed. Once the category is entered, the next step
{presumably a substep) is to find an appropriate cluster of items. Under fruit, a cluster of
"fruits beginning with P" exists, is entered, and the fivst entry is read out. If instead the
task were to find a gem whose color was green, the smaller set "gems' would be entered
directly, the subset "green gems” found and the first entry read out, And to find "Noun~Y",
a huge set with a huge subset, the same process is repeated. In all cases, it consists of
finding a main set and a subset, and does not involve searching through an array of instances,

This model of the retrieval process accounts for the lack of effect of category size,
and, it seems to us, is quite plausible. The one implausibility is the notion that so many
clusters exist. It seems unlikely that every category coutains separate clusters for each
letter and adjective. However, there are two arguments in favor of the existence of such
clusters. First, when a subject is asked to name several fruits beginning with a particular
letter, he has liftle difficulty in producing many correct responses, very rapidly (if, in fact,
many common responses exist). That is, he does not say ""peach’, pause and then say ''pear”,
pause and then say "plum”. The typical pattern we have found in informal testing is a spurt
of several responses, perhaps followed by a pause and then several more responses, ete.
This suggests that these words are clustered in some sort of functional relationship. The
second argument in favor of the existence of clusters is that when multidimensional scaling
and clustering procedures are applied to category retrieval data, certain category members
that have qualities in common tend to cluster together {Shepard, 1972).

In this model, we have made the assumption that the memory store is organized

primarily into noun categories. It almost certainly includes groups of items that have quali-
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ties in common {e.g., warm, red, etc.) and may even have groups that have initial letters

in common {e. g., 2all words starting with P). In fact, we can handle the fact that retrieval
time is faster when a noun is paired with an adjective rather than a letter by postulating that
the main clusters are items that have qualities in common and within these clusters are
groupings of items that have initial letters in common. The major, useful organization,
however, is thought to be in terms of noun groupings. The significance of this assumption

is that the first step of the retrieval process would consist of locating and entering the appro-
priate noun category. The present experiment provides some data that are consistent with
this model and that provide an estimate of the duration of the first step in the process.

Fach stimulus pair was presented with the noun either first or second. When the noun
comes second, the total retrieval process begins only after its presentation, When the noun
comes first, step 1 can be begun before the second half of the pair, any difference due to
order can be assumed to be caused by that part of the process that is completed before the
second half is shown. Thus, the difference between noun first and noun second is an indica~
tion of the existence of step 1 and of its duration.

When nouns are presented first, the mean reaction time is 1.87 sec., with noun
second it is 2,12 sec. This difference of .25 is quite stable across somewhat different con~
ditions, With noun-~letter pairs, it is .27 sec,; with noun-adjective pairs it is .23 sec.
These data support the idea that step 1 consists of entering the noun category, and suggest
that the duration of step 1 is approximately .25 sec. for the procedure employed here.

To summarize, we have presented a hierarchical storage model, and have proposed
that the retrieval process from semantic memory consists of two distinct steps (entering the
appropriate category and then finding an appropriate member of that category)., This gener~
al model is consistent with the lack of relationship between category size and retrieval time,
and is given some support by the difference in reaction times when the noun is presented first
and second. That difference of . 25 sec. also serves as an indication of the duration of step

1 of the retrieval process.

Experimental Support for the Model

Now let me present some evidence supporting three different aspects of the model.

1) The semantic memory store is organized primarily into noun categories.

The assumption that the major organization is in terms of noun categories has several
important implications. One observable consequence concerns the number of words that a
subject can produce in a given amount of time under various conditions. If we present a noun
category and give a subject, say, one minute to write down any items that belong in the cate-
gory, he should be able to produce more items than if we present him with an adjective and

ask him fo write any items which have the inherent quality of that adjective. According fo the
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model, when a subject is presented with a noun category, he enters that category in his
semantic memory and begins to name members of the category that are stored there, When
he sees an adjective, however, he must still enter the memory store at some noun category,
whereupon he can name members of that category which have the inherent quality of the pre~
sented adjective. When he has names as many members as he can, he must shift to another
category and begin to name items from it. Thus, when presenfed with an adjective fewer
items should be produced for two reasons: (a) The subject must decide which category to
enter first, and this decision takes time, and (b) he must shift from one category to another
whenever he needs to, and shifting takes time

An experiment was designed to determine whether the number of responses given to a
noun is different from the number of respm ses given to an adjective. Two hundred students
were told that they would see stimuli congisting of either a noun or an adjective. If the stim-
ulus were a noun category, they were to write down as many items as they could that be-
longed to that category. For example, subjects who were presented with the stimulus "sea~
food!" might say "oyster', "elam', and "shrimp", among other possibilities. If the stimulus
were an adjective, the subject was to write down as many items as he could that had the in-
herent quality of the adjective. For example, if the stimulus were "hard", the subject might
say "brick", "rock", "wood'", etc. Details about the procedure can be found in Loftus (1972).

The mean number of responses given in one minute to noun stimuli was 12,03 and to
adjective stimull it was 9.15. More detailed analyses of the response protocols indicated
that when the stimulus was a noun, almost all the responses were instances of that noun cate-
gory. However, when the stimulus was an adjective, subjects tended to name a number of
items from one category, shiff to ancther category and name a number of items from that
category, shift again, and sc on. One subject's response protocol to the stimulus "small"
illustrates this tendency: "'rat, mouse, canary, parakeet, toe, finger, eye, ear". This sub-
ject, it can be seen, named two animals, two birds, and four parts of the body., These re-
sults are consistent with a model that describes memory as being organized primarily into
noun categories. Only after a subject has entered a noun category does he find clusters of
items that have qualities in common, In other words, afier completing the first step of the
retrieval process {category entry), the subject may find a cluster of instances to which a
given adjective applies.

The second piece of evidence in support of the assumption that the memory store is
organized primarily into noun categories grew out of a conversation with Allan Collins at a
1971 meeting of the Eastern Verbal Investigator's League. We were discussing the finding

that reaction time is significantly faster when a noun category comes before the adjective or

letter restrictor. This finding is somewhat surprising in view of the fact that English language
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habits favor an adjective-noun order. We talk about a "yellow bird" but never a "bird yellow".
The question arises as to whether there are special adjectives such that reaction time in a
production task would be faster if the adjective preceded the noun. Perhaps if we could find
adjectives that were more clogely related to particular instances than were the superordi-
nates of those instances, a reversal would occur. For example, if ""sour" is more closely
related to "lemon' than is "'fruit”, then perhaps presenting "'sour" first and "fruit" second
would result in a faster "lemon'.

We used the Kent and Rosanoff (1910) norms as one course of adjectives. These
norms are the associations of 1000 subjects to 100 familiar English words., In the Kent and
Rosanoff norms, the listing of responses to "sour' indicates that '"lemon' or '"lemons" is the
second most common response. The only word given more often is ""sweet''. In the Batlig
and Montague (1969) norms, however, the responses to "fruit'" indicate that "lemon" is the
ninth most common response. Thus, in some sense, ''sour" is more closely related to
"lemon" than is "fruit", Even in cases such as these, however, reaction time is shorter
when the noun is presented first. The retrieval model propesed accounts for this fact by
assuming that memory is organized primarily into a complex hierarchy of noun categories

and that the first step of the retrieval process is to enter one of these noun categories.

2. FEach category in the hierarchical organization can be entered directly.

A portion of a hypothetical memory structure might consists of ""living thing' with
"animal" and "vegetable as subsets of it, the superset "bird" and "snake" as subsets of
"animal’, and "canary” and ""robin" as instances of the subset "'bird". Suppose for a moment
that a category name cannot be located directly, but must be found by beginning at the top of
the semantic hierarchy and searching dow ward through the hierarchy, It follows that the
time required to retrieve an instance of any category should reflect the number of supersetls
through which the subject must move before finding the appropriate category. Thus, we
would expect the time taken to retrieve an instance of the category "bird' to be greater than
the time to retrieve an animal, because the subject must move through at least one exira
superset to locate the category ""bird". Note that we have operationally described the hier-
arachy by assuming that, for a superordinate-subordinate pair of categories such as animal-
bird, the superordinate (which includes everything that belongs in the subordinate category)
will be higher on the hierarchy. For any superordinate-subordinate pair, then, retrieving
an instance of the superordinate category should take less time, according the view that
each category cannot be locate directly.

Alternatively, suppose that when a search process begins with a particular category
name, thatname is directly accessible by some central processor, instead of being acces~

sible only via a search along a hierarchical path. In this case, there is no reason to expect
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any difference in the time tfaken to retrieve an instance of the category "bird"” and the time
taken to retrieve an animal,

We have designed an experiment to determine whether the time required to name an
instance of a category is dependent upon the position of the category in a semantic hierarchy.
In designing the experiment, a central problem was to ensure that categories used could be
classified accurately according to their relative position in the hierarchy. This was accomp-
lished by using pairs of nested categories in which the superordinate category included by
definition everything that belonged in the subordinate category. For example, the category
"beverages' contains all alcoholic beverages, '"'musical instruments' contains all stringed
instruments, and "animals’ contains all birds, In this experiment the subject was presented
with both a superset name (e.g., beverage), and required to give a member of that category,
and a subset name (e.g., alcoholic beverage) and required to give a member of it. This
allowed a direct comparigon of the time taken to produce members of supersets and subsets.
For additional details, see Loftus, et al, (1970).

Subjects took an average of 1.60 sec. to produce a member of a superordinate
category, and 1.49 sec. to produce a member of a subordinate category. This nonsignificant
difference is inconsistent with the view that a search procegs begins at the top of the hier-
archy and follows pathways downward through the network. Such a view would predict longer
times for a subset calegory than for a superset category since the subset is located closer to
the bottom of the hierarchy. The present result actually indicates a slight difference in the
opposite direction. These data argue in favor of a model in which each category can be
located directly.

3. The retrieval process consists of two major steps.

In this section, we discuss two experiments that were originally designed to provide
more information as to why some items are responded to quickly while others require a con-
siderably longer response time. For example, subjects take less than 1.00 sec. to name a
color, hut they take nearly twice as long to name a building (Loftus, et al., 1970). If each
category is entered directly, the reason that some categories are less accessible than others
cannot be due to the necessily of searching through more of the hierarchy to reach those
categories,

One possible answer to the question of why the speed of producing instances of some
categories is faster than others is suggested by the effect of word frequency on identification
time. It is well established that reaction times fo identify high frequency words are faster
than for low frequency words (Rubenstein, et al., 1970). This difference in ease of recog-

nition may account for difference in the speed of producing instances of a category.
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Clearly, stimulus recognition is a logically necessary step in production of a response
from memory. In other words, when a subject is asked to name a member of a particular
category, he must "recognize” the stimulus word (in this case, the category name) before he
can find and produce a member of the category. Thus, the production of the response ''peach”
to the stimulus "fruit" depends not only on the existence in memory of a link between ''peach”
and "fruit", but also upon the semantic identification of "fruit' when it is presented. The
recognition or semantic identification of a category name may be equivalent or at least a part
of what we have been calling "category entry" or step 1 of the refrieval process.

If the first step in the retrieval process is indeed recognition of the category name and
if recognition speed is a function of the frequency in the language of that name, then this step
of the process should clearly take longer for categories whose names are low frequency
words. Other things being equal, then, the total time to name a member of a category with
a high-frequency name should be shorter than the time to name a member of a low-frequency
category.

An experiment was conducted in which subjects were presented with a series of
category names, and had to respond with the first word that they could think of belonging to
the category. We will refer to this as Experiment I; more complete details can be found in
Loftus and Freedman (1972), The mean time to produce a member of a category whose name
is a high frequency word was 1.64 sec. and to produce a member of a category whose name
is a low frequency word was 1,89 sec, The difference was highly significant, indicating
clearly that the frequency of the category name is associated with speed of producing an in~
stance of that category., We have suggested that this is due to the greater time required
merely to identify the lower frequency name, The possibility remains, however, that the
frequency of the name also affects the second part of the retrieval process—that part which
occurs after the name has been identified. In other words, once the stimulus has been fully
"recognized”, it may still take longer to name a member of a category with a low frequency
name. A second experiment, which we refer to as Experiment II, was designed to test this
possibility.

In the second experiment, the problem was to design a procedure that would eliminate
differences due to the first (reading and identification) part of the vetrieval process but that
would enable us to measure the speed of the rest of the process {finding and producing the
correct response). The first requirement was met by giving the subject the category name a
full 3 sec. before he had to make any response, Since the first step takes considerably less
than 3 sec. presumably this provided ample time for the subject to read and identify any
category name, and thus eliminated any differences in respm se time due to difference in

reading speed. It was essential at this point to prevent the subject from immediately begin-
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ning the rest of the retrieval process until we in essence told him to start, This was
accomplished by requiring a variety of responses to the category name so that the subject
did not know ahead of time which response he would have to give and accordingly would not
know for which to begin searching. The idea was that under these circumstances the subject
would wait until he was asked for a particular response to begin the appropriate retrieval
process.

The subject was given a category name and was required to answer several questions
about that category. The questions (instructions) were: (a) "first letter”, in which the sub-
ject responded with the first letier of the category name; (b) 'last letter’, in which case the
subject responded with the last letter of the category name; (¢} "length”, in which case the
subject responded with the number of letters in the category; and (d) "member”, in which
case the subject responded with the first word that he could think of that named an object that
belonged in the category. ‘We took precautions to ensure that the subjects would not always
expect to produce a member of any given category. For details the reader is referred to
Loftus and Freedman (1972).

The data of interest were the response times of correct responses to the "member”
question. The mean time to produce a member of a category whose name is high frequency
was 1.48 sec. and to produce a member of a category whose name is low frequency was 1,67
sec., a highly significant difference. Thus even after the subject has had ample time to read
and identify the category than a high frequency category.

What do we make of these results? Recall that in the original experiment, subjects
were presented with a noun category plus a restricting letter or adjective, and produced an
instance of the category which satisfied the restriction imposed. When the category name
was presented first, the mean reaction time was 1. 87 sec.; with the category name presented
second, it was 2,12 sec. The difference of .25 sec. was quite stable across somewhat dif-
ferent conditions, and was taken as evidence that the duration of category entry, or step 1 of
the retrieval process, was approximately .25 sec.

The two experiments just discussed also provide an estimate of the duration of step 1.
In Experiment 1 the mean reaction time was 1. 89 for low frequency categories and 1.64 sec.
for high frequency categories. InExperiment II the corresponding times were 1.67 sec. and
1.48 sec., respectively. Since Experiment I included identification time {(i.e., included cate-
gory entry) while Experiment II did not, the differences in reaction time between the two ex-
periments provide some indication of identification time. For low frequency categories the
difference is .22 sec. (1.89 - 1.67) and for high frequency categories it is . 16 sec. {1.64 -
1.48). As expected, identification or entry of a low frequency category takes longer than for

a high frequency category. The mean for all categories is .19 sec. Thus, although the
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present procedures are quite different from that used in the original experiment and involve
relatively simple (unrestricted) responses, the estimates of the duration of step 1 obtained

in the two papers is quite comparable (.25 sec. vs. .19 sec.).

Conclusion

Our basic conception of human memory is that of a store consisting of a large num~
ber of interconnected and cross-referenced associative and category networks. According
to the model, memory is organized into a complex hierarchy composed of categories (e.g.,
animals) with subsets of each {e.g., birds, dogs) and supersets (e.g., living things), Fur-
thermore, when a search begins with a particular category name, that category can be
entered directly, without first searching through other categories. Thus, to find a bird, the
category "birds’ is entered; to find an animal, the category ""animals" is entered, and so on.
A general model of the retrieval process assumes that the entire process consists of at least
two major steps: (a) entering an appropriate category and (b) finding and producing an
appropriate member of that category.

We have presented the results of several experiments to support various aspects of
the model. Tor example, support for the view that the retrieval process consists of at least
two major steps comes from the reduction in total reaction time obtained when a subject has
already read and "identified'" the category name. This reduction ranges from . 19 to . 25,
depending on the task, and if serves as an indication of the duration of the first step of the
process.

Further development and testing of this model is badly needed. At this point the
model is more like a loose outline than a specific theory., Much more research will be
needed before we can actually translate this outline info a concrete model. Even more re-
search will be necessary before we can build a realistic model that truly describes the char-
acteristics of human memory. One fruitful direction would involve a refined analysis of data
from individual subjects rather than analysis of data averaged across subjects, because the
hierarchical organization surely varies according to individual usage and experience from

subject to subject. We plan to turn to such individual analyses in future work.
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