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Abstract
Control groups are expected to show what happens in the absence of the inter-
vention of interest (negative control) or the effect of an intervention expected to
have an effect (positive control). Although they usually give results we can
anticipate, they are an essential component of all experiments, both in vitro and
in vivo, and fulfil a number of important roles in any experimental design.
Perhaps most importantly they help you understand the influence of variables
that you cannot fully eliminate from your experiment and thus include them in
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your analysis of treatment effects. Because of this it is essential that they are
treated as any other experimental group in terms of subjects, randomisation,
blinding, etc. It also means that in almost all cases, contemporaneous control
groups are required. Historical and baseline control groups serve a slightly
different role and cannot fully replace control groups run as an integral part of
the experiment. When used correctly, a good control group not only validates
your experiment; it provides the basis for evaluating the effect of your treatments.

Keywords
Baseline values · Blinding · Historical controls · Negative control groups ·
Positive control groups · Sham controls · Vehicle

1 What Are Control Groups?

As Donald Rumsfeld famously said about weapons of mass destruction, there are
known knowns, known unknowns and unknown unknowns. This is also true of
experiments. Through good experimental design, we try to eliminate as much as
possible the influence of the first two, the things we know about. The purpose of
the control group is to understand the influence of the third. The term sounds
comforting, as if we have managed to somehow rein in the experiment and submitted
the study to our will. If anything, the opposite is true: the control group is a tacit
acknowledgement, not only of all the things that we can’t control but of those things that
we are not even aware of, the unknown unknowns.

The choice of appropriate control groups is intimately tied to the aims of your
study. To unambiguously demonstrate that your experimental treatment has (or has
not) had an effect in your test system, there needs to be a value against which you can
compare it. A good control group allows you to do this – a bad control group means
you cannot make valid comparisons to evaluate the activity of your test condition
and, even worse, means you may end up drawing invalid conclusions.

Several types of control groups have been described in the literature, including
positive, negative, sham, vehicle and comparative (Johnson and Besselsen 2002).
These can broadly be classed into negative and positive controls. Note that in many
studies these terms are used very loosely and, as Kramer and Font (2017) rightly
point out, a description of what the control group is being used for is better than
a label such as positive or negative which might be misleading. What are generally
referred to as negative controls include vehicle and sham groups and are expected
to show what happens in the absence of the intervention of interest. These controls
are necessary because all studies are open to unexpected effects.

In contrast, positive controls are expected to have an effect. They are used to show that
the study can detect an effect in the desired direction and thus that the experimental
protocol is sensitive to interventions expected to have an effect. They might also be used
to show the magnitude of effect that is possible with an active substance. Positive
controls are in a comparable position to your test treatment: they need a good negative
control to be of any use. Also, just like test treatments, they need to be subject to the same
randomisation and blinding procedures and must be included in the experimental design
and analysis.
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There should also be a distinction between what we could call primary and
secondary controls. Both have a value but in different areas. A primary control is
what we typically think of as a control, i.e. a group that undergoes all experimental
procedures except for the variable being investigated and which are specific to the
experimental question being studied. In contrast, a secondary control, such as
historical control values, could be used to check the conformity of the experiment
or, in the case of baseline data, could be used to verify the homogeneity of the
treatment groups at the start of the experiment. In almost all cases, the presence of a
primary control group is essential to be able draw valid conclusions from the study.

Although this review discusses primarily in vivo experiments, almost all the
points discussed apply equally to in vitro experiments. In fact, in vitro studies
are in the envious position where additional control groups can be added for little
additional cost and usually without invoking the ethical questions that are important
to consider for in vivo studies. In all other ways, in vitro studies require the same
attention to experimental design as in vivo studies as far as blinding, randomisation
and statistical analysis are concerned (Festing 2001). This should also apply to any
negative and positive controls included in the study.

In this brief review, I will only discuss the use of prospective control groups,
which are most appropriate for non-clinical studies. Retrospective controls, which
are often used in epidemiological clinical studies, to study such things as drug use
during pregnancy, substance abuse etc., and where a randomised clinical trial would
be unethical (e.g. Andrade 2017; Szekér et al. 2017), raise other issues which are
not particularly relevant to non-clinical studies and which will not be discussed here.

2 Basic Considerations for Control Groups

2.1 Attribution of Animals to Control Groups

Correct randomisation to avoid bias is a basic but essential part of any experimental
design (see chapter “Blinding and Randomization”) that applies equally to control
groups. Control groups should be treated like any other experimental group within
an experiment. Subjects for the control groups must come from the same population
as the other groups so that the experiment is carried out on a homogenous popula-
tion. This means that normally they should not be historical values nor baseline
values. As we will see below, there are specific circumstances where this is either not
possible or where some flexibility is permitted.

2.2 What Group Size for Control Groups?

As discussed elsewhere (see chapter “Building Robustness into Translational
Research”), it is fundamentally important that your experiment be adequately
powered. But does changing the relative sizes of individual groups in an experiment
affect our ability to detect an effect? The majority of nonclinical studies use similar
group sizes for all treatment groups, including controls, and there are articles on
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experimental design that present only this option (e.g. Haimez 2002; Aban and
George 2015; Singh et al. 2016). Bate and Karp (2014) have looked more closely at
the question of relative group sizes, and they show that the traditional, balanced
approach is indeed the best experimental design when all pairwise comparisons are
planned. However, when the planned comparisons are of several treatment groups
with a single control group, there is a small gain in sensitivity by having relatively
more animals in the control group. For example, in an experiment with 30 subjects
divided into 4 treatment groups and 1 control group, the power to detect a given
effect size is between 2 and 5% greater if there are 10 subjects in the control group
and 5 in each treatment group as compared to 5 equal groups of 6. By contrast, if the
treatment groups are increased in size relative to the control group (for the same total
number of subjects per experiment), there is a marked loss of power which can be
25% lower in some worst-case scenarios. It is therefore clear that the control group
should never have fewer subjects than the treatment groups.

It can sometimes be tempting to add a second experiment to increase the n values
or to expand the dose-range of the treatment being tested. The practice of combining
experiments is relatively widespread but not always apparent from the data presen-
tation. Combining data sets from two studies having identical treatment groups
is particularly hard to spot and unless it is a part of the original experimental
design should be considered a form of p-hacking (Simmons et al. 2011; Head
et al. 2015), a practice where data is manipulated until it reaches significance.
Somewhat easier to spot, but more dangerous, is the combining of experiments
involving different experimental groups. This issue is highlighted by Lew (2008)
who shows that incorrect conclusions can be drawn if the individual experiments are
not analysed separately. An example of this is shown in Fig. 1a. Another issue with
combining data from different experiments is the possibility of misinterpretation due
to Simpson’s paradox (Ameringer et al. 2009). In this case the combination of
studies leads to a different conclusion to that drawn from the individual component
studies analysed separately (Fig. 1b). Simpson’s paradox is caused by the unequal
distribution of a confounding variable between the different experiments and is often
a consequence of unequal group sizes. There are few, if any, published examples
from non-clinical work, but it has been highlighted as an issue in clinical trials, as
in the example for the antidiabetic drug rosiglitazone described by Rucker and
Schumacher (2008) where they describe a meta-analysis of several studies which
reached the opposite conclusion to each individual study. Another example
concerning the effectiveness of two treatments for kidney stones is presented by
Julious and Mullee (1994).

Ultimately, the biggest issue with combining experiments and so inflating the
n value for the control group is the same as for using historical controls (see below):
it removes one of the fundamental reasons for including a control group, namely, the
control of unknown variables affecting a particular study. If the number of animals
in the control group is different from the treated group (as in the example described
by Lew 2008) or if the df of the ANOVA do not correspond to equal groups sizes,
this should be suspected. Unfortunately, I can use an example from my work where
two experiments were combined to broaden the dose range, as seen with the second
graph in Figure 2 of Moser and Sanger (1999). The graph shows five doses of
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pindolol tested in the forced swim test, but combines two experiments evaluating
four doses each. In our defence, we clearly mentioned this, both in the methods
and in the figure legend, and we compared the two experiments statistically for
homogeneity. In retrospect, however, it would have been better to present the two
experiments in separate graphs (or at least as two separate data sets on the same
graph) with separate statistical analyses. Transparency in such cases is always the
better option when there is nothing to hide.

2.3 Controls and Blinding

Blinding is an essential part of any experiment (see chapter “Blinding and Randomi-
zation”) and must equally apply to all control groups. If you know a particular
animal has received a control substance, then you will be at risk of biasing that
animal’s data. This was demonstrated in a study at Pfizer by Machin et al. (2009)

Fig. 1 Misinterpretation of experimental outcome that results from combining data from two
separate experiments where the control values differ. Panel a shows two experiments (mean � SD,
n¼ 6) where the two treatment doses do not differ from vehicle (t-test), whereas the combined data
set (now with n ¼ 12 for the vehicle group) results in a significant biphasic effect (both doses
p < 0.05 vs vehicle, Dunnett’s test). Panel b shows two experiments correlating changes in body
temperature with plasma levels of drug. In each experiment the drug shows a weak tendency to
increase body temperature. However, when they are combined, the drug appears to have the
opposite effect, to reduce body temperature. This is an example of Simpson’s paradox. Although
both sets of figures were constructed from simulated data, they highlight the importance of
analysing separate experiments separately
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who showed that carrying out an experiment blinded greatly increased the variability
of the control group in a study of neuropathic pain where tactile analgesia was
evaluated using von Frey filaments (Fig. 2). Although the effect of the positive
control, gabapentin, appears similar in the two conditions, bear in mind that this is
largely because of a ceiling effect and does not mean that the positive control group
suffers less from such bias. Indeed, in their abstract Machin et al. (2009) state that
typical values in non-lesioned animals are around 8 g, so it is possible that carrying
out the study unblinded has exaggerated the effect of the positive control. Holman
et al. (2015) have studied the effect of blinding on effect size and shown that over
83 studies, the effect of blinding is to reduce, in some cases quite dramatically,
Hedges’s g (i.e. the difference between positive and negative control means divided
by the pooled standard deviation). Their review underlines the importance of
applying blinding to all experimental groups in a study.

3 Primary Controls

3.1 Choosing Appropriate Control Treatments: Not All Negative
Controls Are Equal

By definition, we expect a positive control to produce an effect in our test, but a
negative control to be essentially indistinguishable from vehicle. Indeed, vehicle
is often the negative control most people use. I would argue that a vehicle group is
not strictly a negative control group but more an evaluation of the baseline against

Fig. 2 Paw withdrawal
threshold measured using von
Frey filaments in the tibial
nerve transection model of
neuropathic pain. Vehicle
pretreatment is compared with
gabapentin (100 mg/kg PO)
under unblinded and blinded
conditions (�: p < 0.001
Mann-Whitney U-test; n¼ 6).
The data shown are median
values; the bar indicates the
range. Graph drawn from data
presented in Machin et al.
(2009)
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which to judge the effects of other control groups and treatments. It is there to
evaluate the effects of things you cannot fully control or interventions you cannot
avoid such as animal handling for substance administration, housing conditions, etc.
One reason this neutral control cannot strictly speaking be a negative control is that
other experimental variables may interact with those unavoidable interventions.

There are some documented examples of this. For example, it has been shown that
elements of the surgical procedure necessary for implanting intracerebroventricular
cannulae in rats were sufficient to change the behavioural response resulting from an
interaction between calcium antagonists and physostigmine (Bourson andMoser 1989).
These experiments showed that the potentiation of physostigmine-induced yawning
by nifedipine was abolished by sham-lesioning procedures in rats, whereas the nifedi-
pine potentiation of apomorphine-induced yawning was unaffected. The study also
demonstrated that the presurgical drug treatment (i.e. desmethylimipramine and pento-
barbital) or 7 days isolation was alone sufficient to reduce the yawning response to
physostigmine and abolish its potentiation by nifedipine.

3.2 Vehicle Controls

These appear to be the simplest of control groups – simple administration of
the vehicle used to formulate your test substance under the same conditions
(pretreatment time, volume, concentration, etc.). This apparent simplicity can
make it easy to overlook many of the issues surrounding the choice of vehicle.
Much of the data we have for effects of vehicles has come from toxicology studies
where control animals might receive the vehicle for up to 2 years in the case of
carcinogenicity studies. Under these circumstances the tolerability and long-term
toxicity of the vehicle are the main concerns, and there are several publications
indicating the maximum tolerated doses of a wide range of potential vehicles
(ten Tije et al. 2003; Gad et al. 2006). However, while these concentrations may
be tolerated, that does not mean they are without behavioural effects. Castro et al.
(1995) examined the effects of several commonly used vehicles on locomotion in
mice and found marked effects of Tween, DMSO and ethanol-containing vehicles
at levels well below those indicated by Gad et al. (2006) as being well-tolerated.
Matheus et al. (1997) looked at the effects of Tween, propylene glycol and DMSO
on elevated plus-maze behaviour in rats following their injection into the dorsal
periaqueductal grey. Interestingly, whereas Castro et al. (1995) found DMSO to
reduce locomotion, Matheus et al. (1997) found it to increase arm entries. DMSO,
at concentrations above 15%, has also been found to modify sleep architecture in
rats (Cavas et al. 2005).

Food reward is widely used as a motivating factor in many behavioural studies,
particularly those studying operant behaviour. Modifying feeding conditions to
modulate motivation has been shown to affect response rate in an operant discrimi-
nation task (Lotfizadeh et al. 2012), and it would therefore be expected that the use
of high-calorie vehicles such as oils could have a similar effect. Although there
do not appear to be any published examples of this, it is something I have observed
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in rats trained on a delayed match to position task. The use of an oil vehicle almost
completely abolished responding (Moser unpublished observation) although we did
not establish if this was due to the high-calorie content of the vehicle or the effects
of indigestion after a large volume of oil administered directly into the stomach.

In addition to intrinsic behavioural effects, many of these vehicles also interfere
with the pharmacokinetics of the drugs being tested. ten Tije et al. (2003) have
reviewed clinical and non-clinical effects of vehicles on the pharmacokinetics of
co-administered chemotherapy agents, and Kim et al. (2007) have reported marked
effects of vehicles on the ADME properties of the insecticide deltamethrin in rats.
Some of the more striking examples include a 16-fold increase in danazol bioavail-
ability in dogs when formulated in Tween 80 compared to a commercial formulation
(Erlich et al. 1999) and up to a 40% decrease in the blood/plasma ratio for paclitaxel
when formulated in cremephor EL (Loos et al. 2002).

3.3 Sham Controls

The term sham control is usually employed when it is considered that there is a part
of the experimental protocol that we expect to have an impact on the outcome.
Although it could be argued that the handling and injection procedure associated
with administration of a drug vehicle could be expected to have some effect, the term
sham control is usually applied when there is a surgical intervention of some sort.
If, for example, the experiment involves a chemical lesion of the brain, the sham
controls will undergo a similar surgical procedure without injection of the toxin, but
including anesthesia, placement in a stereotaxic frame, incision of the scalp, trepa-
nation, lowering of a dummy cannula into the brain (this is often omitted), suturing
of the wound and appropriate postsurgical care. If the intervention is the surgical
removal of tissue, then the sham control animals will be anesthetized and opened
but without internal intervention and then sutured and given the same postsurgical
care as the lesion group. Such groups are essential, as the anesthesia and postsurgical
pain can be very stressful to laboratory animals (Hüske et al. 2016). In addition,
anesthesia has also been shown to induce long-lasting effects on memory in rats
(Culley et al. 2003). As part of a study to understand the processes involved in liver
regeneration, Werner et al. (2014) reported on the effects of sham surgery procedures
and anesthesia on the expression pattern of microRNAs in rat liver as compared
to partial hepatectomy. They found 49 microRNAs modified by hepatectomy and
45 modified by sham laparotomy, with 10 microRNAs showing similar changes
after both real and sham surgery. Anesthesia alone had much less effect, with only
one microRNA changing in the same direction as surgery. The impact of sham
surgery has also been highlighted by Cole et al. (2011) who compared the effects of
standard sham procedures used in research on traumatic brain injury (craniotomy
by drill or manual trepanation) with the effects of anesthesia alone. They found that
the traditional sham control induced significant pro-inflammatory, morphological
and behavioural changes and that these could confound interpretation in brain injury
models.
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3.4 Non-neutral Control Groups

Many experimental designs require more than one control group. There are many
situations that require a neutral control group (sham, untreated etc.), a group
undergoing an intervention (drug challenge, lesion etc.) and a positive control or
comparator group (a treatment known to reverse the effects of the intervention – see
below). Comparison of the neutral control with the intervention control shows
that the intervention has had an effect – and the intervention group then becomes
the point of comparison for treatments aimed at reversing its effects. This could
be the effect of a lesion on behaviour (e.g. Hogg et al. 1998), a drug challenge such
as amphetamine to increase locomotion (e.g. Moser et al. 1995) or an environmental
change such as housing conditions, diet, light cycle, etc. (e.g. He et al. 2010). It is
important to be able to demonstrate that this intervention has produced a reliable
change compared to the neutral baseline or, in some cases, to a sham control. As
discussed above, these controls are no longer neutral, and only through appropriate
preliminary experiments can you determine how much these interventions (sham
or non-sham) interfere with the primary purpose of your study. Such preliminary
experiments ultimately help to reduce animal numbers as otherwise it might be
necessary to include neutral, sham and intervention controls in every experiment
instead of just sham and intervention. The number of times you expect to use
a particular experimental design should help guide you to the optimal solution for
limiting animal use.

3.5 Controls for Mutant, Transgenic and Knockout Animals

This is a vast topic that deserves a full review to itself (see chapter “Genetic Background
and Sex: Impact of Generalizability of Research Findings in Pharmacology Studies”)
and will only be covered superficially here. The use of mutant animals is increasing
compared to non-genetically altered animals (e.g. UK Home Office statistics, 2017:
https://www.gov.uk/government/statistics/statistics-of-scientific-procedures-on-living-
animals-great-britain-2017), and they raise particular issues relating to the choice of
control groups. If transgenic animals are maintained as a homozygous colony, they will
gradually show genetic drift compared to the original non-modified founder line. The
recommendation is to breed from heterozygotes and use wild-type littermates as
controls for homozygous animals (Holmdahl and Malissen 2012). The alternative,
using animals from the founder strain, is fraught with difficulty due to the multiplication
of strains, as highlighted by Kelmensen (https://www.jax.org/news-and-insights/jax-
blog/2016/june/there-is-no-such-thing-as-a-b6-mouse). Furthermore, background strain
is known to have a major impact on the phenotype of transgenic animals (e.g. Brayton
et al. 2012; Fontaine and Davis 2016). Jackson Laboratories have a page on their
website dedicated to helping researchers choose an appropriate control for transgenic
animals: https://www.jax.org/jax-mice-and-services/customer-support/technical-sup
port/breeding-and-husbandry-support/considerations-for-choosing-controls. The use of
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conditional expression systems, where the mutation can be expressed or not, can greatly
improve the pertinence of control groups in transgenic animals (e.g. Justice et al. 2011).

Use of littermates is not always possible, particularly in the case of inbred mutant
animals such as the spontaneously hypertensive rat (SHR). In the case of SHRs,
the practice is to use the Wistar-Kyoto rat as a normotensive control as it is derived
from the same ancestral Wistar line but its suitability as a control is questioned
(Zhang-James et al. 2013).

4 Positive Controls

Whereas a negative control has the single job of providing a baseline from which to
judge other interventions, positive controls can wear several hats at once. They can
(a) demonstrate that the experimental conditions are sensitive to an active interven-
tion, (b) provide a reference effect-size against which other interventions can be
judged and (c) provide a reference effect in order to judge the conformity of that
particular experiment to historical studies. If your positive control does not differ
from the negative (e.g. vehicle) control group, then you need to study the data before
making any interpretation of the results with novel test substances. Figure 3
illustrates some of the potential outcomes of an experiment with a negative and a
positive control, suggesting how you should interpret the results.

The posiƟve control is 
significantly different from 
the negaƟve (eg vehicle) 
control

The experiment is valid 
and effects of test 
substances can be 
interpreted as negaƟve 
(T1) or posiƟve (T2)

The experiment is not 
valid and effects of test 
substances cannot be 
reliably interpreted

The posiƟve control is not 
significantly different from 
the negaƟve (eg vehicle) 
control

Are there differences in the 
protocol (strain, vehicle etc…) 
compared to historical studies that 
could explain the differences?

Veh Pos T1 T2

* *

*

* The posiƟve control is not 
significantly different from 
the negaƟve (eg vehicle) 
control

The experiment is not 
valid and effects of test 
substances cannot be 
reliably interpreted

Are there differences in the way the 
posiƟve control was formulated? 
Is from the same supplier/batch?
Has it been stored correctly?
Is it past its re-analysis date?

Outcome Interpreta on Some ques ons you should askExperiment

Exp 1

Exp 2

Exp 3

Fig. 3 Interpreting results when the positive and negative controls are not significantly different.
The first case, Experiment 1, has a vehicle group (Veh) and a positive control (Pos) that are within
their historical ranges (horizontal light blue and green shaded boxes, respectively). The asterisk
indicates significant difference compared to the vehicle. In Experiments 2 and 3, the positive and
negative controls are outside their expected range. How the effects of the test substances T1 and T2
are interpreted, as well as the questions that should be asked, are different between these scenarios.
This figure is inspired by, and adapted from, an article from PAASP (https://paasp.net/heads-i-win-
tails-you-lose/)
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Proving that the experimental conditions are sensitive to an active intervention
(typically a clinically active substance) is the main reason for using a positive
control. Just as we do not necessarily know all the variables that can affect the
response in negative control groups, similarly we cannot know all the variables that
affect the response to an intervention we expect to work. Sometimes experiments
just don’t seem to work as we expect. A classic example of this is the effect of noise
on the development of tolerance to benzodiazepines. Normally, chronic treatment
with benzodiazepines results in tolerance developing to their anxiolytic and sedative
effects. However, a series of studies carried out during a period of laboratory
renovation failed to show this effect, and subsequent, more controlled studies
demonstrated that under conditions of noise stress, tolerance developed to the
sedative effects of benzodiazepines but not to their anxiolytic effects (File and
Fernandes 1994).

The second and third uses of positive controls have an element of quality control
about them. During drug development it is often necessary to compare a novel
substance with one that has already demonstrated an effect in the clinic or with the
lead substance of a competitor. This is particularly true when substances with similar
mechanisms of action are being studied. However, some caution should be used with
novel mechanisms of action. Experimental conditions are often ‘optimised’ to detect
known compounds, and this may reduce their ability to detect compounds with
novel mechanisms of activity. Models of anxiety provide some examples of this: all
anxiolytic tests detect benzodiazepines, for many years the only available treatment
for anxiety, but they are typically less responsive to putative anxiolytics with other
mechanisms of action such as 5-HT1A partial agonists (e.g. buspirone), which have
shown positive effects in the clinic but are inconsistent at best in animal models
(e.g. Moser 1989; Moser et al. 1990).

When the positive control does not work as expected, it is important to check
historical values to make sure that it is not the negative control that has produced an
aberrant response. In any such situation, it is important to be clear what we mean by
‘work’. Many drugs can have side-effects which are rate-dependent (e.g. increase
behaviour when activity is low but decrease it when activity is high) which could
mask or enhance another effect (e.g. Sanger and Blackman 1976). Being aware of
such possibilities in a particular experimental set-up can help you better understand
what has really happened in your experiment.

Finally, it is important that all the groups in the experiment are treated equally. By
that I mean they are an integral part of the initial experimental design, subject to the
same blinding and randomisation as other groups and included in the analysis of the
experiment. There can be a temptation to first analyse the positive and negative
controls using a simple two-group test and, if significant, to declare that the experi-
ment has worked. A subsequent multigroup comparison would then analyse the
effects of the test substance against the negative control. Such an analysis is not
comparing the effects of the positive control and the test substance under the same
conditions. This introduces a bias towards declaring experiments to have ‘worked’
(i.e. the positive control is significantly different compared to the negative control)
when a multigroup comparison including all experimental groups might be non-
significant. In some cases where the positive effect might be a unilateral lesion, the
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bias is aggravated by the use of a within-subject test to validate the experiment but a
between subject test to evaluate the test substance. Any such analysis that does not
include all experimental groups together should be viewed with caution.

5 Secondary Controls

5.1 Can Baseline Values Be Used as Control?

Baseline values can be very useful points of comparison, but they are not the same as
controls for a subsequent treatment or intervention. If we consider that controls are
designed to measure the impact of extraneous variables in an experiment, then the
baseline, by definition, cannot control for subsequent changes over time. Many
physiological parameters change over time, such as locomotor activity and body
temperature which show marked circadian variation (e.g. Moser and Redfern 1985).
There are also many other factors which can modify drug effects and which vary
over time, such as activity of metabolising enzymes (Redfern and Moser 1988).

These variations can modify the effects of drugs. This can be demonstrated by a
simple example of measuring body temperature. Rodent body temperature varies
over 24 h, with a trough during the light period and a peak during the dark period.
Depending on when we administered a drug during the day, we might conclude that
it either increased or decreased body temperature when compared against baseline
when, in reality, it has no effect (e.g. Redfern and Moser 1988). The opposite is also
possible: a real effect of the test substance could be masked or enhanced by the
circadian variation when compared against baseline.

Measurement of baseline values is often a first step in making experimental
groups homogeneous. It is essential that the groups be made as identical as possible
using suitable randomisation and the spread of baseline values should not be too
great. Stratified randomisation (e.g. Altman 1999) could be used if there is a wide
range of baseline values but it is very rare that experimental effects will be indepen-
dent of the baseline. Many drug effects are baseline- or rate-dependent such as drug
effects on locomotor activity (e.g. Glick and Milloy 1973), and there is always the
risk of effects being due to regression towards the mean (e.g. Morton and Torgerson
2005).

One common practice that uses baseline as a type of control value is the use of
‘change from baseline’ as the main variable. This can be useful when the underlying
variable has low variance (such as body temperature in untreated animals at a given
time of day) but dangerously confounding when the measure shows large variance
and regression towards the mean (such as locomotor activity in untreated animals at
a given time of day). Analysing original data or the change from baseline measure
can result in different statistical outcomes (e.g. Le Cudennec and Castagné 2014).
Change from baseline might be useful as an exploratory analysis but still needs very
careful interpretation: a repeat measures analysis would probably be an altogether
more satisfactory approach in most circumstances.
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Thus, under very specific conditions, the baseline can be used as a control value.
However, those conditions require that the baseline values be homogenous and with
low variance and that the experiment be carried out over a very short period of time.
This may be very restrictive for many types of study, but, when appropriate, the use
of baseline as control can be a good way to reduce the number of animals used in a
study and increase statistical power (in part due to the necessity for low variation
but also because of the use of within-subject statistics), both ethically desirable.

5.2 Historical Control Values

Like any group in an experiment, the control groups can give a spurious result
simply as a result of randomly selecting data from a population. Differences relative
to this control group could then be interpreted as an effect of treatment in the other
groups when in fact it is the control group that has created the difference. The
frequency of this occurrence can be limited by powering your study correctly, but it
may still happen from time to time. This can be controlled for in experiments that are
carried out frequently, such as screening studies, by comparing your control group
against historical controls.

As the objective of control groups is to provide a contemporaneous point of
comparison for your experimental treatment, it is clear that historical values cannot
fulfill all the functions of a control group. In particular, historical controls cannot
control for the possible impact of those unknown unknowns specific to a given
experiment. Indeed, it has been suggested that historical controls may be responsible
for the unreliable results obtained with some test substances in the SOD-1 model of
ALS (Scott et al. 2008) and Papageorgiou et al. (2017) have also demonstrated
how using historical controls instead of concurrent controls in clinical studies can
introduce bias.

At the same time, historical controls can provide an additional point of compari-
son to provide some validity for the experimental conduct. If your control values
deviate from historical reference values, it allows you to determine if the data may
be unreliable and potentially identify additional, previously unknown, variables that
help you to improve an experimental protocol. Contemporaneous controls are not
designed to provide a ‘true’ value that is somehow independent of the current study
but are there to allow you to evaluate your current study correctly.

However, under certain conditions or if you are prepared to relax some of the
requirements of a true control group and if you have a procedure that is regularly
used, there are situations where historical control values can be better than concur-
rent controls and integrated into your experiment.

One of these situations, which has a relatively long history, is in the context of
toxicology studies. For example, there are rare tumours that can occur spontaneously
in rats at a rate below that which is reliably detectable in any reasonably sized control
group. If such tumours are observed in a treated group, it is possibly only by chance,
but comparison with the control group, in which no such tumours occurred, will not
help determine if this is, or is not, the case. This is a serious issue in toxicology

Out of Control? Managing Baseline Variability in Experimental Studies with. . . 113



testing, and the Society for Toxicologic Pathology set up a Historical Control Data
Working Group to examine the issue in some depth. Their full discussion of the
issues and recommendations for best practice in the case of proliferative lesions in
rodents has been presented by Keenan et al. (2009). It is a similar story for in vitro
toxicity studies, such as the in vitro micronucleus test where historical controls are
regarded as important for evaluating data quality and interpreting potential positive
results, an approach enshrined in the OECD guidelines on genetic toxicology testing
(Lovell et al. 2018).

It has been suggested that for often-repeated studies historical controls could
potentially replace contemporaneous controls (e.g. Festing and Altman 2002).
Kramer and Font (2017) make a strong case for considering historical controls a
replacement for contemporaneous controls and present a number of simulations of
typical conditions showing how they could be effectively used to reduce animal
usage.

6 When Are Control Groups Not Necessary?

The short answer is almost never. However, there may be circumstances where rare
or anecdotal events can be reported as preliminary evidence for an effect. Two well-
known and somewhat tongue-in-cheek examples include the protective effects of
umbrellas against lion attacks (Anderson 1991) and parachute use to prevent injury
when falling (Smith and Pell 2003). Despite their humorous approach, both papers
make serious points, and the latter has been extensively cited as presenting a
situation analogous to some medical practices, in which the benefits of a treatment
are so obvious that they do not need testing. However, a recent analysis has found
that this analogy is frequently false: when actually evaluated in randomised con-
trolled clinical trials, only a modest proportion (27%) of such ‘obvious’ findings
showed a significant benefit (Hayes et al. 2018). Thus, even if you think the outcome
is so obvious that a proper control group is not necessary, be aware that you are more
likely than not to be wrong. Furthermore, if this is frequently true of clinical
hypotheses, I suspect that for non-clinical studies, it is likely to be true in almost
all cases.

7 Conclusion

Good control groups are the ground upon which your study stands. Without them,
who knows where you will fall.
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