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Abstract. In this work we propose an algorithm for continuous speech segmen-
tation with text independency. In our approach we do not use feature vectors in 
order to detect phoneme boundaries, instead we only make use of the intensity 
measure. Obtaining with this a remarkable reduction in the amount of informa-
tion needed and simplified rules on the processing. In the process only a pre-
emphasis filter, and one strategy based on a distance measure with normalized 
fuzzy memberships over the signal patterns are used. In the preliminary results 
the method reaches up to 77.54% of correct segmentation with a 20 msec. accu-
racy and an over segmentation rate near to 0%. The algorithm implementation, 
the experiments, as well as some results are shown.  

1   Introduction 

From the arrival of computers, we have the need to communicate with them, and the 
recent tendency is to try to do it by natural means, like through the use of speech. We 
need to implement methods to communicate with machines, by developing friendly 
interfaces. In order to understand human oral expressions by mean of machines, they 
have to perform speech recognition. One way to do it is by first performing speech 
segmentation and later recognizing the found segments. The continuous speech rec-
ognition process is highly dependent of the segmentation process, being a crucial 
factor for automatic speech recognition (ASR) systems. We need to develop methods 
with features aimed to increase the performance and speed, such as the use of reduced 
speech units to be treated; reduced amount of information extracted from the speech, 
and simplified processing. Currently, many speech recognition systems are using 
phoneme like units because they bring the following advantages: phonemes are lin-
guistically well defined units and can be looked up easily on a dictionary; pronuncia-
tion variability due to linguistic context, accent or dialogues can be easily represented 
by applying rules to basic forms; the number of units is small; and the phonemes 
require significantly less data to train than would be needed for whole word modeling 
[1]. There have been reported phoneme segmentation methods; with acceptable re-
sults, but with some of the following restrictions imposed: restricted vocabulary [1], 
speaker dependency [2], isolated words [3], and text dependency [4]. There are some 
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reported works, with complex processing based on rules derived from acoustic pho-
netic knowledge for phoneme segmentation [5, 6, 7, 8]. Recently, new methods have 
been proposed for phoneme segmentation, without the restrictions mentioned above 
but having to deal with over-segmentation and text-independency. They have mini-
mized the complexity of the processing; however, they use speech feature vectors or 
set of features per sequence of time [2, 9, 10,11] and a post processing in order to 
reduce the insertion rate, but increasing the response time. The feature of speech 
commonly used with success in recognition and segmentation are LPC, and bank 
filter of models like MFCC, PCBF (Perceptual Critical Band Features) to mention 
some. Nonetheless, the encoded representation given on vectors is extracted from 
basic features presented on time domain.  

The main goal of this work is to develop a phoneme speech segmentation algo-
rithm with text independency and low computational cost, that can obtain high pho-
neme boundary detection rates without over segmenting, using a simplified ap-
proach on the feature extraction,  segmentation process, fuzzy pattern and distance 
measure. 

We tested the utility of basic features, like intensity, to get phoneme segmentation, 
and we found similar performance to the one reported on the state of art without pre-
senting over-segmentation. It is important to remark that the intensity is one basic 
feature easily obtained from speech with light processing. Two remarkable issues of 
the proposed method are; the reduced information and the simple rules used, obtain-
ing with them an almost real time phoneme segmentation. The testing was done over 
the same corpus and under similar conditions to the used in [9, 10].  

2   The Auditory System Model 

The human ear is able to perceive a range of frequency between 20 and 20000 Hz 
approximately. Since the speech wave is composed by many frequencies, these are 
not perceived with the same sensitivity. The high and low frequencies are perceived 
with less intensity. In general, following the Bark scale, the variations of sensitivity 
below 1000 Hz follow a constant variation with 100 Hz. bands, and when the fre-
quency increases above the 1000 Hz, the sensitivity of frequencies follows a loga-
rithmic scale. These obtained scales, show that low frequencies are increased signifi-
cantly between 100 and 1000 Hz, and are based on the hearing functioning.  

Methods to obtain cepstral vectors using filter banks have been developed, like 
the previously mentioned, which model the hearing functioning. In recent phoneme 
segmentation algorithms, the features of speech have been extracted by following 
some model of the auditory system, having an encoded speech in form of time se-
quence vectors, which has been taken in [10] as a constraint. Depending of the codi-
fication scheme used, the feature extraction might involve a time consuming proc-
ess, and might obtain too much information to be treated. Doubtlessly some of these 
schemes like MFCC have reported success on speech recognition, because they give 
a detailed representation on the speech wave. For segmentation these details are not 
totally necessary, to show this we have used only scalar values of intensity per se-
quence of time.  
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3   The Basic Features of Speech  

The Sound is composed of waves of pressure variations that oscillate from positive to 
negative relative to the surrounding medium, usually the air. The number of air pres-
sure oscillations per second, determines the pitch of the sound, whose physical corre-
late is frequency. The amplitude is defined like the pressure applied by the vibration, 
on the elastic mean. If we have a sine wave, the y-value for any given x-value is the 
amplitude of the sine wave at that point in time. The amplitude is given in Pascal (Pa) 
units. On the other hand, the intensity is the size of the pressure vibrations determin-
ing the loudness of the sound. Acoustic scientists measure the intensity in a base 10 
logarithmic scale called decibels (dB) [13]. The term intensity is used to refer to the 
overall power of a sound.  

The phonemes used in words, have different intensity, for example, most aperture 
of the mouth is required for relative long time in order to pronounce vowels, releasing 
most energy and resulting in high intensity, in contrast with the intensity of the major-
ity of consonants, and although plosives have high intensity their duration is very 
short.  

 
 
 
 
 
 
 
 
 

 

Fig. 1. Speech waveform and its respective intensity 

 
Basic features as zero crossing rate, energy and pitch have been used in previous 

works in order to obtain sentence segmentation without speech recognition; details of 
one of those works are presented in [15]. The authors remark its accuracy comparable   
to methods using speech recognition but to a lower computational cost. Our work is 
oriented in a similar way, it is, to obtain phoneme segmentation based only on inten-
sity changes without phoneme recognition. 

4   The Fuzzy Algorithm  

Some kind of speech codification scheme like the previously mentioned was avoided; 
instead, minimal information like the obtained from the intensity was used. In order 
to carry out the phoneme segmentation, we implemented a fuzzy distance measure 
between contiguous frames, and a set of simples rules aimed to detect significant 
distances, which could be tried like phoneme transition changes on continuous 
speech. We took advantage of fuzzy memberships of the intensity in order to obtain 
details on cases where the differences between frames are vague. Different from 

100 dB 
 
 
 
 
 

   50 dB 

2.9248 sec 
 



440 L.D. Huerta-Hernández and C.A. Reyes-García 

other approaches [2], this fuzzy algorithm does not require any training and has a 
reduced computational load due to its simplicity. The details are next described.  

4.1   Preprocessing  

First, the pre-emphasis filter on the speech signal was applied. The pre-emphasis filter 
gives a resultant sound with a high spectral slope. A frequency F, above which the 
spectral slope will be increased by 6 dB/octave, is given.  The pre-emphasis factor α 
is computed as:  

( )tFΔ−= πα 2exp     (1) 

Where Δt is the sampling period of the sound. The resultant sound yi is obtained 
with (2).  

                         1−−= iii xxy α     (2) 

Where every sample xi of the sound is changed, going down from the last sample [14]. 
According to the acoustical theory, in order to approximate the unequal sensitivity of 
human hearing at different frequencies [12], pre-emphasis process is used. In contrast, 
with the smoothing preprocessing techniques, we can enhance certain frequency in-
tervals from another ones containing less relevant information.  In our case, the pre-
emphasis filter setting 50 Hz to the F argument in (1) was applied.   

4.2   Phoneme Segmentation  

The pre-emphasized signal is used in order to obtain the intensity with a minimal 
pitch of 93 Hz, and 3 msec. frames without overlapping were used. We also tested 4 
and 5 msec. frame size, the results are shown in the experiments section.  

For each signal, the maximum and minimum intensity were obtained, in order to 
establish the fuzzy space. The average between the maximum and minimum intensity, 
in order to obtain the medium point of the fuzzy space, was calculated. Three triangu-
lar fuzzy functions, representing low, median and high intensity, were applied. Mem-
bership values from the fuzzy sets are obtained for each intensity measure, and then 
they are normalized as follows: λ=max(M),  where M represents the fuzzy membership 
obtained from the compared frames. The maximum fuzzy membership denoted as λ is 
obtained. Then µi= µi / λ ∀ µi Є M is applied. Since our strategy is based on the dif-
ference between contiguous frames, in order to detect phoneme boundaries, the nor-
malized memberships are used in (3), and we denote the values obtained as V.  

 

( ) ( ) ( ) ( )2
2lowlow

2
2midmid

2
2highhigh2 )()()()()()(, −−−− −+−+−= tttttttt ffffffffD μμμμμμ      (3) 

 

Our approach is simple, because we focus on detecting the local maxima on the V 
values, which indicate the significant differences between the compared frames, and, 
therefore, the presence of a phoneme boundary. The rules used to detect the local 
maxima are the following:  

 

1) Vt > Vt-1  &  Vt > Vt+1 
2) Vt>46.8 dB 
3) Vt>Ф   
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In condition 1) a V value at time t is treated as local maximum if it is greater than 
the previous and following V value on the sequence of time. Condition 2) is used to 
discriminate potential boundary values, because low intensity Vt values generally are 
not representative of phoneme boundaries. Condition 3) selects local maxima repre-
senting significant changes, when they are over the threshold Ф. The last two condi-
tions are used in order to avoid unwanted insertions; although some valid phoneme 
boundaries are incorrectly discarded by them. On the other hand, erroneous points 
detected by the algorithm are rejected, resulting in a competitive performance. A 
limitation of this algorithm is that segments shorter than 0.021 msec are not allowed, 
this condition reduces the over segmentation problem and, at the same time, some of 
the valid phoneme boundaries are sacrificed too.  

 
 
 
 

 
  
 
 
 
.  

 

Fig. 2.  Algorithm diagram 

5   Implementation and Experiments 

The feature extraction and segmentation processing was implemented using the free-
ware PRAAT v.4.4.04 [14]. 

For the experiments we used continuous speech expressed naturally, and with text 
and speaker independency. The algorithm was tested with 544 speech signals sampled 
at 16 kHz of the American English DARPA-TIMIT database, corresponding to 68 
speakers (34 males and 34 females) of all dialect regions. The phoneme segmentation 
performance of the algorithm was compared with the true phoneme boundaries ob-
tained from the transcription associated to the speech signals, which was made manu-
ally by phonetician experts. The subset of sentences has a total of 20647 phonetic 
boundaries.  

5.1   Measurement Performance 

The performance of the algorithm was evaluated with commonly used measures, like 
the one used in [9, 10, 11].   
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Where D is the measure of over-segmentation, Sd is the number of segmentation 
points detected by the algorithm, and St is the number of the true segmentation points.  
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Where Pc is the percentage of correct detection, and Sc is the number of correct seg-
mentation points. The segmentation points detected by the algorithm are defined as 
correct if its distance from the true segmentation point is within the range of ± 20 
msec. 

5.2   Experiments and Results 

Many changes aimed to improve, were implemented on the algorithm. Results of 
different algorithm versions are shown, in order to remark the effects of the experi-
mented modifications. The first version of our algorithm, was using a frame size of 
5msec, without normalized fuzzy memberships, and using the measure computed by 
(6), which obtains the distance between adjacent frames. The results are shown in 
table 1.  

When the frame size was 5 msec without normalized fuzzy memberships, a poor 
performance was observed, and while the frame size was reduced the performance 
was slightly improved. The best observed performance was obtained when a frame 
size of 3 msec was used. That is why, in the remaining experiments, a 3 msec frame 
size was used. 
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Table 1. Algorithm performance, with different frame size and its respective parameters 

Size Ф Sd Sc % Correct  
Detection 

% Over 
Segmentation 

5 msec 0.040 20946 15046 72.87 1.44 
4 msec 0.036 21039 15353 74.35 1.89 
3 msec 0.032 20910 15485 74.99 1.27 

 
Another remarkable improvement was when the fuzzy memberships were normal-

ized, which increased the correct detection rate and reduced over segmentation to near 
to 0%. The results are shown in table 2. 

Table 2. Algorithm performance, using normalized fuzzy memberships 

  
 
 
 

When the distance between adjacent frames is being used, many phoneme changes 
are not detected, because their significant difference does not appear in adjacent 

Ф Sd Sc % Correct  
Detection 

% Over 
Segmentation 

0.050 20642 15567 75.39 -0.02 
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frames. So a frame distance between compared frames was used in order to detect 
those slowly reflected changes, applying (3). The frame distance between compared 
frames is referred in this work as inter-frame.  Finally, we used a minimum intensity 
of 25 dB instead the relative minimum intensity of each signal, in order to obtain the 
fuzzy space, increasing the performance. The results are shown in table 3.  

Table 3. Algorithm performance, using inter frame 

  
 
 

 

This modification to the distance measure and the minimum intensity of the fuzzy 
space, results on a correct detection increased above of 2 %, maintaining a percentage 
of over segmentation of near to 0%. Starting, in the preliminary experiments, with a 
correct detection performance of near to 73% and an over segmentation rate above of 
1%, with simple modifications like the frame size, normalization of fuzzy member-
ship functions, using an inter frame between compared frames and a minimum inten-
sity of 25 dB in the fuzzy space, we improved the correct detection rate to near to 5%, 
and the over segmentation rate was reduced in more than 1%.  

5.3   Comparison with Similar Works  

The results are compared to algorithms alike [9,10,11], dealing with text and speaker 
independency, with over segmentation and some other previously mentioned condi-
tions. Relevant aspects like amount of phoneme boundaries treated, information ex-
tracted from the speech, number of speakers and percentage of correct detection are 
used for the comparison, they are shown in table 4.  

Table 4. Algorithm comparatives on different issues 

 
In the first row, significant aspects of our algorithm are presented, the remaining 

rows contain the reported aspects of the mentioned algorithms in the listed order as 
presented in [9, 10, 11]. The compared algorithms use feature vectors on frames of 20 
msec, with 10 msec overlapping; and the “jump” term is used to denote significant 
changes (peaks) between compared frames; algorithms [10,11] are modifications of 
the algorithm presented in [9].   

These algorithms have a fundamental process to combine, in a unique indication 
of phoneme boundary, the “jump” events detected around the same frame. The proc-
ess is called “fitting” and was introduced to place the segmentation boundary in the 

Ф Sd Sc % Correct  
Detection 

% Over 
Segmentation 

0.0855 20668 16010 77.54 0.09 

Used features Extracted  
values per 20 

msec 

Treated 
Speaker 

 

Treated  Phoneme 
Boundaries 

% Correct 
detection 

Intensity 6.66 68 20647 77.54 
PCBF [9] 15 48 17930 73.56 
Mel spectrum [10] 8 48 17930 76.53 
PCBF [11] 15 20   6200 75.80 
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middle of a cluster of quasi-simultaneous “jumps”. The fitting process is used after 
the “jump” detection.  

On the other hand, our approach use scalar values per time sequence, and no fit-
ting process is used. Although the difference in number of features used among the 
algorithms is insignificant, we are not using overlapping frames, and our process to 
extract the features is remarkably simple and effective. Generally, the compared and 
the proposed algorithm present difficulties to detect vowel-vowel phoneme bounda-
ries, and, specifically the proposed algorithm rejects those consecutive correct 
boundaries separated by only 0.021 msec.  

7   Conclusions 

The proposed phoneme segmentation algorithm has shown some advantages over 
others due to its lower computational cost in the extraction of features and boundaries 
detection.  Our approach achieves competitive performance with fast execution due to 
the reduced information used and its simplified processing. In the preprocessing 
phase, only a pre-emphasis filter to enhance spectral changes was used. The strategy 
of using a fuzzy distance measure between frames shows to be simple and effective.  
The use of fuzzy normalized membership in an Euclidean distance, in order to obtain 
details of vague phoneme boundaries difficult to detect, lead to an increase in the 
overall algorithm performance. The use of inter frames was useful to detect phoneme 
boundaries, which present slow changes. The algorithm detected 77.54% of the 
boundaries without over segmentation. As future works we will try to improve the 
performance by enhancing the algorithm with more efficient strategies and rules.  
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