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Abstract. In this paper we discuss a hybrid feature selection algorithm for the 
Quantitative Structure Activity Relationship (QSAR) modelling.  This is one of 
the goals in Predictive Toxicology domain, aiming to describe the relations be-
tween the chemical structure of a molecule and its biological or toxicological 
effects, in order to predict the behaviour of new, unknown chemical com-
pounds. We propose a hybridization of the ReliefF algorithm based on a simple 
fuzzy extension of the value difference metric. The experimental results both on 
benchmark and real world applications suggest more stability in dealing with 
noisy data and our preliminary tests give a promising starting point for future 
research. 

1   Introduction 

Predictive Toxicology (PT) is one of the newest targets of the Knowledge Discovery 
in Databases (KDD) domain. Its goal is to describe the relationships between the 
chemical structure of chemical compounds and biological and toxicological proc-
esses. This kind of relationships is known as Structure-Activity Relationships (SARs) 
[1]. Because there is not a priori information about the existing mathematical relations 
between the chemical structure of a chemical compound and its effect, a SAR devel-
opment requires close collaboration between researchers from Toxicology, Chemis-
try, Biology, Statistics and Artificial Intelligence – Data Mining and Machine Learn-
ing domains [2], in order to obtain reliable predictive models.  

In real PT problems there is a very important topic which should be considered: the 
huge number of the chemical descriptors. Data Mining, as a particular step of the 
Knowledge Discovery in Databases (KDD) process [3] performs on the data subset 
resulted after the pre-processing procedure. Irrelevant, redundant, noisy and unreliable 
data have a negative impact, therefore one of the main goals in KDD is to detect these 
undesirable properties and to eliminate or correct them. This assumes operations of data 
cleaning, noise reduction and feature selection because the performance of the applied 
Machine Learning algorithms is strongly related with the quality of the data used.  

Besides the removal of the problematic data, feature selection could also have  
importance in the reduction of the horizontal dimension and, consequently, of the 
hypothesis space of the data set: less attribute are more comprehensible, the smaller 
dimension of the input space allows faster training sessions, or even an improvement 
in predictive performance.  
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In the literature there are at least three broad trends in dealing with the problem of 
features selection:  filter, wrapper and embedded methods. The filter based approach 
evaluate the quality of the attributes separately of a machine learning algorithm and 
taken into account the contribution of the attribute individually (e.g. the Information 
Theory based measures: Information Gain, Gain Ratio) or in the context of the other 
attributes from the training set (e.g. Relief [4], ReliefF [5], RReliefF [6]). Contrary, 
the wrapper methods use the machine learning algorithm with the purpose of quality 
evaluation of the attributes. The embedded techniques are nothing else than machine 
learning algorithms having the ability to extract most suited attributes learning the 
training data in the same time (e.g. Decision Trees, Bayesian Networks). In real world 
application wrapper and embedded methods seams to select the proper attributes  
offering superior performance. But, they are strongly dependent on the learner. On  
the other side, the filter techniques present an insight of the training data set and its 
statistical properties. 

This paper presents an upgrading of the classical Relief algorithm using fuzzy the-
ory [7]. This simple patch allows the algorithm to evaluate fuzzy attributes as well as 
the categorical and numerical ones. Also, if the fuzzyfication of the training data set is 
possible the algorithm will be less sensitive on noise. This Fuzzy Relief is tested and 
compared with few other methods using a well known data set and a toxicological set. 

2   Distance and Fuzzy Sets 

Usually, any similarity measure stands on a distance function or a metric. But when 
this is extended to measure the distance between two subsets of a metric space, the 
triangular inequality property is sometimes lost. 

Let be X ≠Φ a set and d: X x X → R+ a distance. Then, in this situation D could 
measure the distance between two sets: 
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Nevertheless, even this is not properly a distance function; it might be used to 
measure the distance between two fuzzy sets: 
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where A and B are two fuzzy sets and Aα
, B

α are their α-cuts: 

Aα = {t ∈ X | A(t) ≥ α}, α > 0 . (3) 

There are many ways to measure the distance between two fuzzy sets [8], [9]:  

− using the difference between the centres of gravity, 

d(A,B) = |CG(A) – CG(B)|, CG(A) = 
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− Hausdorff distance, 

D(A,B) = 
[0,1]

sup
α∈

max{| a2(α) – b2(α) |, | a2(α) – b2(α) |} . (5) 

 where α-cuts Aα = [a1(α), a2(α)] and Bα= [b1(α), b2(α)], α∈[0,1], 
− C∞ distance, 

C∞ =||A – B||∞ = sup{|A(u) – B(u)| : u∈U} . (6) 

− Hamming distance, 

H(A,B) =
U

| A(x) B(x) | dx−∫  . (7) 

With the support of one of these quasi-distance function, the similarity between fuzzy 
sets (linguistic variables) can be easily measured. 

3   Fuzzy Relief 

The Relief (Relief, ReliefF, RReliefF) family methods evaluates the contribution of 
the values of each attribute in the training data set to distinguish between most similar 
instances in the same class and in opposite (different) class. Using the difference 
function each attribute is scored being penalized if the values of the attribute are dif-
ferent for the instances in the same class and recompensed if the values of the attrib-
ute are different for the instances in the opposite class.  

In order to extend the difference function to handle complex application with fuzzy 
attributes where the values might be overlapping, one could use one of the distance 
functions presented in the previous section. In this way, the evaluation of the similar-
ity will be less noise sensitive and more robust. The similarity is determined using the 
distance (difference) function between the values v(i,j)and v(i,k) of the Ai attribute: 
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4   Experimental Results 

The method proposed in the previous section is compared with few other classical 
methods: context dependent (such us ReliefF [5]) and myopic (such as Information 
Gain, Gain Ratio, and Chi Squared Statistics [11]) which evaluate the individual qual-
ity of each attribute. 
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The data sets used in the experiments were: the classical Iris set [12] and a real 
world toxicological data set provided by our partners in the framework of a national 
research project: 

Iris data set 
This well known data set is very often used as a benchmark and numerous publica-
tions reported very good results on it. It consists from 150 iris plant instances de-
scribed by 4 attributes: sepal length, sepal width, petal length, and petal width. The 
plants are equal distributed in 3 classes: Iris Setosa, Iris Versicolour and Iris Vir-
ginica.  

Toxicological data set 
The set contains 268 organic chemical compounds characterized by 16 chemical de-
scriptors and their toxic effect (the lethal dose) against 3 small mammals (rat, mouse, 
and rabbit). The compounds are grouped in 3 toxicity classes (low, medium, high) 
using the lethal doses. The class distribution is not equal this time. There are more 
chemical compounds in the most toxic class (156) than in the other two (72 and 40, 
respectively). 

The data sets are artificially altered with different levels of noise between 0 and 
25%. Not all the attributes were affected by noise. Only the values of 50% from the 
characteristics, the most predictive ones, discovered by the majority of the feature 
selection methods on the noiseless sets, were randomly modified. (e.g. for the Iris 
dataset the last two attributes are strongly correlated with the class and will be af-
fected by noise, for the toxicology data set, the first eight descriptors are not altered). 

The feature selection methods used in this set of experiments are:  

Information Gain (IG) – evaluates the worth of an attribute A by measuring the in-
formation gain with respect to the class C: 

Gain(A) = I(A;C) = HC – HC|A . (9) 

Gain(A) = k k
k

p log p⋅ ⋅−∑ j k| j k| j
j k

p p log p⋅−∑ ∑  . (10) 

Gain Ratio (GR) – evaluates the worth of an attribute by measuring the gain ratio (the 
information gain normalized by the entropy of the attribute) with respect to the class: 

GainR(A) = 
A

Gain(A)

H
 . (11) 

Chi squared statistics (Chi) – evaluates the worth of an attribute by computing the 
value of the chi-squared statistic with respect to the class. 

ReliefF – evaluates the worth of an attribute by repeatedly sampling an instance and 
considering the value of the given attribute for the nearest instance of the same and 
different class. 

Bayesian Networks (BN) – evaluates the importance of one attribute by observing 
how much the predictive performance of the model drops if we remove the corre-
sponding variable. An important feature makes the prediction accuracy of the model 
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to drop down when it is left out. On the other hand, if it removing a feature not affect 
to much the performance of the selected model, then it is less important. The predic-
tive performance of the classifier is estimated with leave-one-out (LOO) cross valida-
tion method [13, 14]. 

FuzzyRelief – is the Relief algorithm working with fuzzy variables (after the fuzzyfi-
cation of the training data). 

In order to compare the different filters for attribute selection, the well known Ma-
chine Learning method k-Nearest Neighbours (kNN), with k=10 and inverse distance 
weighting is used. The results of the experiments are obtained with Weka [11] and B-
Course [15] software. Generally, the predictive performances of machine learning 
methods decrease and the importance of feature selection appears when the uncer-
tainty (noise) in data increases. 

The next two tables show the cross-validated (10-fold) performances of kNN in 
different circumstances. In both cases, first row contains the predictive performance 
obtained using all the available attributes for comparison purposes. The next rows 
include the kNN performance obtained in combination with different feature selection 
techniques: only half of the attributes, those with the higher ranks, are used for  
predictions. 

Table 1 illustrates the predictive performance on the Iris dataset. The results of 
kNN working with or without feature selection methods are similar for both clean and 
very low noise level (5%) data. For noise level higher than 10%, all the attributes are 
a better choice in all situations. This is explainable taken into account the fact that the 
unaltered characteristics can compensate the noisy ones. The proposed hybrid selec-
tion technique, FuzzyRelief, demonstrates an analogous behaviour with almost all the 
other feature selection techniques (except BN). 

Performances on the toxicological data are shown in Table 2. In this case the 
strength and flexibility of FuzzyRelief are more obvious. The ability of fuzzy tech-
niques to deal with imperfect data (noise over 10%) in combination with a strong and 
well known feature selection method such as ReliefF yield to the appropriate attrib-
utes subset to describe the QSARs. The kNN accuracy in classification is enhanced.  

Table 1. Prediction accuracy – Iris data set   

Noise level Feature selection 
+ kNN 0%  5%  10%  15%  20%  25%  

none+kNN 95% 92% 89% 90% 83% 81% 
IG+kNN 95% 93% 82% 86% 79% 79% 
GR+kNN 95% 93% 82% 86% 79% 73% 
Chi+kNN 95% 93% 82% 86% 80% 79% 
BN+kNN 95% 93% 86% 89% 80% 73% 
ReliefF+kNN 95% 91% 83% 83% 79% 79% 
FuzzyRelief+kNN 95% 93% 83% 83% 79% 79% 
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Table 2. Prediction accuracy – toxicological data set  

Noise level Feature selection 
+ kNN 0% 5%  10%  15%  20%  25%  

none +kNN 63% 56% 59% 57% 62% 56% 
IG+kNN 57% 57% 57% 57% 62% 57% 
GR+kNN 57% 57% 57% 57% 62% 57% 
Chi+kNN 57% 57% 57% 57% 62% 57% 
BN+kNN 59% 58% 57% 62% 63% 61% 
ReliefF+kNN 65% 60% 59% 55% 61% 60% 
FuzzyRelief+kNN 63% 59% 59% 64% 63% 62% 

5   Conclusions 

The results so far show the strength and the flexibility of Fuzzy Relief when possible 
uncertain data is used for training predictive data mining techniques. Its ranking per-
formance proved in the case studies presented is comparable and some times better 
than the performances of other filter methods especially when the data is affected by 
noise. One of its drawbacks is the time needed to evaluate the similarity between the 
linguistic variables (between the fuzzy sets). Of course, depending on the target prob-
lem of the KDD process, the tradeoffs between the quality of the solutions and data, 
the dimensionality of the data sets and the available time will dictate the right strategy. 

The future research will be focused in evaluating different similarity measures be-
tween the different fuzzy attributes and in testing the method on more real world data 
mining applications. Also, another future interest will be focused on evaluating differ-
ent classifying methods in combination with FuzzyRelief. 
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