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Abstract. The bounding-box of a geometric shape in 2D is the rectangle with 
the smallest area in a given orientation (usually upright) that complete contains 
the shape. The best-fit bounding-box is the smallest bounding-box among all 
the possible orientations for the same shape. In the context of document image 
analysis, the shapes can be characters (individual components) or paragraphs 
(component groups). This paper presents a search algorithm for the best-fit 
bounding-boxes of the textual component groups, whose shape are customarily 
rectangular in almost all languages. One of the applications of the best-fit 
bounding-boxes is the skew estimation from the text blocks in document 
images. This approach is capable of multi-skew estimation and location, as well 
as being able to process documents with sparse text regions. The University of 
Washington English Document Image Database (UW-I) is used to verify the 
skew estimation method directly and the proposed best-fit bounding-boxes 
algorithm indirectly. 

1   Introduction 

Text blocks in the printed documents are customarily rectangular. In document image 
analysis, this rectangular contour provides important information about the geometry 
of the text blocks, such as orientations and dimensions. Normally, text blocks are 
marked with upright (not best-fit) bounding-boxes as the results of page segmentation 
processes. However, it is desirable to find the best-fit bounding-boxes of the text 
blocks so that the intended shape of the blocks can be presented. Finding the best-fit 
bounding-box of a text block is a minimization problem that searches for the 
bounding-box with the smallest area among all the possible orientations. 

This paper presents an algorithm of finding the best-fit bounding-box of a given 
text block (textual component group). It can be used to solve certain problems in the 
field of document image analysis (DIA). Therefore, given a textual document image, 
the components are first grouped by this grouping function, and then the best-fit 
bounding-boxes of the individual component groups are detected with the proposed 
best-fit bounding-box algorithm in this paper. 

One of the applications of the proposed best-fit bounding-box algorithm is the 
skew estimation for textual document images. The skew of a textual document image 
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is the amount of misalignment of its text lines relative to the edges of the image. 
Skews are introduced during the digitization process due to the imprecision or 
difficulty in the placement of the original documents. Skew estimation is one of the 
important processing steps in document image understanding. There are some in-
depth reviews [1]-[3] available for the large array of techniques that have been 
developed in the research literature [4]-[12]. These skew estimation methods have 
different detection accuracy, time and space efficiencies, abilities to detect the 
existence of multiple skews in the same image, and robustness in noisy environments 
and scan-introduced distortions. The skew estimation method proposed in this paper 
is capable of detecting and locating multi-skews in a document image, which many of 
the existing skew detectors are not capable. The full set of the 979 real document 
images in the University of Washington English Document Image Database (UW-I) is 
used to evaluate the performances of this skew estimation method. Since there are no 
publicly available databases with ground truth for directly evaluating of the proposed 
best-fit bounding-box algorithm, the use of UW-I on skew estimation is an indirect 
evaluation of the effectiveness of the proposed best-fit bounding-box algorithm. 

2   Finding the Best-Fit Bounding-Boxes 

The input to the proposed best-fit bounding-box algorithm is a segmented page where 
the components are properly grouped by any page segmentation algorithms. Then, the 
best-fit bounding-boxes of the individual component groups are detected. 

2.1   Components Grouping 

We use a simple and efficient component-grouping function that is based on the 
spatial distances and size similarities among the components [13]. Given two 
components of areas s1 and s2, if the value of the grouping function f(s1, s2) in Eq. (1) 
is larger than the Euclidian distance between the two, they are considered directly 
linked. A component group is a collection of components among which there always 
exists at least one path of direct links for any two components. This component-
grouping process takes the form of acyclic multi-trees called the component-linking 
trees. The coefficient k in Eq. (1) is given a constant value, but can be adjusted by the 
batch of samples in use. 
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The grouping function in Eq. (1) has several desirable properties: (a) it is a distance 
measure; (b) it is symmetric for any two components; (c) it is rotation invariant; (d) it 
is resolution invariant, if the aliasing effect is discounted; (e) when the size difference 
between two components becomes large, the function tends to be determined mainly 
by the smaller component. Thus, the grouping process biases strongly toward close 
components with similar sizes, resulting in higher tolerance to the interferences from 
graphical elements and other source of noises for the textual components. 
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Fig. 1. The configuration for probing the best-fit bounding-box of an ideal text block (left) and 
the region-of-interest in the area-angle plot (right) 

Note that the quality of the component grouping or page segmentation algorithms 
in use has direct impact on the quality of the best-fit bounding-boxes. The best-fit 
bounding-boxes are found for whatever blocks that are provided. 

It should be pointed out that even though a special component grouping using  
Eq. (1) is used in this paper, any page segmentation algorithms can be used for the 
proposed searching algorithm for best-fit bounding-boxes. 

2.2   Best-Fit Bounding-Boxes Probing 

Given a group of components, its bet-fit bounding-box can be found by minimizing 
the area of its bounding-box. As shown in Fig. 1 (left), the area of a bounding-box 
sbounds is: 

Sbounds = │w cos (θ – φ) + h sin (θ – φ) ││w sin (θ – φ) + h cos (θ – φ) │  

= w h + (w2 + h2) │sin 2 (θ – φ) │/ 2 (2) 

Fig. 1 (right) shows the curve of Eq. (2) which has a period of π/2. In the context of 
document image analysis, the circled region is the region-of-interest. Generally, the 
range of page skews is within than ±3° for human scan operators. This practical limit 
can be used to set the bracket for the minimization process. 

For an ideal text block, when the probing angle θ is close to the skew angle φ of 
the block, the curve of Eq. (2) approximates a triangle. In real documents, this region 
may not be a symmetric triangle due to the indent of the first line and/or the shorter 
last line, which can be observed in Fig. 2. 

The minimization process uses the bi-section (successive bracketing) method [14]. 
Given an initial bracket, such as [-9°, 9°] in Fig. 2, its central value is used to 
recursively divide the left and the right halves. For any bracket, if the central point is 
smaller than that of the two end-points, this bracket must contain the minimum, and 
the other branches of bracketing are abandoned. This process continues until the 
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Fig. 2. Bi-section search for the probing bounding-box with the minimum area of a real text 
block. The curve (bottom) near the minimum is distorted from a symmetric triangular shape 
due to the indent of the first line and the shorter last line of the text block (top). 

width of the current smallest bracket is smaller than, say 0.01°. The middle of this 
bracket is taken as the orientation of the best-fit bounding-box. The searching range is 
assumed unimodal. 

Even though the proposed best-fit bounding-box algorithm is practically fast 
enough in its baseline form, there is still room for speedup. One speedup technique is 
to use the vertices of the convex hulls of the components in the group rather than 
using the constituting points of the components directly. This alone can achieve an 
order-of-magnitude reduction in computation time. 

To evaluate the efficiency of the proposed best-fit bounding-box algorithm, the full 
set of the 979 real document images (2592×3300 pixels each) from UW-I are used. 
Experimental results show that the total time spent on the preprocessing stage (which 
includes the image input, the connected component analysis, the component filtering 
and the component grouping) is 1 912 820 milliseconds (or 1.95 seconds per sample), 
and the total time spent on the proposed best-fit bounding-box algorithm is 40 559 
milliseconds (or 0.04 second per sample). Therefore, the computational cost is a non-
issue even on legacy computers. 
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Fig. 3. The best-fit bounding-boxes of the image A002 in UW-I detected by the proposed 
algorithm in this paper. There are two parts on this image with different skew angles. The 
components in gray are the filtered-outs from the original image. 

Fig. 3 shows the best-fit bounding-boxes of the sample image A002 in UW-I using 
the component-grouping algorithm in Ref. [13] and the proposed best-fit bounding-
box algorithm in this paper. This image is scanned in the 2-up style, which contains 
an incomplete left page and a complete right page with sparse text. This sample image 
demonstrates the effectiveness of the proposed best-fit bounding-box algorithm in 
processing text blocks with distinct orientations, shapes and populations. 

Fig. 4 shows the result on another sample image A03I in UW-I. This sample image 
shows how the component-grouping results affect the results of the best-fit bounding-
box algorithm. On the incomplete right page, some of the noises in the dark spine area 
are wrongly grouped into text blocks by the used grouping function [13]. Therefore, 
some of the best-fit bounding-boxes are not the best for those text blocks. For this 
situation, the proposed best-fit bounding-box algorithm is not at fault. 
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It is also interesting to see how the proposed best-fit bounding-box algorithm 
works on the individual characters. Compared to the text blocks whose rectangular 
borders are well defined, the single characters are small and their contours are not 
intended to reflect the rectangular shape of their glyphs. This means that there may 
bemore than one local minimum in the areas of the probing bounding-boxes, and the 
maximum to minimum ratio is not large enough to guarantee meaningful best fit. The 
image in Fig. 5 shows that in the normal style, the majority of the best-fit bounding-
boxes are coincide with the page orientations, even in italic style. 

 

Fig. 4. The best-fit bounding-boxes of the image A03I in UW-I. This image shows that the 
grouping results have direct impact on the best-fit bounding-boxes. Some blocks in right half 
contain unfiltered noises that distorted the correct detection of the best-fit bounding-boxes. 
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Fig. 5. A clip of an article with the best-fit bounding-boxes of its individual characters in italic 
and normal styles 

In many component-based algorithms for document image analysis, the 
components are abstracted to single points, called fiducial points by Spitz [7], which 
are sometimes chosen to be the bottom centers or other points along the borders of the 
upright bounding-boxes of the components [5]. The downside of these choices of the 
fiducial points is that they are not rotation-invariant. To solve this problem, the best-
fit bounding-boxes of the components should be used so that the fiducial points at the 
borders become rotation-invariant. It is even more applicable for the Chinese and 
other East Asian languages whose font glyphs are visually rectangular. 

3   An Application: Skew Estimation 

One of the direct applications of the best-fit bounding-boxes is the multi-skew 
estimation of a page. A page usually contains several text blocks. The best-fit 
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bounding-boxes of the text blocks may provide important hints for estimating the 
orientations and locations of the individual blocks as well as the skew of the page as a 
whole. 

There are many established skew estimation methods in literature [4]-[12], but this 
best-fit bounding-boxes based skew estimation method has the advantage of detecting 
and locating multiple skews in the same image. Furthermore, this method can be used 
to detect non-text blocks such as the rectangular graphical inserts or the tables with 
rectangular borders. 

3.1   Weighted Skew of Page 

A document image may have more than one part, such as when two facing pages are 
scanned in the same image. In such a case, each part has text blocks whose best-fit 
bounding-boxes differ slightly. The images in Fig. 3 and Fig. 4 raise the question of 
how the skew of a page can be estimated from the individual blocks in the same 
image. 

We take a convolution-based approach [12] to locate the peak values from the 
resultant orientation histogram of the text blocks. Given a document image, the 
detected orientation of the best-fit bounding-boxes are accumulated in an accumulator 
array that has Nbin = 9000 bins. This represents an angle range of [-90°, 90°], with an 
angle resolution of 0.02° per bin. 

Given the best-fit bounding-box of a text block with skew angle θ and size n 
(number of components), the bin index of the text block in the accumulator array is 
4500 + θ / 0.02, and the increment in this bin is the square-root of the size n. This 
choice on one hand gives larger weights to the larger text blocks in a hope that the 
shapes of these larger blocks are closer to rectangles and their true orientation can be 
more reliably approximated by their best-fit bounding-boxes. On the other hand, the 
influences of excessively long detected edges can be limited to some extent. 

As shown in Fig. 6 (left), the skew histogram of the blocks in the sample image 
A03I in Fig. 4 has a cluster of discrete values around the largest peak. For the images 
that contain two pages, such as the sample image A002 in Fig. 3, there will be more 
than one cluster in the histogram. In order to distinguish the individual clusters that 
represent different multiple skews and at the same time weight the distribution 
within the clusters, the histogram is convolved by Eq. (4) with a finite, symmetric 
kernel generated from an un-normalized Gaussian distribution as in Eq. (3), where 
σbin is the variance and µ is a positive integer that represents the half-size of the 
kernel. 
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Fig. 6. The orientation histograms of the best-fit bounding-boxes of the images A002 (in Fig. 3) 
and A03I (in Fig. 4) in UW-I. An un-normalized Gaussian kernel (σ = 0.5°) as in Eq. (3) is 
used to smooth the histograms. 

In Eqs. (3) and (4), the half-size µ of the Gaussian kernel is set to 3σbin. The value 
of σbin is set to 25 bins, which corresponds to 0.5°. The value of µ is 75 bins. The size 
of the kernel is 151 bins. The modulo operator in Eq. (4) indicates the wrapping of 
values at the two endpoints of the histogram. 

The convolved histogram in Eq. (4) is used to search for the prominent peaks that 
correspond to the dominant skew angles in an image. For the raw histogram in Fig. 6 
(left), the convolved histogram is show in Fig. 6 (right). This convolved histogram 
also shows the desired property of the chosen kernel in Eq. (3), which combines the 
smoothing and area subtraction in one. 

3.2   Suite Test Using UW-I 

To evaluate the effectiveness and robustness of the proposed best-fit bounding-box 
based skew estimation method, the real document images from the University of 
Washington English Document Image Database I (UW-I) are used. In this database, 
total 979 images are scanned from real printed journals. Many images contain large 
area of disjoint, non-textual components that are the results of binarization on 
photographic objects, or the artifacts of the scanning process. Using a widely used 
document database makes it possible for different groups of researchers to evaluate 
and compare their algorithms with a common benchmark. 

Fig. 7 (top) gives the regression analysis of this suite test, where the linear correlation 
coefficient is 88.4%. Fig. 7 (bottom) shows the accumulated percentage of samples 
versus the absolute detection error. It can be seen from these test results that this best-fit 
bounding-box based skew estimation method performs very well for real world 
document images. 

The execution speed of the proposed skew estimation method is very fast based on 
the experimental results. It takes less than 2 seconds in average to process a sample 
image on the Java 5 platform in a 3GHz Pentium 4 computer. 
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Fig. 7. The regression analysis (top) and the accumulated percentage of samples (bottom) of the 
979 real document images in UW-I 

4   Conclusions 

This paper presents an algorithm for finding the best-fit bounding-boxes of text 
blocks in scanned document images. This algorithm is based on the principle that the 
best-bit bounding-box of text block has the minimum area compared to the bounding-
boxes with other orientations. This algorithm is reliable, efficient and applicable in a 
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number of applications. One of the applications is the visual marking of the text 
segmentation results so that the less accurate and less eye-pleasing but simple and 
widely used upright bounding-boxes can be substituted by the best-fit bounding-boxes 
produced by the proposed algorithm with very low computational cost. Another 
potential application is the consolidation of the component grouping results, which 
merges the small groups with larger ones if they are fully contained in the best-fit 
bounding-boxes of the larger ones. This is one of the remedies for under-grouping, 
which is often encountered in text segmentation using bottom-up approaches. The 
application in page skew estimation has been singled out for detailed investigation, as 
it is an interesting application as well as an indirect way of verifying the best-fit 
bounding-box algorithm. The suite test using the UW-I database shows that the skew 
estimation method based on the proposed best-fit bounding-box algorithm is accurate, 
robust and efficient enough for practical use. 
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