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Abstract. A segmentation method based on a physics-based model of image for-
mation is presented in this paper. This model predicts that, in image areas of uni-
form reflectance, colour channels keep coupled in the sense that they are not free
to take any intensity value, but they depend on the values taken by other colour
channels. This paper first enumerates and analyzes a set of properties in which
this coupling materializes. Next, a segmentation strategy named C2S and based
on looking for violations of the coupling properties is proposed. Segmentation
results for synthetic and real images are presented at the end of the paper.

1 Introduction

When shading is hardly noticeable in the image, as well as specularities and other op-
tical phenomena such as inter-reflections, areas of the scene of uniform reflectance ap-
pear as regions of more or less constant colour if shadows are avoided. Nevertheless,
when curved objects are imaged, the scene curvature and the objects glossiness, among
others, give rise to noticeable changes in image intensity not necessarily related to ob-
ject boundaries. In order to cope with these intensity variations in a more suitable way,
physics-based segmentation methods embed into the logic of the algorithm a physics-
based model of image formation. Among the several physics-based segmentation strate-
gies which have been proposed so far, some of them are based on estimating directly
the reflectance of the surfaces present in the scene (see for instance [[1]]), others look for
certain configurations of clusters in colour space, as it is predicted by the Dichromatic
Reflection Model proposed by Shafer [2] (by way of example, see [3/4.5]), and, finally,
others use photometric invariants in their different forms ([6L7]], among others).

(38, the segmentation method proposed in this paper, is also based on the Dichro-
matic Reflection Model, but it does not use any of the approaches mentioned above. Its
main point, which is the most important contribution of the paper, is the use of the fact
that, in uniform reflectance areas, colour channels are coupled by the reflectance of the
surface material, while, in reflectance transition zones, such coupling can be broken in a
number of ways. Consequently, material changes can be found by looking for violations
of this coupling, which allows computing an edge map from which a segmentation of
the image can be obtained. The work presented in this paper is the continuation of a
research line which started in [8]].
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The rest of the paper is organized as follows: section[2] presents the image formation
model considered in this work, and comments on the properties of uniform reflectance
areas according to that model; sections [3] and [ describe C38; section presents some
segmentation results for synthetic and real images; and, finally, conclusions appear in
section

2 Image Formation Model

2.1 General Description

It is generally accepted that objects reflection is an additive composition of body or dif-
fuse reflection and interface or specular reflection [2]. Besides, this model is enhanced
by a further term accounting for non-directional or ambient lighting which interacts
with the scene increasing objects radiance irrespectively of local surface geometry. All
in all, radiance at a scene point p and for a wavelength \ can be summarized as indicated
in equation It

Lao(p;A) Ly (p;\) Li(p;A)
S Y S

L(p; ) = Ta(N)pa(ps N) + m(p) [La(Ns (03 N] + mi(p) [La(Npi (i ], (1)

where: (i) L,(\) represents light coming from all directions in equal amounts while
L4(\) represents directional lighting; (ii) pa, p» and p; are surface material reflectances
expressing the fraction of the incoming light which is conveyed by the corresponding
reflection component (ambient, body and interface, respectively), being p, assumed a
linear combination of the body and interface reflectances, p, and p;; (iii) my and m; are
terms dependent on local surface geometry such that my,, m; € [0, 1]. After the process
of photoelectrons integration performed in the sensor, the intensity at colour channel
k can be approximated by I*(i, j) = C¥(i,7) + my(i,5)CF (i, 5) + mi(i, j)CE(i, §)
where the composite reflectances C¥, C’f and C’i"' represent the joint contributions of
lighting and the different material reflectances to the corresponding colour component.

2.2 Properties of Uniform Reflectance Image Areas

Within an image area of pixels corresponding to the same scene material, the ambient,
body and interface composite reflectances are constant if the light distribution is ap-
proximately uniform throughout the area. In a noiseless environment, colour changes
between image locations are, thus, only due to changes in the geometrical factors my,
and m;, common to all the colour channels. The study of the image formation model
has allowed us to express this coupling in the form of the following properties:

Property P1. Colour channels do not cross one another.

Property P2. Colour channels vary in a coordinated way: when one changes, so
do the others, and in the same sense, all increase or all decrease.

Property P3. As the intensity in one colour channel decreases, so does the differ-
ence between colour channel intensities; the opposite happens when the intensity
in one channel increases.
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Table 1. Dependence of the fulfillment of properties P13 on the particular instantiation of the
image formation model. TP and AL stand for type of pixel and ambient lighting, respectively.
The NIR model assumes that p;(\) = p;, V.

TP AL properties fulfilled
matte no P13 always
matte yes  P2lalways; Hlland B3lif Lo(\) = kLqa(N\),k > 0
glossy no  Plunder the NIR model and white-balanced images
glossy yes  HIlunder the NIR model, white-balanced images and Lq () = kLq(X\),k > 0

As it is indicated in table[I] these properties hold always in case the illumination is
purely directional and the pixels considered do not show specular reflection. In the rest
of cases, their general fulfillment depends on the satisfaction of the indicated conditions
(see [9]] for the formal proofs). However, most times all three properties hold within
areas of uniform reflectance, since their unfulfillment takes place only for particular
combinations of material reflectances and precise values of m; and m;.

Essentially, properties HIl{3]lead to a set of necessary compatibility conditions be-
tween pixels, in the sense that if two pixels fail to satisfy any of the three properties for
any of the two-by-two combinations between colour channels, then both pixels cannot
correspond to the same scene material. Given a certain combination of colour channels,
say C and C'y, these three conditions can be stated geometrically, considering the space
of intensity values taken by both channels, as it is shown in figures[I{a)-(c), for, respec-
tively, properties PII3] In all the figures and for case I} > I2, the shaded areas represent
the set of points (I}, IZ) which are compatible with a certain point (1}, I2), in the sense
of the satisfaction of the coupling properties; in case I} < I2, the compatibility zone
would be the complement of the shaded areas of figures[I(a) and (c) for properties HIl
and P3] Therefore, if for a given (I}, I2), (I}, I?) is not inside the compatibility zone,
then the corresponding pixels cannot correspond to the same scene material. Finally,
figure [I{d) shows the compatibility area for all three properties simultaneously (trian-
gles correspond to the case I} < I2, while circles are for case I} > I2). In view of
these graphs, a compatibility relation C can be summarized as: (I}, I?) is C-compatible
with (I}, 1%) if: (i) Ibl > Ib2 and the orientation of the vector joining both lies within
[0°,45°] when I} > 12; or (ii) I} < I? and the orientation of the vector joining both
lies within [45°,90°] when I} < I2.

3 Edge Map Computation

General Discussion. Checking, at every pixel, all three properties allows computing
an edge map corresponding to reflectance transitions which can be found in the image.
To this end, a pixel (i4, j,) is considered an edge if for any of its 8 neighbours (i, j»)
and at least one combination of colour channels, both pixels are not compatible with
one another in the sense of the relation C formulated in section2.2]

Although the checking of relation C allows covering a considerable amount of re-
flectance transitions, there exist others which make manifest in such a way that the
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Fig. 1. Geometrical interpretation of properties P13

variation in the intensity does not violate any of properties PI13] despite a reflectance
transition is arising. On those cases, there is no way to decide whether the correspond-
ing intensity changes in the colour channels are due to a reflectance transition or merely
a change in m; and/or m;, and, thus, an ambiguity results. In other words, the in-
terrelation between colour channels is not powerful enough on those cases so as to
disambiguate the source of the intensity variation. Accordingly, knowledge from the
application domain level or data from another sensor, if available, should be used to
make the decision. For instance, if objects with smooth surfaces are expected in the
scene, gradient information can result practical to locate this sort of reflectance transi-
tions. In particular, LOG zero-crossings have become particularly interesting during the
experiments performed. This is because LOG zero-crossings correspond to concavity-
convexity changes in intensity due to the second derivative order nature of LOG, and
those changes correspond quite well to the aforementioned reflectance transitions.

Implementation Issues. In order to counteract image noise in an adaptive way when
computing the edge map, uncertainties related to sensor noise are used for every inten-
sity level of every colour channel. Therefore, every digital noisy level D* outputting
the camera is associated to an interval [D* — §(D¥), D* + §(D¥)]. In this expression,
the uncertainty ¢ (Dk) is defined as it is indicated in [9], which takes as a basis the noise
model proposed in [[10] and estimates the sensor performance parameters by means of a
radiometric calibration of the camera [[11]. With the introduction of these uncertainties,
either C and the strategy for locating LOG zero-crossings are redefined:

e With regard to C, given noisy intensities (D}, D?), a rectangular uncertainty area
around (D}, D?) covering ¢ uncertainties is defined, as it is depicted in figure 2(a).
C is redefined then as: (D}, D?) is C-compatible with (D}, D2) if any of the points
belonging to the uncertainty area of (D}, Dg) falls within the union of the compat-
ibility zones of the points belonging to the uncertainty area of (DL, D?) (shaded
area of figure 2a)). The pixel corresponding to (D!, D?) is thus considered an
edge only if there is no possibility of (D}, D?) being C-compatible with (D}, D?).
e As for LOG zero-crossings, whenever a zero-crossing is detected, it is classified
as relevant if the positive and negative peak LOG values along the direction of
detection are larger than ¢ times the respective uncertainties. Those uncertainties are
calculated using standard uncertainty propagation rules, by which, if the output of
the operator is calculated as f = Y D*(z)m(x), where m(z) would be the LOG



332 A. Ortiz and G. Oliver

c: WO —  Los
D? a7 t3(LOG(D¥)
' tiS(D‘b)‘ﬁ:"g-E positive peak
16(D%);
A
D2, N
Ao )>TE
D', D', C, negative peak
(@) (b)

Fig. 2. Left: (a) Redefinition of C (the uncertainty areas have been magnified for illustration pur-
poses); (b) Only the LOG zero-crossing behind the circle is considered relevant. Right: Edge map
for image on top.

mask constants, then §(f) = />, §(D¥(x))2m?2(z) [12]. By way of example,
see figure 2(b), where only the zero-crossing behind the circle would be considered
relevant.

To finish about the computation of the edge map: (1) although a reflectance transi-
tion should theoretically involve just two pixels, in real images they tend to span along
several image cells because of real cameras’ aliasing, so that the edge map must in
general be expected to consist of thick edges; and (2) pixels around specularities can
be labelled as edges, because, although not always edges related to the C relationship
are found near specularities, relevant LOG zero-crossings can clearly be found, partic-
ularly for “steep” specularities. The two above-mentioned facts can be easily observed
in figure (right).

4 Colour Channel Coupling-Based Segmentation (C3S)

In general, segmenting an image consists in grouping pixels in homogeneous regions,
generally according to a certain perceptually-based homogeneity criterion. Most times,
one is interested in the image regions corresponding to the same perceptual colour. In
physical terms, this means grouping pixels in uniform reflectance areas.

The experiments performed have shown that the closed regions contained in the
edge map described in section 3 tend to show uniform reflectance. Therefore, a first
partition of the image can be obtained if connected components not including edge
pixels are found and edges are then added to the nearest most similar connected com-
ponent. To perform this last task, Principal Component Analysis is used to characterize
the cluster in colour space corresponding to every connected component. As the edge
map is presumed to separate pixels corresponding to “steep” specularities from matte
pixels, and according to the Dichromatic Reflection Model, the corresponding regions
are expected to be describable by linear or point clusters in colour space.

In order not to mix pixels corresponding to different scene materials, connected
components without a linear or point-wise shape in colour space are discarded. Those
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Fig. 3. (1st) example of noisy synthetic image; (2nd,3rd,4th) CG, OS and US histograms

connected components result when a contour is not finished due to noise and a path of
non-edge pixels between two regions of different reflectance is created. On those cases,
the corresponding pixels are grouped again controlling the growth of the corresponding
cluster in colour space as the pixels are added. When the cluster dimensionality exceeds
that of a line, the growing of the connected component stops and a new connected
component is created and grown. The process continues until no more pixels of the
original connected component are unlabelled.

A region merging stage based on a possibilistic clustering algorithm follows
next, in order to remove the probably low, but not generally zero, degree of overseg-
mentation which can result.

5 Experimental Results and Discussion

Several results for synthetic and real curvature-dominated images are given below to
prove experimentally the usefulness of C3S.

On the one hand, a set of 100 synthetic colour images of different scenes consisting
of spheres and planes were generated. Besides, noise was incorporated conforming with
the camera model described in [[11]], parameterized according to the performance of the
camera used in the experiments with real images. All 100 images were then segmented
and the percentage of correctly grouped pixels (CG), oversegmentation (OS) and un-
dersegmentation (US) were determined for every image (CG corresponds to pixels be-
longing to regions which are not spread among several regions of the reference segmen-
tation, while OS accounts for pixels belonging to regions splitting an only true region;
US, finally, covers pixels in regions spanning several true regions). Figure 3 shows an
example of noisy synthetic image, together with histograms for CG, OS and US. As a
global result of the experiment: CG = 99.60%, OS = 11.33% and US = 0.27%.

On the other hand, a set of real images, standard and non-standard, were also consid-
ered. For the non-standard images, the gamma correction switch of the camera was set
to 1 in order to get images whose intensity is proportional to the light striking the sen-
sor, which is essential for physics-based vision algorithms. Although standard images
do not typically satisfy this constraint, they were also considered in the experiments for
comparison with other segmentation algorithms.

Figure 4] shows two non-standard and two standard images, with the region con-
tours produced by C3S overimposed over the original images. Besides, for comparison
purposes between a physics-based and a non-physics-based approach, region contours
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Fig. 4. (first row) C3S; (second row) C&M

Fig. 5. More results for C*S and real images

resulting for the recognized mean-shift based segmentation algorithm by Comaniciu
and Meer (C&M) are also given below each image (the undersegmentation option
was used in all cases). Values for CG, OS and US are also provided for both sets of
segmentation results, having used, on those cases, reference segmentations manually
determined. Figure 5] shows more results for non-standard images.

As for parameters, the standard deviation for LOG was set to 1.0 in all cases. The
number of uncertainties considered for detecting edges related with relation C, ¢1, and
the number of uncertainties for capturing LOG zero-crossings, o, were set to 3 in the
experiment with synthetic images, while ¢, needed a finer tuning when segmenting real
images. Nevertheless, a restricted set of values (1.5 or 2) was necessary to achieve good
segmentations.

As can be observed, C3S is able to deal correctly with scene curvature, while C&M
tends to produce oversegmentation on those cases. Furthermore, in cases where C&M
mixes pixels from different objects, C2S finds the correct classification (first image of
figure[)). Sometimes, however, object edges give rise to a certain degree of oversegmen-
tation in C*S output because of the ambiguity in the reflectance transitions detected by
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means of LOG zero-crossings (first image of figure[)); a similar behaviour is observed
for shadows. The third image in figure 3] is also interesting because of, contrarily to
expected, the right behaviour of C3S with the textured cup. As for the standard images,
both algorithms provide a similar output in the house image, while in the peppers image,
where curved objects appear, C3S clearly outperforms C&M. (See [9] for more experi-
mental results, intermediate and final, and a more detailed discussion, not included here
due to lack of space)

6 Conclusions

(38, a curvature-insensitive segmentation method based on a physics-based image for-
mation model, has been proposed. The method uses the coupling between colour chan-
nels in uniform reflectance areas to locate image locations where colour channels turn
out to be uncoupled because of a reflectance transition arising there. Experiments with
synthetic and real images have been presented, showing the power of the approach for
dealing with scenes with curved objects and different surface materials.
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