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Abstract. Privacy protection has become one of the most important
issues in the information era. Thus, many protocols have been devel-
oped to achieve the goal of cooperatively accomplishing a computational
task without revealing the participants’ private data. Practical protocols,
however, do not guarantee perfect privacy protection, as some degree of
privacy leakage is allowed during the computation process for the sake of
efficient resource consumption, e.g., the number of random bits required
and the computation time. Although there are metrics for measuring the
amount of resource consumption, as far as we know, there are no effec-
tive metrics that measure the degree of privacy leakage. Without such
metrics, however, it is difficult to compare protocols fairly. In this paper,
we propose a framework based on linear algebra and information theory
to measure the amount of privacy leakage in protocols. This framework
can be used to analyze protocols that satisfy certain algebraic proper-
ties. We use it to analyze three two-party scalar product protocols. The
framework might also be extendable to the analysis of other protocols.

Keywords: Privacy Analysis, Private Computation, Scalar Product.

1 Introduction

Privacy protection is one of the most pressing issues in the information era.
The massive databases spread over the Internet are gold mines for some and,
at the same time, one of the greatest threats to privacy for others. How to
cooperatively accomplish a computational task without revealing participants’
private input has therefore gained a lot of attention and the development of
efficient solutions is now an active research area. In theory [I1I7], it is possible
to securely compute almost any function without revealing anything, except the
output. Unfortunately, the theoretical results are not readily applicable to real
applications due to their high computational complexity.

Most theoretical approaches adopt a computationally indistinguishable view
of secrecy and try to find provable secure solutions, but such a definition leaves
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little room to quantify secrecy. Meanwhile, in application oriented studies, re-
searchers usually take an intuitive approach to the definition of secrecy and try
to prove the secrecy of protocols by refuting possible attacks. However, being
intuitive, this approach cannot actually prove the security of protocols per se. It
can only be argued that refuting possible attacks preserves some security. There
is a gap between the theoretical and intuitive approaches in terms of provable
secrecy. Although, privacy is a basic human right, it is not the only one. When
multi-party private computation is applied to the public sector, sometimes pri-
vacy must be compromised to accommodate other important social values. It
can also be applied to the private sector, such as in a business setting. For
example, two (or more) companies might want to compute a function coopera-
tively; however, neither of them wants to share their private information. In both
public sector and private sector applications, it would be beneficial to be able to
quantify secrecy so that some tradeoff, for example, between secrecy and compu-
tational efficiency, could be made. In [5], similar arguments are presented about
ideal secrecy and acceptable secrecy. In this paper, we propose an information
theoretical framework toward a quantifiable definition of secrecy for multi-party
private computation.

The remainder of this paper is organized as follows. We give a short review
of related works in Section 2l In Section Bl we present our formal framework. In
Section Ml we analyze several scalar product protocols to demonstrate our model
and summarize the results. Finally, in Section Bl we present our conclusions and
a short discussion about possible extensions of our model. We also indicate the
direction of future work.

2 Related Work

Secure two-party computation was first studied by Yao [II] and extended to
the multi-party case by Goldreich et al [7]. Through a sequence of effort, a
satisfactory definitional treatment was developed and precise proofs for security
were provided . A full description of these developments can be found in [6].
The general construction approach is as follow. To securely compute a function,
it is first converted to a combinatorial circuit. For each gate in the circuit, all
parties run a protocol to compute the result of that gate. Both the input and
the output of the gate are shared randomly and the final output is also shared
randomly among all parties, after which each party can exchange its share of
the information to compute the final result. Although, this general construction
approach is impressive, it implies that both the size of the circuit and the number
of parties involved dominate the size, i.e., complexity, of the protocol. Note that
the size of the circuit is related to the size of the input. Therefore, the approach
is not a feasible solution for a real world problem with a large input and/or a
large number of parties [9].

The high cost of the general approach for large problems has motivated re-
searchers to look for efficient solutions for specific functions and many protocols
have already been developed to solve specific problems. There are specific pro-
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tocols for general computation primitives, such as, scalar products [II10], set
union and set intersection cardinality [§], and private permutation [2]. In ad-
dition, there are protocols for specific application domains, for example, data
mining, computational geometry, statistical analysis, etc. An excellent survey of
secure multi-party computation problems can be found in [3].

Almost all the approaches mentioned above are based on the notion of ideal
secrecy, as indicated in [5]. In that paper the authors ask if it would be possible to
lower the security requirement from an ideal level to an acceptable level so that
an efficient protocol could be developed. We extend their work by quantifying
the security level within an information theoretical framework.

3 Framework

In multi-party private computation, n players cooperate to compute a function,
and each player holds some private input that is part of the parameters for
computing the function. The goal is to compute the function and maintain the
secrecy of each party’s private input. Given a protocol, P, we use X! to denote
the private input of party i, and msg! to denote the message received by party
1. We use information theory to model the amount of information revealed after
running P. Before running P, each party has no information about other parties’
private input. However, after running P, each party may know something about
some of the other parties’ private inputs because of new information gathered
during the execution of P. Let H = H(X}) denote the entropy of random
variable X7 and HZ—I;- = H(Xip|msg]1-3) denote the entropy of random variable
XFP given msgf . The conditional entropy corresponds to the intuitive idea of
the amount of information (uncertainty) of X from party j’s perspective after
receiving msg]P .

We define the degree of secrecy of protocol P as min; ;(HJj/HF), or min; ;
(HZ-I;-); and call the former relative secrecy and the latter absolute secrecy. When
comparing different protocols, we believe that relative secrecy is a better notion,
since it is normalized to a number between zero and one, where one indicates
perfect secrecy, and zero means no secrecy at all. However, for some specific ap-
plications, where the number of players and the types of private input are fixed,
absolute secrecy gives the user a direct measurement of the degree of uncertainty
that each private input contains after executing the protocol. Obviously we as-
sume the existence of private communication channels between any two parties.
To model the case of a broadcast channel, we simply replace msg!?” with msg”,
where msg? denotes the complete record of messages broadcast during the exe-
cution of the protocol. It is worth mentioning that our model can be extended to
model situations such as parties forming a coalition, where there is asymmetry
among data elements in the private inputs and among the parties. We do not
try to describe such a general model here, as the extension might detract from
our main points. In a later work, we hope to extend our model to a multi-party
setting.
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4 Analysis of the Protocols

4.1 Preliminaries

In this paper, we analyze the degree of secrecy of three two-party scalar product
protocols, each of which has two players, Alice and Bob, who have private input
X4 and Xp respectively. The private input of each player is an n dimensional
vector. After running the protocol, Alice and Bob receive the numbers u and v
respectively, such that u + v is the inner product of X4 and Xp, i.e., X - Xp.
Let * be the matrix product operator, and X% be the transpose of Xp. Then,
u+v =Xy, Xp=Xgx* Xg. Hereafter, we assume that X4, Xp € GF(p)",
where GF(p) is a Galois field of order p, and p is a prime number. We also
assume that both parties are semi-honest, i.e., they both follow the protocol and
do not deliberately deviate from it to get more information. Instead, they only
deduce information from messages they receive.
We first list some facts from information theory.

Fact 1
1. H(X|msg) = H(X, Rlmsg) — H(R|X,msg).
2. If R is a function of X and msg, then H(R|X,msg) =0 and H(X|msg) =
H(X, R|msg).
3. If H(R|X,msg) # 0 and H(X|R,msg) = 0, then H(X|msg) = H(R|msg) —
H(R|X,msg).

Let V and C be two random sources. If it is known that some functional
dependency exists between V' and C, then knowing information about C' reveals
information about V. That is, the entropy of V is reduced. For the case where
V,C € GF(p)™ and A is a matrix, we get the following:

Proposition 1. Let V,C € GF(p)™ be two vectors with all elements uniformly
randomly selected from GF(p), and let A be an mxn matriz with all its elements
in GF(p). If there exists a functional dependency AV = C and rank(A) =k,
then H(V|C) = (n — k) logp.

Proof: By AxV = C, let W7 and W5 be two vector spaces with ordered bases «
and (3 such that there is a linear transformation 7: Wi — Wa. [T]§ = A. Since
rank(A) = k, if C is known, we can find a vector space U C W; such that the
dimension of Uis n —k and V € U. Let s = (s1,...,8,—) be an ordered basis
of U. Then V can be expressed in the form:

V =a151 +azs2+ -+ aGn_pSn—k-
Thus, H(V|C) = H(a,...,an—k) = (n — k) logp. |
The following lemma can be derived directly from the above proposition.

Lemma 1. Let A=V = C be a linear system of equations in GF(p). If there
are k linear independent equations in AxV = C, that is, rank(A) = k, and n
unknowns in V., then H(V|C) = (n — k) logp.

We now describe and analyze three scalar product protocols. In our analysis,
let I; be an ¢ x ¢ identity matrix, and 0;«; be an 7 X j zero matrix.
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4.2 Analysis of Protocol [

The protocol is as follows. First Alice and Bob agree to an n*n invertible matrix,
M, and a positive integer, k, that is not larger than n.

Scalar Product Protocol 1 [5]

Alice Bob
1. Compute Xy = X4 % M. Compute Xj; = (M~ T+ XE)T.
Let X!y = [za,,...,24,], Let X5 = [zB,,--.,2B,],
XA:[(EAlw'wak]; XB:[‘TBN"'VTBk]?
XA:[CEA,CJA,...,J,'A”] B ‘XB: [(EB,CJFI,...,JJBn]
2. Alice & Bob
Xy
Alice — Bob
3.u:XA*X£ v=Xsx X}

Let U be a matrix whose column vectors are the leftmost & column vectors of
matrix M, and let V' be a matrix whose row vectors are the last n—k row vectors
of matrix M~'. We organize messages received by Alice and Bob in a matrix
form and use Lemma [ to derive the conditional information of each private
input after the other party receives the messages sent during the protocol.

— Alice receives the message msga = {Xg} = {V * XL}. Thus, V* X% =Xy
and rank(V) =n — k. By Lemma[ll H(Xp|msga) = klogp.

— Similarly, Bob receives the message msgp = {Xa} = {U * Xa}. Hence,
U X4 =X and rank(U) = k. By lemma[ll H(Xa|msgp) = (n— k)logp.

Based on the above discussion, we have the following lemma.

Lemma 2. In Protocol [, the degree of secrecy for Alice is %:

(n—k)logp _ (n—k)/n, and for Bob is H(ﬁ?)'(msg“) —klogp _ k/n. The degree of

nlogp B) " nlogp
secrecy for Protocol [l is min(H();‘ELZS)gB), H()Ig?)‘;’;s)gf‘)) =min(k,n — k)/n < %

Remarks: In [5], it is mentioned, but not formally explained, that M should
be invertible and k should be selected as k = [n/2]. From our analysis, we
know that selecting M to be invertible and k& = [n/2]| maximizes the degree
of secrecy. It is also mentioned in [5] the selection of M should avoid the case
where X4 = [z4,,...,74,]; for example, that the selection of M = I,, is one of
the bad cases. However, in our framework, picking M = I,, and picking M to be
any invertible matrix are identical in terms of the degree of secrecy. Institutively,
the advice mentioned above indicates that, the case where an individual value
is fully revealed is definitely more serious than the cases where individual values
are partially revealed, even though the total information remains are the same.
The conflict will be resolved when our model is extended to consider asymmetry
among the data elements of private inputs.
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4.3 Analysis of Protocol

This protocol assumes the existence of a semi-honest party, C. In other words,
C does not collude with Alice or Bob. First C' generates two 1 X n random
matrices, R, and Rp; and then randomly picks two integers, r, and rp, such that
re + 7y = Ry * RbT. C sends R, and r, to Alice, and Ry and r, to Bob.

Scalar Product Protocol 2 [/5]

Alice Bob
I.X:L‘:XA+R,1 X’B:XB+R(,
2. Alice Xa, Bob
Alice pud3 Bob

3. Bob generates a random value
v, and computes s = X
Xg +7r,—v

4. Alice <>~ Bob

5u=8—(Ro* XZ)+7a

Because, in this protocol, the commodity party C' generates random variables
without receiving any message, C' gets no information about the private inputs
of Alice and Bob.

Alice receives the message msga = {XJp, rq, s} in Protocol 2] where

_ X/B:In*Xg“V‘In*Rl?J"O'Tb"_O'U’
— ra:01XR*X£+RQ*Rbel~rb+O-v, and
— s:Xx’L‘*XngOan*RbTJrl-rbf1~v.

Since H(Rp|Xp,msga), H(rs|Xp,msga), and H(v|Xp,msga) are all 0,
I, I, 0 O
we have H(Xpg|msga)=H(Xp, Ry, 5, v|msga). Let A; = | 015, Ry —1 0
Xy Oy 1 —1

)

Xp

T
RT XB
Zl = b 5 and Cl = Ta
Tb
S
v

Note that rank(41) = n+ 2, A1 x Z; = Ci, and Cy is essentially msga.
H(Xg|lmsga) =nlogp by Lemma [1
Bob gets the message msgp = {r, X'y} in Protocol 2] where

— L« X +1, R +0-r, = X', and
- 01Xn*X£+Rb*Rg—1'Ta:Tb.

X4

| I, I, 0 B f [xiE
Let AQ = |:01><n Rb _1:|, Z2— ]:a ,and CQ = |: - .

It is easy to verify that H(Ry|Xa,msgp) = 0, H(r.|Xa,msgp) = 0, and
rank(A) = n+ 1. Thus, H(X4|msgp) = H(Xa, Ra,7s|msgp). We know As *
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Zy = Co, and Cy is essentially msgp. By Lemma[ll H(X 4|msgp) = (2n+1) —
(n+1))logp = nlogp.
Based on the above discussion, we have the following lemma.

Lemma 3. The degree of secrecy for Protocol is  min(

M):J'

H(Xg)

4.4 Analysis of Protocol [3]

H(Xalmsgp)
H(XA) ?

This protocol assumes M is a public n X n matrix, m is a publicly known constant
that is at most n, and rank(M) = k. Without loss of generality, we assume that

n can be evenly divided by m, and ¢ = n/m.

Scalar Product Protocol 3 [10/

Alice

Bob

1.

SR

Generate a 1 X mn  random
matricx R. Let D be an
m X n  matrix whose ele-
ments are d;;, where di; =
{ 0, otherwise

Define X'y = (X4 + M « RT)T
and Q =D x RT.

. Note that s = X} *Xg

=X« XE+R«WT—RxWT
=Xa*x XE+RxXT—R+«WT.
Since Alice knows X, she can
getu:XA*XBfR*WT.

Alice %Bob

Alice &SBOZ)

Let s = X'\ x XL and gen-
erate a 1 X m random ma-
tric RN = [rq,...,7m.].

Let W = [wy,...,wy,] be
a 1 X n matriz, where
Wii—1)xq+j = Tg, Vi €
[1,m] and ¥j € [1,q].
Let X, = Xp*x M+ W.

Bob can compute v = R’ *
Q. Notes that R-WT =R'x
Q.

Alice receives the message msga = { X, s}, where

— XF=MT s« XL +1, W7 and
— s:Xx’L‘*XngOan*WT.
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T
Note that there are only m unknowns, r{,..., 7, in W. Let A = M, In ,
XA 01><n
_ [ X5 _[X5
=[] o= [¥F]

We know that H(W|Xp,msga) = 0, rank(A) =n+1, AxZ =C, and C
is essentially msga. By Lemma [l H(Xg|msga) = (n +m — (n + 1))logp =
(m — 1) logp.

Bob receives the message msgp = {X/}, Q} from Alice in Protocol B} where

- XTI =1, X% + M« RT, and
— Q:Omxn*ng—i—D*RT.

In Bob’s case, H(R|X 4, msgp) may not be 0 if rank(M) = k # n. On the
other hand, H(Xa|R,msgg) = 0, even if k is not equal to n. So we have
H(X almsgp) = H(R|msgp) — H(R|X 4, msgp).

I, M X7
We first compute H(X 4, Rlmsgp). Let Ay = {Oan D} 7, = [ A}, and
T

o) = %‘

It is clear that rank(A) = n+m, A;xZ, = C1, and C1 is essentially msgp. By
Lemma[l H(R|msgp) = H(X 4, Rlmsgp) = (2n—(n+m))logp = (n—m) log p.

To compute H(R|X 4, msgp), X4 can be treated as a constant vector. There-

T T

fore, let As = []\g} Zy = [RT}7 and Cy = [XA 0 XA} = [M(S R]. From
Ay x Z1 = Cq, we can derive Ay x Zy = Cs.

Let rank(As) = e. From Lemma [ H(R|Xa,msgp) = (n — e)logp. As
a result, H(Xa|msgp) = H(R|msgp) — H(R|Xa,msgp) = (n —m) — (n —
e))logp = (e —m)logp.

Note that e < n, m is an integer, and min (m — 1,e —m) < min(m — 1,
n—m)<(n-—2)/2.

Based on the above discussion, we have the following lemma.

Lemma 4. The degree of secrecy for Protocol [d is:

H(X slmsgp) H(XBImsgA)):min(efm m—l) _1
H(X,) ' H(Xp) n = on 772

Remarks: In our analysis, Protocol Bl achieves its maximum level of secrecy
when m = 241 and rank(Az) = n However, we require that m = n/q for some

integer ¢, and m to be an integer. When n is even and m = n/2, the protocol
achieves its maximum level of secrecy. This provides a guideline for choosing M
and m.

1
5

min( <

SN

5 Conclusion and Future Works

In this paper, we propose the measurement of secrecy in the information the-
oretical sense, and use our model to analyze three two-party scalar product
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protocols. The results are summarized in Table 1. We note that although Proto-
col Plachieves the highest level of security with the least complexity, i.e., random
bits, communication cost, and computational efforts, it requires a semi-honest
third party, which may be costly to implement in real applications. Protocol 3]
may be slightly more secure than Protocol [l

Table 1. Summary of results

Protocol [ Protocol 2] Protocol 3]
random bits 0 (2n + 1)[log p] (m 4+ n)[logp]
communication O(nlogp) O(nlogp) O(nlogp)
cost
computational O(n?) O(n) O(n?)
complexity
degree of secrecy < % 1 < min(22%, mgl)

<l_ 1
— 2 n
comments requires a n X n |requires a semi-honest|achieve max secrecy
inevitable matrix third party when m = |n/2]

We consider that maintaining secrecy is an important factor in multi-party
private computation, but it is not the sole goal. Thus, a tradeoff among com-
putational complexity, communication complexity, and secrecy can be explored.
The theoretical existential proof of solutions for multi-party private computation
is elegant and impressive; however, it is not practical for real world, large-scale
applications. For real applications, perfect secrecy is an ideal situation, but ad-
equate secrecy is sometimes sufficient. Being able to quantify the secrecy pre-
served by protocols is important in deciding if an adequate secrecy level can be
achieved. In this paper, we have proposed the use of an information theoretical
framework to measure the secrecy of protocols. Furthermore, we have analyzed
three two-party scalar protocols to demonstrate the efficacy of our approach.

Finally, there are two interesting research directions worthy of further study.
First, it would interesting and challenging to develop general analysis method-
ologies. So far, we have only investigated the linearly dependent relationship
between secret input and messages. More tools are needed to analyze more com-
plex protocols. The second interesting direction would be to explore possible
tradeoffs between secrecy and other performance related measurements.
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