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Abstract We argue that the emphasis normally placed on query-similarity in Web search 
limits search precision. We draw on related work in case-based reasoning (CBR) 
and recommender systems research, which shows how enhancing diversity can 
improve the quality of retrieved cases and recommendations. We investigate the 
use of related diversity-enhancing retrieval techniques in Web search, showing 
that similar benefits are available, i.e. that result diversity can be significantly 
enhanced without compromising query similarity or result precision and recall. 

Keywords: Web search, diversity, relevance, topic coverage 

Introduction 

Web search engines are the primary tool for onUne information discovery 
and significant strides have been made to build upon their information retrieval 
(IR) origins in order to address the specific needs of Web users. Nevertheless, 
search engines frequently fail to deliver the right results at the right time. 

It has been shown that users have a tendency to formulate under-specified 
queries consisting of between 2 and 3 search terms [15]. This coupled with the 
fact that most commercial search engines index over 1 billion documents leads 
to large result-lists with poor precision characteristics. Most search engines 
rank search results according to their similarity to the query terms and this can 
lead to result-lists with low diversity and poor topic coverage. 

As an example, the first 200 Google results for the intentionally vague query 
'lisp' all refer to the Lisp programming language with only a few references to 
other meanings, none of which refer to speech impediments. With a predomi­
nance of computer-related information on the Web, it's not hard to see why this 
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is the case, but with an increasing number of online users from non-computing 
backgrounds, there is no longer a corresponding bias among Web searchers. 

The point is that given vague queries, result diversity in modem search en­
gines is poor which will inevitably lead to search failures - a speech therapist 
will not be served well by a typical search engine for the term 'lisp' and will 
be left with no choice but to refine their query. Thus, researchers have focused 
their efforts on a number of different possible approaches. Recently, ranking 
metrics have been developed using factors other than query-page similarity [3]. 

In this paper we focus on diversity among search engine results for vague 
queries. Research in the areas of CBR and recommender systems has begun 
to question the similarity assumption, arguing that in many scenarios query-
similarity can be sacrificed in favour of improved result diversity in order to 
maximise the coverage of the retrieved cases. A successful solution has in­
volved a ranking metric incorporating diversity as well as similarity, rather than 
attempting to elaborate the queries or change the result presentation paradigm. 

We adapt this diversity-enhanced approach for use in Web search and evalu­
ate its performance on a range of test data (Sections 3 and 4). We show that the 
technique introduces result diversity without compromising overall query-page 
similarity or precision and recall characteristics of the result-lists (see Section 
4). First, we will review a range of related research, covering context-sensitive 
search methods, result-clustering, and diversity-enhancing techniques. 

1. Background 

1.1 Related Work 

In related work, search context was introduced to elaborate vague queries 
and focus search [10] - this encompasses explicit context manipulation ([6,11]) 
and implicit context inference ([4, 7]). The context-sensitive technique yielded 
promising results indicating that Web search can benefit from its use ([16, 17]). 

1.2 Results Clustering 

The IR community uses clustering both as a pre-retrieval process to speed up 
search performance [19] and as a post-retrieval document browsing technique 
for handling vague queries [5, 12]; it is the second paradigm that concerns us. 

[21] and [22] are examples of early work on result clustering. A technique 
called suffix tree clustering (STC) is introduced which shows potential as a 
means of generating meaningful clusters. A fuzzy similarity metric is proposed 
in [8] as part of a relational fuzzy clustering algorithm that is 0{p?) (STC is 
0{n)), apparently capable of producing more focused clusters than STC. 

It is also worth mentioning [20] for their approach to clustering using con­
nectivity information rather than textual content. 
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1.3 Towards Diversity-Enhanced Retrieval 

The above strategies help users to find information following a vague query. 
However, they place different obligations on both search engine and searcher 
and move away from the accepted ranked list presentation paradigm, 

A number of case retrieval systems have concentrated on improving the di­
versity of a single set of recommendations while preserving the query-similarity 
of these recommendations to a lesser or greater extent. [14] introduces a sys­
tem focused on diversity, however although recommendations are maximally 
diverse from each other, query-similarity is compromised. Thus, the candidate 
cases must be sufficiently similar to the query to begin with. 

[13] introduces similarity layers and similarity intervals. The former pre­
serve case-query similarity while enhancing diversity and the latter achieve 
greater diversity by relaxing the constraint that query similarity must be pre­
served. It is worth noting that a retrieval technique may enhance diversity as 
a side-effect. Order-based retrieval is an example of such a technique [2], ex­
hibiting an inherent ability to enhance the diversity of a set of retrieval results. 

The above techniques are designed for use in case retrieval scenarios and as 
such it is not clear how they may be adapted for Web search. However, one of 
the earliest proposals for diversity-enhanced retrieval ([1],[18]) is sufficiently 
general for it to be directly applied to Web search. This technique is described 
in detail below and serves as the focus for the remainder of this paper. 

2. The Case for Diversity in Web Search 

The average Web search is unlikely to result in a focused list of relevant 
results [9] and Web users are unlikely to venture beyond the first results page 
[15]. Thus, search engines must maximise the probability that a relevant result 
will be presented within the first page. Furthermore without any assessment of 
user preferences or search context, it is valuable to ensure that the first k search 
results reflect a representative sample of as many relevant results as possible. 

In the next section we describe the Bounded Greedy Selection technique 
first introduced by [18]. We will argue that it provides a reasonable balance 
between similarity and diversity with only a small extra computational cost. 

3. Similarity vs. Diversity 

We assume a standard similarity function for computing the similarity be­
tween a search query, q, and a page pi, Sim{q^pi), Further, we assume that 
this function can also measure the similarity between two pages, Sim{pi^pj). 

Div[pi,...,pn) = n , , , (1) 
2 * ( n ~ l ) 
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We define the diversity of a set of pages, pi,.. . , p̂ i to be the average dissim­
ilarity between all pairs of pages in this set (see Equation 1). Standard search 
engines will tend to display a diversity profile which increases and a similarity 
profile which decreases, as result-list size increases (see Section 4.2). Thus 
the trade-off between query-similarity and result-diversity is a simple one: for 
small result-lists, high query-similarity means low diversity. We aim to opti­
mise this trade-off, delivering result-lists that are diverse and that thus offer 
greater coverage of the result-space, without compromising their similarity to 
the query or their relevance to the end-user. 

Table la. Greedy Algorithm. 

q: target query, P: set of pages matching q, k: # results 

1. define GreedySelection(q,P,k) 

2. begin 

3.R:={} 

4. For i := 1 to k 

5. Sort P by QuaKq, p, R) V p in P 

6. R := R + First(P) 

7. P := P - First(P) 

8. EndFor 

9. return R 

10. end 

Table lb. Bounded Greedy Algorithm. 

q, P, k: as in Table la, b: bound 

1. define BoundedGreedySelection(q,P,k,b) 

2. begin 

3. P':=bk pages in P most similar to q 

4.R:={} 

5. For i := 1 to k 

6. Sort P' by QuaKq, p, R) V p in P' 

7. R := R + First(P') 

8. P' := P' - First(P') 

9. EndFor 

10. return R 

11. end 

3.1 Greedy Selection 
A novel approach to improving diversity, while at the same time maintaining 

similarity, is to explicitly consider both diversity and similarity during retrieval 
[18]. The greedy selection algorithm (Table la) achieves this by incrementally 
building a final result-list, R, During each step the remaining pages are ordered 
according to their quality with the highest quality page added to R. 

The quality (see Equation 2) of a page p is proportional to the similarity 
between p and the current query g, and to the diversity of p relative to those 
pages so far selected, R — {ri,,.., r^n} (see Equation 3). The first page to be 
selected is always the one with the highest similarity to the query. During each 
iteration, the page with the highest quality value is selected. 

Qual{q^p^R) = Sim{q^p) * RelDiv{p^R) (2) 

RelDiv{p, R) = 1 Z / Ä - 0 ; 
Ei=i..m(l-5'im(p,ri)) 

(3) 

m 
, otherwise 
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However, this algorithm is expensive. For an initial result-list of n pages, 
during each of the k iterations v̂ e must calculate the diversity of each remain­
ing page relative to those so far selected. This means an average of ^ ^ relative 
diversity calculations, each one consisting of an average of | similarity calcu­
lations. This gives an average total cost of A; * ^ ^ * | similarity computations 
per retrieval. For example, for an initial result-list of 1000 pages, retrieving the 
top 3 pages can mean approximately 2250 similarity computations. 

3.2 Bounded Greedy Selection 

To reduce the complexity of the greedy selection algorithm we implement a 
bounded version adapted from that found in [18]. The bounded greedy selec­
tion algorithm (Table lb) selects the best bk pages using their query-similarity 
(line 3) and then applies the greedy selection method to these (lines 4-9) . 

This algorithm has a greatly reduced cost since k pages are selected from 
bk pages instead of from n pages and bk <^ n for typical low values of b and 
k. This only means a total of /c * ^ ^ ^ * | extra similarity computations on 
top of the normal retrieval cost. For example, for a 1000 page initial result-list, 
retrieving the 3 best pages with 6 = 2 will now require about 7 extra similarity 
computations on top of the standard similarity-based retrieval cost. 

We may miss a page with a marginally lower similarity value than the best 
bk pages but a significantly better diversity value. However, the likelihood of 
this decreases with page similarity so for suitable values of b it is unlikely. 

[18] shows that the bounded greedy algorithm offers the best combination 
of diversity and efficiency, at least in CBR systems. Here we are interested in 
Web search and in our evaluation we investigate whether the advantages of this 
diversity preserving technique transfer into the Web search context. 

4. Evaluation 

In this section we describe a recent evaluation to investigate this diversity-
conscious ranking strategy. We compare the similarity-based and diversity-
based methods and focus on their diversity and similarity characteristics, the 
degree of re-ordering that takes place as a result of introducing diversity and 
the effects of this on precision and recall characteristics. 

4.1 Set-up 

We produced 760 separate queries taken from 5 distinct topical domains 
(mammals, programming languages, researchers, computer science and travel). 
We also produced two search engines based on the Jakarta Lucene search en­
gine. The SIM version of Lucene used standard similarity-based retrieval with 
TF*IDF term weighting, and corresponds to a standard Web search engine. 
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Figure 1. (a) Query-similarity profile, (b) Avg. diversity profile for SIM and DIV at various 
result list sizes 

The DIV version was set up to incorporate the diversity-enhancing retrieval 
technique on top of the TF*IDF functions. Thus, for each query we were able 
to generate and compare result-lists of varying sizes for SIM and DIV. 

Next we needed to populate our test search engines with a collection of 
Web pages and we also needed to establish a set of relevant pages for each 
query. To do this we adopted a similar approach to that reported by [16, 17]. 
Specifically, a basic or non-contextualised (e.g. 'Java') and a contextualised 
(e.g. 'programming language Java') version of each query was submitted to 
the HotBot search engine and the top 1000 results retrieved. To determine 
which results for the basic query were relevant, the intersection between the 
2 lists for each query was taken. Thus, we had a list of relevant results for 
each query which was used to assess the precision and recall of the result-lists 
produced for the basic queries by the SIM and DIV search engines. 

Finally, an index was created from the candidate result-lists produced for 
each of the queries, producing an index of approximately 250,000 pages. 

4.2 The Similarity-Diversity Tradeoff 
In this first experiment we evaluate the similarity-diversity trade-off - the 

degree to which query-similarity is compromised as we introduce diversity. 
We do this by submitting each query to the SIM and DIV (with 6 — 4) search 
engines to produce results-lists of various sizes, for fc = 2...20. For each 
result-list produced by each search engine, we compute its average similarity 
(i.e., the average similarity between its results and the current query) and its 
average diversity (i.e., the average pairwise dissimilarity between its results). 

The results are shown in Figure l(a&b) as graphs of average similarity and 
diversity vs. result-list size. As expected, the diversity-enhanced technique 
used by DIV leads to a drop in query-similarity when compared to SIM. For 
example, the average similarity for DIV drops from 0.905 at /c = 2 to 0.617 at 
/c ^ 20 whereas for SIM it starts at 0.93 at A; = 2 and falls to 0.639 at fc = 20. 
So for different values of k there is only around a 3% drop in average query-
similarity for the result-lists produced by DIV compared to those of SIM. 
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Figure 2. Rank correlation and result overlap characteristics 

Also as expected, in Figure 1(b) the advantage goes to DIV, which offers 
result-lists with significant diversity increases compared to those offered by 
SIM. For instance, the average diversity for DIV remains stable at approxi­
mately 0.7 for k>=4. This is in contrast with the average diversity of the SIM 
result-lists,, which starts at 0.46 atk = 2 and grows to only 0.56 at fc — 20. 

The thing to note here is the difference between the scale of the drop in 
similarity versus the increase in diversity. A minor drop in query-similarity 
experienced by DIV is accompanied by a significant increase in result diversity. 

4.3 A Comparison Of Rankings 
Comparing the result-list produced by SIM, for a given k, to that produced 

by DIV for the same k should illustrate two things. First, DIV will have 
dropped some of SIM's results in favour of new, more diverse results from out­
side of SIM's top k results. Second, the results they have in common should 
be ordered differently to reflect their different quality contributions. Here we 
evaluate the extent to which this is happening by comparing result-lists from 
SIM and DIV and measuring the number of results that they have in common 
and their rank correlation (Spearman's rank correlation is used). 

The results are shown in Figure 2 as graphs of overlap and rank correlation 
against result-list size. As expected, the number of shared results between SIM 
and DIV increases with k. To begin with, at A; = 4 SIM and DIV share, on 
average, about 2.7 results and this increases to nearly 16 results at /c = 20. 
Interestingly, this indicates that the percentage overlap grows slowly across 
the values of k, from an percentage overlap of about 66% at /c = 4 to 79% at 
k = 20. Thus, on average the diversity-enhancing technique (at 6 = 4) tends 
to drop approximately 20% to 35% of SIM's top k results in producing its own 
top k diverse results. This percentage is at a suitably low level that we are not 
relying too heavily on diversity and not enough on query-page similarity. 

The rank correlation results are also interesting. The rank correlation is seen 
to drop rapidly as k increases initially but then begins to increase slowly again 
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beyond k = 8, For example, at /c = 4 the rank correlation is 0.37 and this 
falls to near-zero at A; = 8 before rising again to 0.43 at A; = 20. The higher 
correlation values at low values of k are probably a reflection of the small 
result-set sizes which will limit the reordering possibilities. Nevertheless, the 
low correlation values noted across the different values of k indicate that there 
is a considerable order difference between the shared results in SIM and DIV. 

4.4 Precision vs. Recall 
We have shown that the benefits of more diverse result lists can be enjoyed 

without overly compromising the query-similarity of the selected results. How­
ever, if increasing diversity in the hope of improving result coverage reduces 
the precision and recall characteristics of the result-lists (where precision is the 
proportion of retrieved results that are relevant and recall is the proportion of 
relevant results that have been retrieved) then our approach is unlikely to bear 
fruit in practice. Here we consider this issue directly by estimating the accu­
racy of the SIM and DIV result-lists, in terms of precision and recall estimates 
on the generated result lists, using the relevant results identified earlier. 

The precision and recall results, graphed against k (result-list size), are pre­
sented in Figure 3 for the mammals and travel domains. Each data-point rep­
resents the mean precision or recall results for either SIM or DIV (b = 4) 
calculated across all queries for the specific domain. The obvious point about 
these results is that they indicate an improvement in both precision and recall 
for DIV when compared to SIM. For example, in Figure 3(c) we see that SIM 
achieves an average precision score of 0.25 at /c = 2 and that this grows to 0.31 
at A; = 20. In contrast, the same graph indicates that the DIV method achieves 
an average precision of just under 0.28 at A: = 2, growing to around 0,35 at 
k = 20. For all result-list sizes we find that the precision characteristics of 
DIV represent improvements of between 12% and 23% over SIM. 

In Figure 3(d) we find that DIV enjoys a similar benefit when it comes to 
recall. Atk = 2 both SIM and DIV offer recall of just over 0.01 (actually 0.13 
for SIM and 0.16 for DIV) but by /c = 20 DIV's recall has grown to just under 
0.20 whilst SIM has achieved only 0.17. For all values of k this means that 
DIV benefits from an improvement in recall over SIM by between 12% and 
24%. Similar results can be seen for the mammals domain in Figure 3(a&b). 

The significance of these results is based on the fact that DIV does not result 
in a drop in precision and recall - this was always a danger given that there is 
a reduction in query-similarity. 

5. Conclusions 

Most search engines rely mainly on query-similarity when it comes to se­
lecting and ordering search results. This often leads to a lack of diversity within 
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Figure 3. (a) Precision results for the mammals domain, (b) Recall results for the mammals 
domain, (c) Precision results for the travel domain, (d) Recall results for the travel domain 

result-lists where the top-scoring documents may be very similar to the query 
but very similar to each other as well. A user looking for information on a 
different topic may need to sift through many similar but irrelevant results. 

We have proposed a solution to this problem that employs the standard 
ranked-list presentation paradigm of today's search engines and that is gen­
eral enough to work with all search engines that rank results according to a 
well-defined similarity metric. It calls for the introduction of diversity when it 
comes to selecting and ranking search results. This diversity-enhancing algo­
rithm is efficient and effective, leading to significant increases in diversity and 
relatively minor compromises in query similarity. It reorders search results to 
maximise result diversity as well as query similarity and initial experiments 
indicate that it does not compromise precision and recall characteristics. 
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