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Abstract Discriminative learning methods for classification perform well when training
and test data are drawn from the same distribution. Often, however, we have plentiful labeled
training data from a source domain but wish to learn a classifier which performs well on
a target domain with a different distribution and little or no labeled training data. In this
work we investigate two questions. First, under what conditions can a classifier trained from
source data be expected to perform well on target data? Second, given a small amount of
labeled target data, how should we combine it during training with the large amount of
labeled source data to achieve the lowest target error at test time?
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We address the first question by bounding a classifier’s target error in terms of its source
error and the divergence between the two domains. We give a classifier-induced divergence
measure that can be estimated from finite, unlabeled samples from the domains. Under the
assumption that there exists some hypothesis that performs well in both domains, we show
that this quantity together with the empirical source error characterize the target error of a
source-trained classifier.

We answer the second question by bounding the target error of a model which minimizes
a convex combination of the empirical source and target errors. Previous theoretical work
has considered minimizing just the source error, just the target error, or weighting instances
from the two domains equally. We show how to choose the optimal combination of source
and target error as a function of the divergence, the sample sizes of both domains, and the
complexity of the hypothesis class. The resulting bound generalizes the previously studied
cases and is always at least as tight as a bound which considers minimizing only the target
error or an equal weighting of source and target errors.

Keywords Domain adaptation · Transfer learning · Learning theory · Sample-selection
bias

1 Introduction

Most research in machine learning, both theoretical and empirical, assumes that models are
trained and tested using data drawn from some fixed distribution. This single domain setting
has been well studied, and uniform convergence theory guarantees that a model’s empirical
training error is close to its true error under such assumptions. In many practical cases,
however, we wish to train a model in one or more source domains and then apply it to a
different target domain. For example, we might have a spam filter trained from a large email
collection received by a group of current users (the source domain) and wish to adapt it for
a new user (the target domain). Intuitively this should improve filtering performance for the
new user, under the assumption that users generally agree on what is spam and what is not.
The challenge is that each user receives a unique distribution of email.

Many other examples arise in natural language processing. In general, labeled data for
tasks like part-of-speech tagging (Ratnaparkhi 1996), parsing (Collins 1999), information
extraction (Bikel et al. 1997), and sentiment analysis (Pang et al. 2002) are drawn from
a limited set of document types and genres in a given language due to availability, cost,
and specific goals of the project. However, useful applications for the trained systems may
involve documents of different types or genres. We can hope to successfully adapt the sys-
tems in these cases since parts-of-speech, syntactic structure, entity mentions, and positive
or negative sentiment are to a large extent stable across different domains, as they depend
on general properties of language.

In this work we investigate the problem of domain adaptation. We analyze a setting
in which we have plentiful labeled training data drawn from one or more source distrib-
utions but little or no labeled training data drawn from the target distribution of interest.
This work answers two main questions. First, under what conditions on the source and
target distributions can we expect to learn well? We give a bound on a classifier’s target
domain error in terms of its source domain error and a divergence measure between the
two domains. In a distribution-free setting, we cannot obtain accurate estimates of com-
mon measures of divergence such as L1 or Kullback-Leibler from finite samples. Instead,
we show that when learning a hypothesis from a class of finite complexity, it is suffi-
cient to use a classifier-induced divergence we call the H�H-divergence (Kifer et al. 2004;
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Ben-David et al. 2006). Finite sample estimates of the H�H-divergence converge uniformly
to the true H�H-divergence, allowing us to estimate the domain divergence from unlabeled
data in both domains. Our final bound on the target error is in terms of the empirical source
error, the empirical H�H-divergence between unlabeled samples from the domains, and the
combined error of the best single hypothesis for both domains.

A second important question is how to learn when the large quantity of labeled source
data is augmented with a small amount of labeled target data, for example, when our new
email user has begun to manually mark a few received messages as spam. Given a source
domain S and a target domain T , we consider hypotheses h which minimize a convex com-
bination of empirical source and target error (ε̂T (h) and ε̂S(h), respectively), which we refer
to as the empirical α-error:

αε̂T (h) + (1 − α)ε̂S(h).

Setting α involves trading off the ideal but small target dataset against the large (but less
relevant) source dataset. Baseline choices for α include α = 0 (using only source data) (Ben-
David et al. 2006), α = 1 (using only target data), and the equal weighting of source and
target instances (Crammer et al. 2008), setting α to the fraction of the instances that are from
the target domain. We give a bound on a classifier’s target error in terms of its empirical α

error. The α that minimizes the bound depends on the divergence between the domains as
well as the size of the source and target training datasets. The optimal bound is always at
least as tight as the bounds using only source, only target, or equally-weighted source and
target instances. We show that for a real-world problem of sentiment classification, non-
trivial settings of α perform better than the three baseline settings.

In the next section, we give a brief overview of related work. We then specify precisely
our model of domain adaptation. Section 4 shows how to bound the target error of a hypoth-
esis in terms of its source error and the source-target divergence. Section 5 gives our main
result, a bound on the target error of a classifier which minimizes a convex combination of
empirical errors on the two domains, and in Sect. 6 we investigate the properties of the best
convex combination of that bound. In Sect. 7, we illustrate experimentally the above bounds
on sentiment classification data. Section 8 describes how to extend the previous results to
the case of multiple data sources. Finally, we conclude with a brief discussion of future
directions for research in Sect. 9.

2 Related work

Crammer et al. (2008) introduced a PAC-style model of learning from multiple sources
in which the distribution over input points is assumed to be the same across sources but
each source may have its own deterministic labeling function. They derive bounds on the
target error of the function that minimizes the empirical error on (uniformly weighted) data
from any subset of the sources. As discussed in Sect. 8.2, the bounds that they derive are
equivalent to ours in certain restricted settings, but their theory is significantly less general.

Daumé (2007) and Finkel (2009) suggest an empirically successful method for domain
adaptation based on multi-task learning. The crucial difference between our domain adap-
tation setting and analyses of multi-task methods is that multi-task bounds require labeled
data from each task, and make no attempt to exploit unlabeled data. Although these bounds
have a more limited scope than ours, they can sometimes yield useful results even when the
optimal predictors for each task (or domain in the case of Daumé 2007) are quite differ-
ent (Baxter 2000; Ando and Zhang 2005).
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Li and Bilmes (2007) give PAC-Bayesian learning bounds for adaptation using “diver-
gence priors.” In particular, they place a source-centered prior on the parameters of a model
learned in the target domain. Like our model, the divergence prior emphasizes the trade-
off between source hypotheses trained on large (but biased) data sets and target hypotheses
trained from small (but unbiased) data sets. In our model, however, we measure the diver-
gence (and consequently the bias) of the source domain from unlabeled data. This allows us
to choose a tradeoff parameter for source and target labeled data before training begins.

More recently, Mansour et al. (2009a, 2009b) introduced a theoretical model for the
“multiple source adaptation problem.” This model operates under assumptions very similar
to our multiple source analysis (Sect. 8), and we address their work in more detail there.

Finally, domain adaptation is closely related to the setting of sample selection bias (Heck-
man 1979). A well-studied variant of this is covariate shift, which has seen significant work
in recent years (Huang et al. 2007; Sugiyama et al. 2008; Cortes et al. 2008). This line of
work leads to algorithms based on instance weighting, which have also been explored em-
pirically in the machine learning and natural language processing communities (Jiang and
Zhai 2007; Bickel et al. 2007). Our work differs from covariate shift primarily in two ways.
First, we do not assume the labeling rule is identical for the source and target data (although
there must exist some good labeling rule for both in order to achieve low error). Second,
our H�H-divergence can be computed from finite samples of unlabeled data, allowing us
to directly estimate the error of a source-trained classifier on the target domain.

A point of general contrast is that we work in an agnostic setting in which we do not
make strong assumptions about the data generation model, such as a specific relationship
between the source and target data distributions, which would be needed to obtain absolute
error bounds. Instead, we assume only that the samples from each of the two domains are
generated i.i.d. according to the respective data distributions, and as a result our bounds
must be relative to the error of some benchmark predictor rather than absolute, specifically,
relative to the combined error on both domains of an optimal joint predictor.

3 A rigorous model of domain adaptation

We formalize the problem of domain adaptation for binary classification as follows. We
define a domain1 as a pair consisting of a distribution D on inputs X and a labeling function
f : X → [0,1], which can have a fractional (expected) value when labeling occurs non-
deterministically. Initially, we consider two domains, a source domain and a target domain.
We denote by 〈DS, fS〉 the source domain and 〈DT , fT 〉 the target domain.

A hypothesis is a function h : X → {0,1}. The probability according to the distribution
DS that a hypothesis h disagrees with a labeling function f (which can also be a hypothesis)
is defined as

εS(h,f ) = Ex∼DS

[|h(x) − f (x)|] .

When we want to refer to the source error (sometimes called risk) of a hypothesis, we use
the shorthand εS(h) = εS(h,fS). We write the empirical source error as ε̂S(h). We use the
parallel notation εT (h,f ), εT (h), and ε̂T (h) for the target domain.

1Note that this notion of domain is not the domain of a function. We always mean a specific distribution and
function pair when we say “domain.”
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4 A bound relating the source and target error

We now proceed to develop bounds on the target domain generalization performance of a
classifier trained in the source domain. We first show how to bound the target error in terms
of the source error, the difference between labeling functions fS and fT , and the divergence
between the distributions DS and DT . Since we expect the labeling function difference to
be small in practice, we focus here on measuring distribution divergence, and especially on
how to estimate it with finite samples of unlabeled data from DS and DT . That is the role of
the H-divergence introduced in Sect. 4.1.

A natural measure of divergence for distributions is the L1 or variation divergence

d1(D, D′) = 2 sup
B∈B

|PrD [B] − PrD′ [B]| ,

where B is the set of measurable subsets under D and D′. We make use of this measure to
state an initial bound on the target error of a classifier.

Theorem 1 For a hypothesis h,

εT (h) ≤ εS(h) + d1(DS, DT )

+ min
{
EDS

[|fS(x) − fT (x)|] ,EDT

[|fS(x) − fT (x)|] }
.

Proof See Appendix. �

In this bound, the first term is the source error, which a training algorithm might seek
to minimize, and the third is the difference in labeling functions across the two domains,
which we expect to be small. The problem is the remaining term. Bounding the error in
terms of the L1 divergence between distributions has two disadvantages. First, it cannot be
accurately estimated from finite samples of arbitrary distributions (Batu et al. 2000; Kifer
et al. 2004) and therefore has limited usefulness in practice. Second, for our purposes the L1

divergence is an overly strict measure that unnecessarily inflates the bound, since it involves
a supremum over all measurable subsets. We are only interested in the error of a hypothesis
from some class of finite complexity, thus we can restrict our attentions to the subsets on
which this type of hypothesis can commit errors. The divergence measure introduced in the
next section addresses both of these concerns.

4.1 The H-divergence

Definition 1 (Based on Kifer et al. 2004) Given a domain X with D and D′ probability
distributions over X , let H be a hypothesis class on X and denote by I (h) the set for which
h ∈ H is the characteristic function; that is, x ∈ I (h) ⇔ h(x) = 1. The H-divergence be-
tween D and D′ is

dH(D, D′) = 2 sup
h∈H

|PrD [I (h)] − PrD′ [I (h)] |.

The H-divergence resolves both problems associated with the L1 divergence. First, for hy-
pothesis classes H of finite VC dimension, the H-divergence can be estimated from finite
samples (see Lemma 1 below). Second, the H-divergence for any class H is never larger
than the L1 divergence, and is in general smaller when H has finite VC dimension.

Since it plays an important role in the rest of this work, we now state a slight modification
of Theorem 3.4 of Kifer et al. (2004) as a lemma.
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Lemma 1 Let H be a hypothesis space on X with VC dimension d . If U and U ′ are samples
of size m from D and D′ respectively and d̂H(U , U ′) is the empirical H-divergence between
samples, then for any δ ∈ (0,1), with probability at least 1 − δ,

dH(D, D′) ≤ d̂H(U , U ′) + 4

√
d log(2m) + log( 2

δ
)

m
.

Lemma 1 shows that the empirical H-divergence between two samples from distributions
D and D′ converges uniformly to the true H-divergence for hypothesis classes H of finite
VC dimension.

The next lemma shows that we can compute the H-divergence by finding a classifier
which attempts to separate one domain from the other. Our basic plan of attack will be
as follows: Label each unlabeled source instance with 0 and unlabeled target instance as 1.
Then train a classifier to discriminate between source and target instances. The H-divergence
is immediately computable from the error.

Lemma 2 For a symmetric hypothesis class H (one where for every h ∈ H, the inverse
hypothesis 1 − h is also in H) and samples U , U ′ of size m

d̂H(U , U ′) = 2

(
1 − min

h∈H

[
1

m

∑

x:h(x)=0

I [x ∈ U ] + 1

m

∑

x:h(x)=1

I
[
x ∈ U ′]

])
,

where I [x ∈ U ] is the binary indicator variable which is 1 when x ∈ U .

Proof See Appendix. �

This lemma leads directly to a procedure for computing the H-divergence. We first find
a hypothesis in H which has minimum error for the binary classification problem of dis-
tinguishing source from target instances. The error of this hypothesis is related to the H-
divergence by Lemma 2. Of course, minimizing error for most reasonable hypothesis classes
is a computationally intractable problem. Nonetheless, as we shall see in Sect. 7, the error of
hypotheses trained to minimize convex upper bounds on error are useful in approximating
the H-divergence.

4.2 Bounding the difference in error using the H-divergence

The H-divergence allows us to estimate divergence from unlabeled data, but in order to use
it in a bound we must have tools to represent error relative to other hypotheses in our class.
We introduce two new definitions.

Definition 2 The ideal joint hypothesis is the hypothesis which minimizes the combined
error

h∗ = argmin
h∈H

εS(h) + εT (h).

We denote the combined error of the ideal hypothesis by

λ = εS(h
∗) + εT (h∗).
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The ideal joint hypothesis explicitly embodies our notion of adaptability. When this hy-
pothesis performs poorly, we cannot expect to learn a good target classifier by minimizing
source error. On the other hand, we will show that if the ideal joint hypothesis performs
well, we can measure adaptability of a source-trained classifier by using the H-divergence
between the marginal distributions DS and DT .

Next we define the symmetric difference hypothesis space H�H for a hypothesis
space H, which will be very useful in reasoning about error.

Definition 3 For a hypothesis space H, the symmetric difference hypothesis space H�H is
the set of hypotheses

g ∈ H�H ⇐⇒ g(x) = h(x) ⊕ h′(x) for some h,h′ ∈ H,

where ⊕ is the XOR function. In words, every hypothesis g ∈ H�H is the set of disagree-
ments between two hypotheses in H.

The following simple lemma shows how we can make use of the H�H-divergence in
bounding the error of our hypothesis.

Lemma 3 For any hypotheses h,h′ ∈ H,

|εS(h,h′) − εT (h,h′)| ≤ 1

2
dH�H(DS, DT ).

Proof By the definition of H�H-distance,

dH�H(DS, DT ) = 2 sup
h,h′∈H

∣∣Prx∼DS

[
h(x) �= h′(x)

] − Prx∼DT

[
h(x) �= h′(x)

]∣∣

= 2 sup
h,h′∈H

|εS(h,h′) − εT (h,h′)| ≥ 2|εS(h,h′) − εT (h,h′)|. �

We are now ready to give a bound on target error in terms of the new divergence measure
we have defined.

Theorem 2 Let H be a hypothesis space of VC dimension d . If US , UT are unlabeled sam-
ples of size m′ each, drawn from DS and DT respectively, then for any δ ∈ (0,1), with
probability at least 1 − δ (over the choice of the samples), for every h ∈ H:

εT (h) ≤ εS(h) + 1

2
d̂H�H(US, UT ) + 4

√
2d log(2m′) + log( 2

δ
)

m′ + λ.

Proof This proof relies on Lemma 3 and the triangle inequality for classification error (Ben-
David et al. 2006; Crammer et al. 2008), which implies that for any labeling functions f1,
f2, and f3, we have ε(f1, f2) ≤ ε(f1, f3) + ε(f2, f3). Then

εT (h) ≤ εT (h∗) + εT (h,h∗)

≤ εT (h∗) + εS(h,h∗) + ∣
∣εT (h,h∗) − εS(h,h∗)

∣
∣

≤ εT (h∗) + εS(h,h∗) + 1

2
dH�H(DS, DT )
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≤ εT (h∗) + εS(h) + εS(h
∗) + 1

2
dH�H(DS, DT )

= εS(h) + 1

2
dH�H(DS, DT ) + λ

≤ εS(h) + 1

2
d̂H�H(US, UT ) + 4

√
2d log(2m′) + log( 2

δ
)

m′ + λ.

The last step is an application of Lemma 1, together with the observation that since we can
represent every g ∈ H�H as a linear threshold network of depth 2 with 2 hidden units, the
VC dimension of H�H is at most twice the VC dimension of H (Anthony and Bartlett
1999). �

The bound in Theorem 2 is relative to λ, and we briefly comment that the form
λ = εS(h

∗) + εT (h∗) comes from the use of the triangle inequality for classification error.
Other losses result in other forms for this bound (Crammer et al. 2008). When the combined
error of the ideal joint hypothesis is large, then there is no classifier that performs well on
both the source and target domains, so we cannot hope to find a good target hypothesis by
training only on the source domain. On the other hand, for small λ (the most relevant case
for domain adaptation), the bound shows that source error and unlabeled H�H-divergence
are important quantities in computing the target error.

5 A learning bound combining source and target training data

Theorem 2 shows how to relate source and target error. We now proceed to give a learning
bound for empirical risk minimization using combined source and target training data.

At train time a learner receives a sample S = (ST , SS) of m instances, where ST consists
of βm instances drawn independently from DT and SS consists of (1−β)m instances drawn
independently from DS . The goal of a learner is to find a hypothesis that minimizes target
error εT (h). When β is small, as in domain adaptation, minimizing empirical target error
may not be the best choice. We analyze learners that instead minimize a convex combination
of empirical source and target error,

ε̂α(h) = αε̂T (h) + (1 − α)ε̂S(h),

for some α ∈ [0,1]. We denote as εα(h) the corresponding weighted combination of true
source and target errors, measured with respect to DS and DT .

We bound the target error of a domain adaptation algorithm that minimizes ε̂α(h). The
proof of the bound has two main components, which we state as lemmas below. First we
bound the difference between the target error εT (h) and weighted error εα(h). Then we
bound the difference between the true and empirical weighted errors εα(h) and ε̂α(h).

Lemma 4 Let h be a hypothesis in class H. Then

|εα(h) − εT (h)| ≤ (1 − α)

(
1

2
dH�H(DS, DT ) + λ

)
.

Proof See Appendix. �
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The lemma shows that as α approaches 1, we rely increasingly on the target data, and
the distance between domains matters less and less. The uniform convergence bound on the
α-error is nearly identical to the standard uniform convergence bound for hypothesis classes
of finite VC dimension (Vapnik 1998; Anthony and Bartlett 1999), only with target and
source errors weighted differently. The key part of the proof relies on a slight modification
of Hoeffding’s inequality for our setup, which we state here:

Lemma 5 For a fixed hypothesis h, if a random labeled sample of size m is generated by
drawing βm points from DT and (1 − β)m points from DS , and labeling them according
to fS and fT respectively, then for any δ ∈ (0,1), with probability at least 1 − δ (over the
choice of the samples),

Pr
[|ε̂α(h) − εα(h)| ≥ ε

] ≤ 2 exp

( −2mε2

α2

β
+ (1−α)2

1−β

)
.

Before giving the proof, we first restate Hoeffding’s inequality for completeness.

Proposition 1 (Hoeffding’s inequality) If X1, . . . ,Xn are independent random variables
with ai ≤ Xi ≤ bi for all i, then for any ε > 0,

Pr
[|X̄ − E[X̄]| ≥ ε

] ≤ 2e−2n2ε2/
∑n

i=1(bi−ai )
2
,

where X̄ = (X1 + · · · + Xn)/n.

We are now ready to prove the lemma.

Proof (Lemma 5) Let X1, . . . ,Xβm be random variables that take on the values

α

β
|h(x) − fT (x)|

for the βm instances x ∈ ST . Similarly, let Xβm+1, . . . ,Xm be random variables that take on
the values

1 − α

1 − β
|h(x) − fS(x)|

for the (1 − β)m instances x ∈ SS . Note that X1, . . . ,Xβm ∈ [0, α/β] and Xβm+1, . . . ,Xm ∈
[0, (1 − α)/(1 − β)]. Then

ε̂α(h) = αε̂T (h) + (1 − α)ε̂S(h)

= α
1

βm

∑

x∈ST

|h(x) − fT (x)| + (1 − α)
1

(1 − β)m

∑

x∈SS

|h(x) − fS(x)| = 1

m

m∑

i=1

Xi.

Furthermore, by linearity of expectations

E[ε̂α(h)] = 1

m

(
βm

α

β
εT (h) + (1 − β)m

1 − α

1 − β
εS(h))

)

= αεT (h) + (1 − α)εS(h) = εα(h).
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So by Hoeffding’s inequality the following holds for every h.

Pr
[|ε̂α(h) − εα(h)| ≥ ε

] ≤ 2 exp

( −2m2ε2

∑m

i=1 range2(Xi)

)

= 2 exp

( −2m2ε2

βm(α
β
)2 + (1 − β)m( 1−α

1−β
)2

)

= 2 exp

( −2mε2

α2

β
+ (1−α)2

1−β

)
.

�

This lemma shows that as α moves away from β (where each instance is weighted
equally), our finite sample approximation to εα(h) becomes less reliable. We can now move
on to the main theorem of this section.

Theorem 3 Let H be a hypothesis space of VC dimension d . Let US and UT be unlabeled
samples of size m′ each, drawn from DS and DT respectively. Let S be a labeled sample of
size m generated by drawing βm points from DT and (1 −β)m points from DS and labeling
them according to fS and fT , respectively. If ĥ ∈ H is the empirical minimizer of ε̂α(h)

on S and h∗
T = minh∈H εT (h) is the target error minimizer, then for any δ ∈ (0,1), with

probability at least 1 − δ (over the choice of the samples),

εT (ĥ) ≤ εT (h∗
T ) + 4

√
α2

β
+ (1 − α)2

1 − β

√
2d log(2(m + 1)) + 2 log( 8

δ
)

m

+ 2(1 − α)

(
1

2
d̂H�H(US, UT ) + 4

√
2d log(2m′) + log( 8

δ
)

m′ + λ

)
.

The proof follows the standard set of steps for proving learning bounds (Anthony and
Bartlett 1999), using Lemma 4 to bound the difference between target and weighted errors
and Lemma 5 for the uniform convergence of empirical and true weighted errors. The full
proof is in Appendix.

When α = 0 (that is, we ignore target data), the bound is identical to that of Theorem 2,
but with an empirical estimate for the source error. Similarly when α = 1 (that is, we use
only target data), the bound is the standard learning bound using only target data. At the
optimal α (which minimizes the right hand side), the bound is always at least as tight as
either of these two settings. Finally note that by choosing different values of α, the bound
allows us to effectively trade off the small amount of target data against the large amount of
less relevant source data.

We remark that when it is known that λ = 0, the dependence on m in Theorem 3 can be
improved; this corresponds to the restricted or realizable setting.

6 Optimal mixing value

We examine now the bound of Theorem 3 in more detail to illustrate some interesting prop-
erties. Writing the bound as a function of α and omitting additive constants, we obtain

f (α) = 2B

√(
α2

β
+ (1 − α)2

1 − β

)
+ 2(1 − α)A, (1)
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where

A =
(

1

2
d̂H�H(US, UT ) + 4

√
2d log(2m′) + log( 4

δ
)

m′ + λ

)
,

is the total divergence between source and target, and

B = 4

√
2d log(2(m + 1)) + 2 log( 8

δ
)

m

is the complexity term, which is approximately
√

d/m. The optimal value α∗ is a function of
the number of target examples mT = βm, the number of source examples mS = (1 − β)m,
and the ratio D = √

d/A:

α∗ (mT ,mS;D) =
{

1 mT ≥ D2

min{1, ν} mT ≤ D2,
(2)

where

ν = mT

mT + mS

(
1 + mS√

D2(mS + mT ) − mSmT

)
.

Several observations follow from this analysis. First, if mT = 0 (β = 0) then α∗ = 0 and
if mS = 0 (β = 1) then α∗ = 1. That is, if we have only source or only target data, the best
combination is to use exactly what we have. Second, if we are certain that the source and
target are the same, that is if A = 0 (or D → ∞), then α∗ = β , that is, the optimal combina-
tion is to use the training data with uniform weighting of the examples across all examples,
as in Crammer et al. (2008), who always enforce such a uniform weighing. Finally, two
phase transitions occur in the value of α∗. First, if there are enough target data (specifically,
if mT ≥ D2 = d/A2) then no source data are needed, and in fact using any source data will
yield suboptimal performance. This is because the possible reduction in error due to addi-
tional source data is always less than the increase in error caused by the source data being
too far from the target data. Second, even if there are few target examples, it might be the
case that we do not have enough source data to justify using it, and this small amount of
source data should be ignored. Once we have enough source data then we get a non-trivial
value for α∗.

These two phase transitions are illustrated in Fig. 1. The intensity of a point reflects the
value α∗ and ranges from 0 (white) to 1 (black). In this plot α∗ is a function of mS (x axis)
and mT (y axis), and we fix the complexity to d = 1,601 and the divergence between source
and target to A = 0.715. We chose these values to correspond more closely to real data (see
Sect. 7). Observe first that D2 = 1,601/(0.715)2 ≈ 3,130. When mT ≥ D2, the first case of
(2) predicts that α∗ = 1 for all values of mS , which is illustrated by the black region above
the line mT = 3,130. Furthermore, fixing the value of mT ≤ 3,130, the second case of (2)
predicts that α∗ will be either one (1) if mS is small enough, or go smoothly to zero as mS

increases. This is illustrated by any horizontal line with mT ≤ 3,130. Each such line is black
for small values of mS and then gradually becomes white as mS increases (left to right).

7 Results on sentiment classification

In this section we illustrate our theory on the natural language processing task of sentiment
classification (Pang et al. 2002). The point of these experiments is not to instantiate the
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Fig. 1 An illustration of the phase transition in the balance between source and target training data. The
value of α minimizing the bound is indicated by the intensity, where black means α = 1. We fix d = 1,601
and A = 0.715, approximating the empirical setup in Fig. 3. The x-axis shows the number of source in-
stances (log-scale). The y-axis shows the number of target instances. A phase transition occurs at 3,130
target instances. With more target instances than this, it is more effective to ignore even an infinite amount of
source data

bound from Theorem 3 directly, since the amount of data we use here is much too small
for the bound to yield meaningful numerical results. Instead, we show how the two main
principles of our theory from Sects. 4 and 5 can be applied on a real-world problem. First,
we show that an approximation to the H-distance, obtained by training a linear model to dis-
criminate between instances from different domains, correlates well with the loss incurred
by training in one domain and testing in another. Second, we investigate minimizing the
α-error as suggested by Theorem 3. We show that the optimal value of α for a given amount
of source and target data is closely related to our approximate H-distance.

The next subsection describes the problem of sentiment classification, along with our
dataset, features, and learning algorithms. Then we show experimentally how our approxi-
mate H-distance is related to the adaptation performance and the optimal value of α.

7.1 Sentiment classification

Given a piece of text (usually a review or essay), automatic sentiment classification is the
task of determining whether the sentiment expressed by the text is positive or negative (Pang
et al. 2002; Turney 2002). While movie reviews are the most commonly studied domain,
sentiment analysis has been extended to a number of new domains, ranging from stock
message boards to congressional floor debates (Das and Chen 2001; Thomas et al. 2006).
Research results have been deployed industrially in systems that gauge market reaction and
summarize opinion from Web pages, discussion boards, and blogs.

We used the publicly available data set from (Blitzer et al. 2007b) to examine our theory.2

The data set consists of reviews from the Amazon website for several different types of
products. We chose reviews from the domains apparel, books, DVDs, kitchen & housewares,
and electronics. Each review consists of a rating (1–5 stars), a title, and review text. We
created a binary classification problem by binning reviews with 1–2 stars as “negative” and
4–5 stars as “positive”. Reviews with 3 stars were discarded.

Classifying product reviews as having either positive or negative sentiment fits well into
our theory of domain adaptation. We note that reviews for different products have widely

2Available at http://www.cs.jhu.edu/~mdredze/.

http://www.cs.jhu.edu/~mdredze/
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Positive books review Negative books review
Title: A great find during an annual sum-
mer shopping trip
Review: I found this novel at a book-
store on the boardwalk I visit every sum-
mer....The narrative was brilliantly told,
the dialogue completely believable and the
plot totally heartwrenching. If I had made
it to the end without some tears, I would
believe myself made of stone!

Title: The Hard Way
Review: I am not sure whatever pos-
sessed me to buy this book. Honestly,
it was a complete waste of my time. To
quote a friend, it was not the best use
of my entertainment dollar. If you are
a fan of pedestrian writing, lack-luster
plots and hackneyed character devel-
opment, this is your book.

Positive kitchen & housewares review Negative kitchen & housewares review
Title: no more doggy feuds with neighbor
Review: i absolutely love this product. my
neighbor has four little yippers and my
shepard/chow mix was antagonized by the
yipping on our side of the fence. I hung
the device on my side of the fence and the
noise keeps the neighbors dog from pick-
ing “arguments” with my dog. all barking
and fighting has ceased.

Title: cooks great, lid does not work
well. . .
Review: I Love the way the Tefal deep
fryer cooks, however, I am returning my
second one due to a defective lid clo-
sure. The lid may close initially, but af-
ter a few uses it no longer stays closed.
Since I have small children in my home,
I will not be purchasing this one again.

Fig. 2 Some sample product reviews for sentiment classification. The top row shows reviews from the books
domain. The bottom row shows reviews from kitchen & housewares

different vocabularies, so classifiers trained on one domain are likely to miss out on impor-
tant lexical cues in a different domain. On the other hand, a single good universal sentiment
classifier is likely to exist—namely the classifier that assigns high positive weight to all pos-
itive words and high negative weight to all negative words, regardless of product type. We
illustrate the type of text in this dataset in Fig. 2, which shows one positive and one negative
review each from the domains books and kitchen & housewares.

For each domain, the data set contains 1,600 labeled documents and between 5,000 and
6,000 unlabeled documents. We follow Pang et al. (2002) and represent each instance (re-
view) by a sparse vector containing the counts of its unigrams and bigrams, and we normal-
ize the vectors in L1. Finally, we discard all but the most frequent 1,600 unigrams and bi-
grams from each data set. In all of the learning problems of the next section, including those
that require us to estimate an approximate H-distance, we use signed linear classifiers. To
estimate the parameters of these classifiers, we minimize a Huber loss with stochastic gra-
dient descent (Zhang 2004).

7.2 Experiments

We explore Theorem 3 further by comparing its predictions to the predictions of an approx-
imation that can be computed from finite labeled source and unlabeled source and target
samples. As we shall see, our approximation is a finite-sample analog of (1). We first ad-
dress λ, the error of the ideal hypothesis. Unfortunately, in general we cannot assume any
relationship between the labeling functions fS and fT . Thus in order to estimate λ, we must
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estimate εT (h∗) independently of the source data. If we had enough target data to do this
accurately, we would not need to adapt a source classifier in the first place. For our senti-
ment task, however, λ is small enough to be a negligible term in the bound. Thus we ignore
it here.

We approximate the divergence between two domains by training a linear classifier to
discriminate between unlabeled instances from the source and target domains. Then we ap-
ply Lemma 2 to get an estimate of d̂H that we denote by ζ(US, UT ). ζ(US, UT ) is a lower
bound on d̂H, which is in turn a lower bound on d̂H�H. For Theorem 3 to be valid, we
need an upper bound on d̂H�H . Unfortunately, this is computationally intractable for linear
threshold classifiers, since finding a minimum error classifier is hard in general (Ben-David
et al. 2003). We chose our ζ(US, UT ) estimate because it requires no new machinery beyond
an algorithm for empirical risk minimization on H. Finally, we note that the unlabeled sam-
ple size m′ is large, so we leave out the finite sample error term for the H�H-divergence.
We set C to be 1,601, the VC dimension of a 1,600-dimensional linear classifier and ignore
the logm term in the numerator of the bound. The complete approximation to the bound is

f (α) =
√

C

m

(
α2

β
+ (1 − α)2

1 − β

)
+ (1 − α)ζ(US, UT ). (3)

Note that
√

C
m

in (3) corresponds to B from (1), and ζ(US, UT ) is a finite sample approxi-
mation to A when λ is negligible and we have large unlabeled samples from both the source
and target domains.

We compare (3) to experimental results for the sentiment classification task. All of our
experiments use the apparel domain as the target. We obtain empirical curves for the error

Fig. 3 Comparing the bound from Theorem 3 with test error for sentiment classification. Each column varies
one component of the bound. For all plots, the y-axis shows the error and the x-axis shows α. Plots on the top
row show the value given by our approximation to the bound, and plots on the bottom row show the empirical
test set error. Column (a) depicts different distances among domains. Column (b) depicts different numbers
of target instances, and column (c) represents different numbers of source instances
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as a function of α by training a classifier using a weighted hinge loss. Suppose the target
domain has weight α and there are βm target training instances. Then we scale the loss of
target training instance by α/β and the loss of a source training instance by (1−α)/(1−β).

Figure 3 shows a series of plots of (3) (top row) coupled with corresponding plots of test
error (bottom row) as a function of α for different amounts of source and target data and
different distances between domains. In each column, a single parameter (distance, number
of target instances mT , or number of source instances mS ) is varied while the other two are
held constant. Note that β = mT /(mT +mS). The plots on the top row of Fig. 3 are not meant
to be numerical proxies for the true error. (For the source domains “books” and “dvd”, the
distance alone is well above 1/2.) However, they illustrate that the bound is similar in shape
to the true error curve and that important relationships are preserved.

Note that in every pair of plots, the empirical error curves, like the bounds, have an
essentially convex shape. Furthermore, the value of α that minimizes the bound also yields
low empirical error in each case. This suggests that choosing α to minimize the bound of
Theorem 3 and subsequently training a classifier to minimize the empirical error ε̂α(h) can
work well in practice, provided we have a reasonable measure of complexity and λ is small.
Column (a) shows that more distant source domains result in higher target error. Column (b)
illustrates that for more target data, we have not only lower error in general, but also a higher
minimizing α. Finally, column (c) demonstrates the limitations of distant source data.

When enough labeled target data exists, we always prefer to use only the target data,
no matter how much source data is available. Intuitively this is because any biased source
domain cannot help to reduce error beyond some positive constant. When the target data
alone is sufficient to surpass this level of performance, the source data ceases to be useful.
Thus column (c) illustrates empirically one phase transition we discuss in Sect. 6.

8 Combining data from multiple sources

We now explore an extension of our theory to the case of multiple source domains. In
this setting, the learner is presented with data from N distinct sources. Each source Sj is
associated with an unknown distribution Dj over input points and an unknown labeling
function fj . The learner receives a total of m labeled samples, with mj = βjm from each
source Sj , and the objective is to use these samples to train a model to perform well on
a target domain 〈DT , fT 〉, which may or may not be one of the sources. This setting is
motivated by several domain adaptation algorithms (Huang et al. 2007; Bickel et al. 2007;
Jiang and Zhai 2007; Dai et al. 2007) that weigh the loss from training instances depend-
ing on how “far” they are from the target domain. That is, each training instance is its own
source domain.

As before, we examine algorithms that minimize convex combinations of training error
over the labeled examples from each source domain. Given a vector α = (α1, . . . , αN) of
domain weights with

∑N

j=1 αj = 1, we define the empirical α-weighted error of function h

as

ε̂α(h) =
N∑

j=1

αj ε̂j (h) =
N∑

j=1

αj

mj

∑

x∈Sj

|h(x) − fj (x)|.

The true α-weighted error εα(h) is defined analogously. We use Dα to denote the mixture of
the N source distributions with mixing weights equal to the components of α.

We present in turn two alternative generalizations of the bounds in Sect. 5. The first
bound considers the quality and quantity of data available from each source individually,
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ignoring the relationships between sources. In contrast, the second bound depends directly
on the H�H-distance between the target domain and the weighted combination of source
domains. This dependence allows us to achieve significantly tighter bounds when there ex-
ists a mixture of sources that approximates the target better than any single source. Both
results require the derivation of uniform convergence bounds for the empirical α-error. We
begin with those.

8.1 Uniform convergence

The following lemma provides a uniform convergence bound for the empirical α-error.

Lemma 6 For each j ∈ {1, . . . ,N}, let Sj be a labeled sample of size βjm generated by
drawing βjm points from Dj and labeling them according to fj . For any fixed weight vector
α, let ε̂α(h) be the empirical α-weighted error of some fixed hypothesis h on this sample,
and let εα(h) be the true α-weighted error. Then for any δ ∈ (0,1), with probability at least
1 − δ:

Pr
[|ε̂α(h) − εα(h)| ≥ ε

] ≤ 2 exp

(
−2mε2

∑N

j=1

α2
j

βj

)

.

Proof See Appendix. �

Note that this bound is minimized when αj = βj for all j . In other words, convergence
is fastest when all data instances are weighted equally.

8.2 A bound using pairwise divergence

The first bound we present considers the pairwise H�H-distance between each source and
the target, and illustrates the trade-off that exists between minimizing the average divergence
of the training data from the target and weighting all points equally to encourage faster
convergence. The term

∑N

j=1 αjλj that appears in this bound plays a role corresponding to
λ in the previous section. Somewhat surprisingly, this term can be small even when there is
not a single hypothesis that works well for all heavily weighted sources.

Theorem 4 Let H be a hypothesis space of VC dimension d . For each j ∈ {1, . . . ,N},
let Sj be a labeled sample of size βjm generated by drawing βjm points from Dj and
labeling them according to fj . If ĥ ∈ H is the empirical minimizer of ε̂α(h) for a fixed
weight vector α on these samples and h∗

T = minh∈H εT (h) is the target error minimizer, then
for any δ ∈ (0,1), with probability at least 1 − δ,

εT (ĥ) ≤ εT (h∗
T ) + 2

√√
√√

(
N∑

j=1

α2
j

βj

)(
d log(2m) − log(δ)

2m

)

+
N∑

j=1

αj

(
2λj + dH�H(Dj ,DT )

)
,

where λj = minh∈H{εT (h) + εj (h)}.
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Proof See Appendix. �

In the special case where the H�H-divergence between each source and the target is 0
and all data instances are weighted equally, the bound in Theorem 4 becomes

εT (ĥ) ≤ εT (h∗
T ) + 2

√
2d log(2(m + 1)) + 2 log( 4

δ
)

m
+ 2

N∑

j=1

αjλj .

This bound is nearly identical to the multiple source classification bound given in Theorem 6
of Crammer et al. (2008). Aside from the constants in the complexity term, the only differ-
ence is that the quantity λi that appears here is replaced by an alternate measure of the label
error between source Sj and the target. Furthermore, these measures are equivalent when
the true target function is a member of H. However, the bound of Crammer et al. (2008)
is less general. In particular, it does not handle positive H�H-divergence or non-uniform
weighting of the data.

8.3 A bound using combined divergence

In the previous bound, divergence between domains is measured only on pairs, so it is not
necessary to have a single hypothesis that is good for every source domain. However, this
bound does not give us the flexibility to take advantage of domain structure when calculat-
ing unlabeled divergence. The alternate bound given in Theorem 5 allows us to effectively
alter the source distribution by changing α. This has two consequences. First, we must now
demand that there exists a hypothesis h∗ which has low error on both the α-weighted con-
vex combination of sources and the target domain. Second, we measure H�H-divergence
between the target and a mixture of sources, rather than between the target and each single
source.

Theorem 5 Let H be a hypothesis space of VC dimension d . For each j ∈ {1, . . . ,N},
let Sj be a labeled sample of size βjm generated by drawing βjm points from Dj and
labeling them according to fj . If ĥ ∈ H is the empirical minimizer of ε̂α(h) for a fixed
weight vector α on these samples and h∗

T = minh∈H εT (h) is the target error minimizer, then
for any δ ∈ (0,1), with probability at least 1 − δ,

εT (ĥ) ≤ εT (h∗
T ) + 4

√√
√√

(
N∑

j=1

α2
j

βj

)(
d log(2m) − log(δ)

2m

)

+ 2γα + dH�H(Dα,DT ),

where γα = minh{εT (h) + εα(h)} = minh{εT (h) + ∑N

j=1 αjεj (h)}.

Proof See Appendix. �

Theorem 5 reduces to Theorem 3 when N = 2 and one of the two source domains is the
target domain (that is, we have some small number of target instances).
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8.4 Discussion

One might ask whether there exist settings where a non-uniform weighting can lead to a
significantly lower value of the bound than a uniform weighting. Indeed, this can happen
if some non-uniform weighting of sources accurately approximates the target distribution.
This is true, for example, in the setting studied by Mansour et al. (2009a, 2009b), who derive
results for combining pre-computed hypotheses. In particular, they show that for arbitrary
convex losses, if the Rényi divergence between the target and a mixture of sources is small,
it is possible to combine low-error source hypotheses to create a low-error target hypothesis.
They then show that if for each domain j there exists a hypothesis hj with error less than ε,
it is possible to achieve an error less than ε on the target by weighting the predictions of
h1, . . . , hN appropriately.

The Rényi divergence is not directly comparable to the H�H-divergence in general;
however it is possible to exhibit source and target distributions which have low H�H-
divergence and high (even infinite) Rényi divergence. For example, the Rényi divergence
is infinite when the source and target distributions do not share support, but the H�H-
divergence is only large when these regions of differing support also coincide with classifier
disagreement regions. On the other hand, we require that a single hypothesis be trained on
the mixture of sources. Mansour et al. (2009a, 2009b) give algorithms which do not require
the original training data at all, but only a single hypothesis from each source.

9 Conclusion

We presented a theoretical investigation of the task of domain adaptation, a task in which
we have a large amount of training data from a source domain, but we wish to apply a
model in a target domain with a much smaller amount of training data. Our main result is a
uniform convergence learning bound for algorithms which minimize convex combinations
of empirical source and target error. Our bound reflects the trade-off between the size of the
source data and the accuracy of the target data, and we give a simple approximation to it that
is computable from finite labeled and unlabeled samples. This approximation makes correct
predictions about model test error for a sentiment classification task. Our theory also extends
in a straightforward manner to a multi-source setting, which we believe helps to explain the
success of recent empirical work in domain adaptation.

There are two interesting open problems that deserve future exploration. First, our bounds
on the divergence between source and target distribution are in terms of VC dimension. We
do not yet know whether our divergence measure admits tighter data-dependent bounds
(McAllester 2003; Bartlett and Mendelson 2002), or if there are other, more appropriate
divergence measures which do. Second, it would be interesting to investigate algorithms
that choose a convex combination of multiple sources to minimize the bound in Theorem 5
as possible approaches to adaptation from multiple sources.
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Appendix: Proofs

Theorem 1 For a hypothesis h,

εT (h) ≤ εS(h) + d1(DS, DT )

+min
{
EDS

[|fS(x) − fT (x)|] ,EDT

[|fS(x) − fT (x)|]}.

Proof Recall that εT (h) = εT (h,fT ) and εS(h) = εS(h,fS). Let φS and φT be the density
functions of DS and DT respectively.

εT (h) = εT (h) + εS(h) − εS(h) + εS(h,fT ) − εS(h,fT )

≤ εS(h) + |εS(h,fT ) − εS(h,fS)| + |εT (h,fT ) − εS(h,fT )|
≤ εS(h) + EDS

[|fS(x) − fT (x)|] + |εT (h,fT ) − εS(h,fT )|

≤ εS(h) + EDS

[|fS(x) − fT (x)|] +
∫

|φS(x) − φT (x)||h(x) − fT (x)|dx

≤ εS(h) + EDS

[|fS(x) − fT (x)|] + d1(DS, DT ).

In the first line, we could instead choose to add and subtract εT (h,fS) rather than εS(h,fT ),
which would result in the same bound only with the expectation taken with respect to DT

instead of DS . Choosing the smaller of the two gives us the bound. �

Lemma 2 For a symmetric hypothesis class H (one where for every h ∈ H, the inverse
hypothesis 1 − h is also in H) and samples U , U ′ of size m, the empirical H-distance is

dH(U , U ′) = 2

(
1 − min

h∈H

[
1

m

∑

x:h(x)=0

I [x ∈ U ] + 1

m

∑

x:h(x)=1

I [x ∈ U ′]
])

where I [x ∈ U ] is the binary indicator variable which is 1 when x ∈ U .

Proof We will show that for any hypothesis h and corresponding set I (h) of positively
labeled instances,

1 −
[

1

m

∑

x:h(x)=0

I [x ∈ U ] + 1

m

∑

x:h(x)=1

I [x ∈ U ′]
]

= PrU [I (h)] − PrU ′ [I (h)] .

We have

1 − 1

m

( ∑

x:h(x)=0

I [x ∈ U ] +
∑

x:h(x)=1

I
[
x ∈ U ′]

)

= 1

2m

∑

x:h(x)=0

(
I [x ∈ U ] + I

[
x ∈ U ′]) + 1

2m

∑

x:h(x)=1

(
I [x ∈ U ] + I

[
x ∈ U ′])
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− 1

m

( ∑

x:h(x)=0

I [x ∈ U ] +
∑

x:h(x)=1

I
[
x ∈ U ′]

)

= 1

2m

∑

x:h(x)=0

(
I

[
x ∈ U ′] − I [x ∈ U ]

) + 1

2m

∑

x:h(x)=1

(
I [x ∈ U ] − I

[
x ∈ U ′])

= 1

2
(1 − PrU ′ [I (h)] − (1 − PrU [I (h)])) + 1

2
(PrU [I (h)] − PrU ′ [I (h)])

= PrU [I (h)] − PrU ′ [I (h)] . (4)

The absolute value in the statement of the lemma follows from the symmetry of H. �

Lemma 4 Let h be a hypothesis in class H. Then

|εα(h) − εT (h)| ≤ (1 − α)

(
1

2
dH�H(DS, DT ) + λ

)
.

Proof Similarly to the proof of Theorem 2, this proof relies heavily on the triangle inequality
for classification error.

|εα(h) − εT (h)|
= (1 − α)|εS(h) − εT (h)|
≤ (1 − α)

[|εS(h) − εS(h,h∗)| + |εS(h,h∗) − εT (h,h∗)| + |εT (h,h∗) − εT (h)|]

≤ (1 − α)
[
εS(h

∗) + |εS(h,h∗) − εT (h,h∗)| + εT (h∗)
]

≤ (1 − α)

(
1

2
dH�H(DS, DT ) + λ

)
. �

Theorem 3 Let H be a hypothesis space of VC dimension d . Let US and UT be unlabeled
samples of size m′ each, drawn from DS and DT respectively. Let S be a labeled sample of
size m generated by drawing βm points from DT and (1 − β)m points from DS , labeling
them according to fS and fT , respectively. If ĥ ∈ H is the empirical minimizer of ε̂α(h)

on S and h∗
T = minh∈H εT (h) is the target error minimizer, then for any δ ∈ (0,1), with

probability at least 1 − δ (over the choice of the samples),

εT (ĥ) ≤ εT (h∗
T ) + 4

√
α2

β
+ (1 − α)2

1 − β

√
2d log (2(m + 1)) + 2 log

(
8
δ

)

m

+ 2(1 − α)

(
1

2
d̂H�H(US, UT ) + 4

√
2d log(2m′) + log( 4

δ
)

m′ + λ

)
.

Proof The complete proof is mostly identical to the standard proof of uniform convergence
for empirical risk minimizers. We show here the steps that are different. Below we use L4,
and Thm2 to indicate that a line of the proof follows by application of Lemma 4 or The-
orem 2 respectively. L5 indicates that the proof follows by Lemma 5, but also relies on
sample symmetrization and bounding the growth function by the VC dimension (Anthony
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and Bartlett 1999).

εT (ĥ) ≤ εα(ĥ) + (1 − α)

(
1

2
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)
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β
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√
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β
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√
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δ
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+ 2(1 − α)

(
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2
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≤ εT (h∗
T ) + 4

√
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β
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1 − β

√
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δ
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)
(Thm 2) �

Lemma 6 For each j ∈ {1, . . . ,N}, let Sj be a labeled sample of size βjm generated by
drawing βjm points from Dj and labeling them according to fj . For any fixed weight vector
α, let ε̂α(h) be the empirical α-weighted error of some fixed hypothesis h on this sample,
and let εα(h) be the true α-weighted error. Then for any δ ∈ (0,1), with probability at least
1 − δ:

Pr
[|ε̂α(h) − εα(h)| ≥ ε

] ≤ 2 exp

( −2mε2

∑N

j=1

α2
j

βj

)
.

Proof Due to its similarity to the proof of Lemma 5, we omit some details of this proof, and
concentrate only on the parts that differ.

For each source j , let Xj,1, . . . ,Xj,βj m be random variables that take on the values
(αj /βj )|h(x)−fj (x)| for the βjm instances x ∈ Sj . Note that Xj,1, . . . ,Xj,βj m ∈ [0, αj /βj ].
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Then

ε̂α(h) =
N∑

j=1

αj ε̂j (h) =
N∑

j=1

αj

1

βjm

∑

x∈Sj

|h(x) − fj (x)| = 1

m

N∑

j=1

βj m∑

i=1

Xj,i .

By linearity of expectations, we have that E[ε̂α(h)] = εα(h), and so by Hoeffding’s in-
equality, for every h ∈ H,

Pr
[|ε̂α(h) − εα(h)| ≥ ε

] ≤ 2 exp

( −2m2ε2

∑N

j=1

∑βj m

i=1 range2(Xj,i)

)
= 2 exp

( −2mε2

∑N

j=1

α2
j

βj

)
.

�

Theorem 4 Let H be a hypothesis space of VC dimension d . For each j ∈ {1, . . . ,N},
let Sj be a labeled sample of size βjm generated by drawing βjm points from Dj and
labeling them according to fj . If ĥ ∈ H is the empirical minimizer of ε̂α(h) for a fixed
weight vector α on these samples and h∗

T = minh∈H εT (h) is the target error minimizer, then
for any δ ∈ (0,1), with probability at least 1 − δ,

εT (ĥ) ≤ εT (h∗
T ) + 4

√√√
√

(
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j
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δ
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m

)

+
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(
2λj + dH�H(Dj ,DT )

)
,

where λj = minh∈H{εT (h) + εj (h)}.

Proof Let h∗
j = argminh{εT (h) + εj (h)}. Then

|εα(h) − εT (h)|
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∣∣
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∣
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∣
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∣
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2
dH�H(Dj ,DT )

)
.

The third line follows from the triangle inequality. The last line follows from the definition
of λj and Lemma 3. Putting this together with Lemma 6, we find that for any δ ∈ (0,1),
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with probability 1 − δ,
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�

Theorem 5 Let H be a hypothesis space of VC dimension d . For each j ∈ {1, . . . ,N},
let Sj be a labeled sample of size βjm generated by drawing βjm points from Dj and
labeling them according to fj . If ĥ ∈ H is the empirical minimizer of ε̂α(h) for a fixed
weight vector α on these samples and h∗

T = minh∈H εT (h) is the target error minimizer, then
for any δ ∈ (0,1), with probability at least 1 − δ,

εT (ĥ) ≤ εT (h∗
T ) + 2

√√
√√

(
N∑

j=1

α2
j

βj

)(
2d log(2(m + 1)) + log( 4

δ
)

m

)

+ 2

(
γα + 1

2
dH�H(Dα,DT )

)
,

where γα = minh{εT (h) + εα(h)} = minh{εT (h) + ∑N

j=1 αjεj (h)}.

Proof The proof is almost identical to that of Theorem 4 with minor modifications to the
derivation of the bound on |εα(h)−εT (h)|. Let h∗ = argminh{εT (h)+εα(h)}. By the triangle
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inequality and Lemma 3,

|εα(h) − εT (h)| ≤ ∣∣εα(h) − εα(h,h∗)
∣∣ + ∣∣εα(h,h∗) − εT (h,h∗)

∣∣ + ∣∣εT (h,h∗) − εT (h)
∣∣

≤ εα(h∗) + ∣
∣εα(h,h∗) − εT (h,h∗)

∣
∣ + εT (h∗)

≤ γ + 1

2
dH�H(Dα,DT ).

The remainder of the proof is unchanged. �
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