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Abstract
Population size has made disease monitoring a major concern in the healthcare 
system, due to which auto-detection has become a top priority. Intelligent disease 
detection frameworks enable doctors to recognize illnesses, provide stable and accu-
rate results, and lower mortality rates. An acute and severe disease known as Coro-
navirus (COVID19) has suddenly become a global health crisis. The fastest way to 
avoid the spreading of Covid19 is to implement an automated detection approach. In 
this study, an explainable COVID19 detection in CT scan and chest X-ray is estab-
lished using a combination of deep learning and machine learning classification 
algorithms. A Convolutional Neural Network (CNN) collects deep features from 
collected images, and these features are then fed into a machine learning ensemble 
for COVID19 assessment. To identify COVID19 disease from images, an ensemble 
model is developed which includes, Gaussian Naive Bayes (GNB), Support Vector 
Machine (SVM), Decision Tree (DT), Logistic Regression (LR), K-Nearest Neigh-
bor (KNN), and Random Forest (RF). The overall performance of the proposed 
method is interpreted using Gradient-weighted Class Activation Mapping (Grad-
CAM), and t-distributed Stochastic Neighbor Embedding (t-SNE). The proposed 
method is evaluated using two datasets containing 1,646 and 2,481 CT scan images 
gathered from COVID19 patients, respectively. Various performance comparisons 
with state-of-the-art approaches were also shown. The  proposed approach beats 
existing models, with scores of 98.5%  accuracy, 99%  precision, and 99%  recall, 
respectively. Further, the t-SNE and explainable Artificial Intelligence (AI) experi-
ments are conducted to validate the proposed approach.
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1  Introduction

All enterprises have been put on lockdown as a result of the coronavirus epidemic. 
Since about July 9, 2020, the World Health Organization (WHO) forecasts that over 
12 million individuals are infected, with 552,050 causalities [1]. In addition, health 
systems in developed countries have deteriorated, resulting in a scarcity of inten-
sive-care units. The strain was found to be infected with two distinct coronaviruses, 
severe acute respiratory syndrome (SARS) and middle east respiratory syndrome 
(MERS) [2]. Covid-19 symptoms can range from cold to fever, shortness of breath, 
and severe respiratory disease [3]. In comparison to SARS, both coronavirus and the 
respiratory system have been shown to cause kidney and liver damage [4]. There is 
no specific vaccine available to protect against Covid-19 and other potentially fatal 
diseases. The only way to prevent the virus from spreading to healthy people is to 
isolate the infected person. The technique of RT-PCR is used to detect Covid-19 in a 
respiration sample [5]. It has been difficult to avoid corona infectious disease due to 
a lack of supplies and the constraints of RT-PCR. By combining clinical indications 
of infected individuals with lab results, radiographic imaging techniques are used to 
identify SARS-CoV2 [6]. To quickly eliminate infectious persons and manage the 
epidemic, radiographic imaging, such as lung radiation and chest CT, is useful [6]. 
The radiographic characteristics of the coronavirus can be quickly identified using 
such methods. Covid-19 disease necessitates an immediate diagnosis and adequate 
intervention due to its significant influence on mobility in  patients. The medical 
community has embraced Computerized Diagnostics (CAD), which makes use of 
Internet of Things (IoT) technology. They are justified by their rapid response and 
improved accuracy in medical diagnoses. These aspects are crucial, particularly in 
areas with vulnerable medical conditions. It has been shown that real-time IoT sys-
tems can help doctors to provide smart facilities in remote areas [7, 8]. As a result, 
the use of a real-time IoT system that doctors can access from anywhere ensures that 
more people will be medicated quickly and without regard for personal or physical 
factors [9].

Radiologists prefer to use chest X-rays because most healthcare institutions 
have X-ray machines. Nevertheless, distinguishing between soft tissues from X-ray 
images can be difficult. To address this issue, a chest CT scan is commonly used. 
Radiologists are required to review chest CT scans [10, 11]. However, it is time-
consuming and prone to errors. To achieve accurate results with better performance, 
Covid-19 must be detected automatically in CT scans and chest X-rays. As a result, 
the use of machine learning has increased in recent years in the diagnosis of coro-
nary abnormalities [12, 13], diabetic eye disease detection [14], cornel symptoms 
classification [15], etc. These techniques show promise in terms of reducing medical 
errors, identifying and tracking asymptomatic carriers early, and providing people 
with adequate medical initiatives to support their health care. Recently, computer 
vision[16], machine learning, and deep learning [17] have been used to identify 
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various types of diseases automatically, resulting in fast and intelligent health care 
systems [18, 19]. As a featured mining, deep learning tends to boost classification 
performance [20]. For instance, deep learning can identify lung tumors, bone inhibi-
tion by diagnostic radiology, diabetic nephropathy, and bladder segmentation as well 
as the intervention of the cardiac muscle in coronary CT scans [21].

The purpose of this study is to identify and classify Covid-19 in CT and X-ray 
images. To accomplish this, the following major challenges in Artificial Intelligence 
(AI) and Covid-19 detection must be acknowledged. Most current systems focus on 
Covid-19 identification, which helps doctors to distinguish Covid19 patients from 
other bacterial meningitis patients. They are unable to detect how severe Covid-19 
is. So, radiologists and doctors need more time and effort to interpret the symp-
toms.  The most difficult part of automating Covid-19 detection is gathering large 
labeled training data. According to recent Covid-19 literary works, the number of 
non-severe instances is much bigger than the number of severe cases. As a result, 
the Covid-19 dataset suffers from overfitting, which decreases detection perfor-
mance [22]. CNN networks can extract features from large image datasets with high 
dimensions. The training process for these networks, however, is more complicated, 
time-consuming, and resource-intensive due to the high dimensionality of the data. 
As a result, such networks are no longer needed, especially in IoT-based treatment 
modalities where computational resources are limited in comparison to CNN com-
putational costs.

The goal of this research is to develop an explainable COVID19 detection 
approach for CT scans and chest X-rays by combining deep learning and machine 
learning classification algorithms. This study employs deep learning and machine 
learning classification techniques to detect COVID19 in CT scans and chest X-rays. 
The CNN model is designed to retrieve 350 important features. These features are 
then used in GNB, SVM, DT, LR, and RF classification algorithms. Finally, a vot-
ing-based ensemble model is designed for COVID19 CT image classification. t-SNE 
and explainable AI tests are used to validate the proposed research. Following are 
the main contributions of this study.

•	 CNN is designed to capture deep information from CT scans and chest X-rays 
and feed them to an ensemble of machine learning algorithms for COVID19 
detection. Such deep features are really helpful in monitoring real-time 
COVID19 infections.

•	 Deep learning and machine learning are combined to detect COVID19 infec-
tions. The soft voting system is designed to increase the rate of detection. CNN 
is used to extract the most effective features and then pass them to the state-of-
the-art methods and their ensemble. The comprehensive experiments are con-
ducted to show the effectiveness of the proposed method.

•	 An explainable AI using Grad-CAM is designed to interpret and validate the pro-
posed approach. Moreover, the t-SNE visualization experiment is conducted to 
analyze the distribution of features with different perplexity values. This can help 
us to study the outliers and noisy features.
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The first section covers the introduction, the second section the literature review, 
the third section the proposed approach, and the fourth section the experimental 
results. Finally, part 5 concludes the whole study.

2 � Literature review

More research has been done on deep learning-based methods for improving Covid-
19 detection and severity classification accuracy. For instance, Sarkar et  al. [23] 
developed a transfer learning approach to classify Covid-19 using DenseNet 121. 
They built a system for analyzing radiographic images and expressing the affected 
regions. The proposed approach achieved 87% classification performance. Shan 
et al. [24] developed a deep learning method for analyzing and categorizing diseased 
lung areas. The approach is tested on 300 coronavirus-infected cases and achieved 
91% classification accuracy. The proposed method is incapable of determining the 
severity of Pneumonia. DenseNet is used by Zhang et al. [25] to detect coronavirus 
disease. Covid-19 had a case identification sensitivity of 96%, while non-Covid-19 
had a case identification sensitivity of 70.65%. Wang et  al. [26]  used pre-trained 
deep learning methods to identify Covid-19 infections from lung images. The pro-
posed method is tested by more than 1,260 people in six cities and achieved 87% 
classification accuracy.

The use of the Internet of Things (IoT) to deliver quality healthcare has received 
a lot of attention in literary works. Implementing IoT reduces healthcare costs and 
improves the treatment experience. Otoom et  al. [27] have used a combination of 
eight machine learning models to classify Covid-19 patients using an IoT network. 
After identifying the appropriate symptoms, these eight modes are tested on a real 
COVID-19 symptom dataset. The results show that five of the eight models are over 
90% accurate. Based on these findings, they believe the framework can track each 
patient’s therapeutic efficacy. Ahmed et al. [28] developed an IoT-based classifica-
tion model for Covid-19 evaluation. It can relieve doctors’ workload and help con-
trol pandemics. This study used X-ray visuals of the chest to identify Covid-19 using 
a deep learning method with ResNet-101. The model achieves a 98% classification 
rate. Rohila et al. [29] This paper describe the ReCOV-101 deep learning approach 
for COVID-19 infection based on CT scans. The proposed method is based on the 
residual network, which employs skip connections to deepen the model. The pro-
posed method can correctly classify 94.9% of the cases.

Hemdan et al. [30] present a deep learning-based system for identifying Covid-
19 chest X-ray images. Nine pre-trained deep neural networks were used to mine 
features from Covid-19 X-rays, and SVM was used to classify them. This method 
achieved a classification accuracy of 95.38%. Aayush et al. [31] used a pre-trained 
deep learning model to diagnose Covid-19 in patients’ chest CT scan images. They 
used the DenseNet201 deep transfer learning (DTL) model to determine whether a 
patient was infected with Covid-19. To classify images from Covid-19 CT scans, the 
proposed CNN network used pre-defined learning weights from the ImageNet data-
base. They also trained the deep learning model with 14 layers of direct image input. 
In comparison to state-of-the-art approaches, the predictive model produced better 
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classification results. Silva et  al. [32] used a voting-based deep learning method 
to identify Covid-19 positive patients. They used a mix of transfer learning and a 
voting method. To train the proposed deep learning model, they used direct image 
input with 18 layers of architecture. The proposed voting system categorizes Covid-
19 images into distinct groups. Hassan et al. [33] propose a comparable mechanism 
for COVID-19 categorization using CT scans. The technique is divided into four 
steps: creating three distinct databases: COVID-19, pneumonia, and ordinary; modi-
fying three pre-trained deep neural networks: VGG16, ResNet50, and ResNet101 for 
COVID-19-positive scans; suggesting an input vector and improving evolutionary 
algorithms for feature selection; and combining the best solution to classify multi-. 
They demonstrate that this method boosts accuracy to 97.9%.

This research develops an explainable COVID19 detection in CT and chest 
X-rays using deep learning and machine learning classification algorithms. It uses 
a CNN to capture deep features from CT scans and chest X-rays, which are then 
fed into a voting-based ensemble model. To distinguish COVID19 illness samples 
from normal ones, the ensemble utilizes state-of-the-art models, i.e., GNB, SVM, 
DT, LR, and RF. The overall performance of the proposed  system is interpreted 
using Grad-CAM combined with t-SNE. The suggested technique is tested on two 
COVID19 patient datasets with 1,646 and 2,481 CT scan pictures each. It is shown 
that the proposed approach is outperforming the existing methods in terms of preci-
sion, recall, f1-score, and accuracy.

3 � Proposed methodology

The connectivity of a web service with a cloud infrastructure service is the foun-
dation of this IoT platform. The web application is written in Java, which makes 
it simple to manipulate the data and parameters required to create categorization 
results. This section of the system is also in charge of interfacing with the comput-
ing cloud from portable devices and laptops. The IoT is a well-defined framework of 
networked computing techniques, and digital, and mechanical equipment capable of 
transmitting data across a defined network without the intervention of humans. Each 
device in an IoT network device has a unique personal identification number. IoT 
has become a well-established and recognized technology that connects a variety of 
approaches, real-time statistics, machine learning ideas, sensing gadgets, and so on. 
The number of infected cases is growing by the day in the present outbreak crisis, 
and there is an urgent need to make use of the well-equipped and well-organized 
facilities provided by the IoT technique. The IoT is a cutting-edge technology that 
ensures that all people who have been infected with COVID19 are isolated. It is ben-
eficial to have a robust monitoring system in place during quarantine. All high-risk 
patients may be easily tracked thanks to the internet-based network [34].

Figure  1 shows the proposed framework for detecting COVID19 in CT scans. 
Deep learning in medical imaging has been increasingly popular in recent years. In 
this work, we obtained CT scan images from COVID19 patients for feature repre-
sentation. We use a variety of features because the images are blurry. We used some 
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well-known machine learning methods to preprocess the retrieved features. After 
that, a  deep CNN model is proposed to distinguish  the different visual  features. 
Voting ensemble-based method for making a final forecast is also being studied to 
reduce categorization error. When a majority of votes are cast in favor of a particular 
method reduced [35, 36]. Finally, we used this ensemble-based method to improve 
the efficacy of these methods.

Fig. 1   The overall system architecture of the proposed interpretable COVID-19 detection system based 
on a real-time IoT system
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3.1 � Preprocessing and image enhancement

Several X-ray sources are obtained for this study. First, the Github repository 
is searched for datasets that are related to the medical (c) Italian Society of Medi-
cal and Interventional Radiology (imaging and Cohen’s1 X-ray images dataset is 
selected. Furthermore, the websites of the (a) Radiological Society of North Amer-
ica (RSNA), (b) Radiopaedia, and SIRM) are thoroughly investigated. This collec-
tion can be seen on the kaggle2 repository. The dataset contains 245 radiographs 
with verified Covid-19 and 1401 images in normal conditions. Detection and clas-
sification of Covid-19 in CT and X-ray images is the goal of the suggested method. 
We used the Kaggle database to obtain a SARS-CoV-2 CT scan dataset.3 There is a 
total of 2390 CT scans in the dataset; 1229 of those scans show evidence of disease 
with SARS-CoV-2, whereas the other 1161 scans are negative. Males made up 34 of 
the Covid-19 cases, while females made up 28 of them. Figure 2 shows the chunks 
of images from both datasets.

Image preprocessing is essential for producing high-quality results. Various 
approaches to improving medical images have been developed. The Contrast-
Limited Adaptive Histogram Equalization (CLAHE) algorithm is  created primar-
ily to improve low-contrast medical images. The amplitude of CLAHE is limited 
by clipping the histogram at a user-defined value known as clip limit. The clipping 
level controls how much noise in the histogram is straightened and how much con-
trast is increased as a result. CLAHE is a color enhancement agent. To do so, we 
kept a clipping limit of 2.0 and a tile grid size of (8 × 8). First, we made a LAB 
image out of our RGB image. After that, we used the L channel using the CLAHE 
approach. The enhanced L channel is combined with the A and B channels to create 

Fig. 2   A chunk of lung CT scans and chest X-rays of COVID19 cases

1  https://​github.​com/​ieee8​023/​covid-​chest​xray-​datas​et/.
2  https://​www.​kaggle.​com/​datas​ets/​andre​wmvd/​convi​d19-x-​rays.
3  https://​www.​kaggle.​com/​datas​ets/​plame​nedua​rdo/​sarsc​ov2-​ctscan-​datas​et.

https://github.com/ieee8023/covid-chestxray-dataset/
https://www.kaggle.com/datasets/andrewmvd/convid19-x-rays
https://www.kaggle.com/datasets/plameneduardo/sarscov2-ctscan-dataset
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an improved LAB image. The improved LAB image is  then reconverted to the 
improved RGB image. Following that, because the images in the dataset had differ-
ent resolutions, all of the images are resampled to (224 × 224 × 3). Normalizing each 
image is the final step. In Fig. 3, we can see some original CT scan images as well as 
their enhanced CT scan images using the CLAHE approach.

3.2 � Feature extraction

The extraction of features is crucial in categorization. To extract features from 
a photograph, inefficient and time-consuming image processing techniques are 
applied. CNN is a fantastic solution for dealing with high-dimensional data such as 
photos and movies. However, in the proposed approach, rather than a direct image, 
we use the matrix formed by the handmade feature vectors as an input to the CNN 
network. The use of feature vectors of 1 × 1024 length reduces the training complex-
ity of the CNN network significantly. To capture more significant features, the CNN 
network employs deeper dimension reduction. We employed a deep CNN to extract 
350 prominent features from images, which would have been impossible to extract 
manually. Following four convolution layers, we used batch normalization and max-
imum pooling layers to achieve our desired results. Our model can correctly clas-
sify COVID19 images after about 100 iterations. Python’s tensor flow (1.9) module 
is used to build the CNN network. The convolution layer filters first pass over the 
extracted features and then extract the best deep features from the convolution layer. 
The resulting collection of features from each filter is then integrated into a new 
feature space. To select the appropriate filter length and frequency, hyper-parameter 

Fig. 3   Image enhancement using contrast-limited adaptive histogram equalization
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tuning is used. As a result, each component receives the non-linear activation func-
tion,  ReLU. Two convolution layers in the proposed CNN model use 64 and 128 
filters, kernels of size four, and padding numbers equal to post the exact shape of 
the conclusion as the input shape. Typically, the max-pooling layer reduces the size 
of the feature space, the diversity of features, and the computation cost. In the pro-
posed CNN layer, max-pooling layers pool two and one strides to build an image 
representation that incorporates the most essential characteristics from a preced-
ing feature space. In addition, the proposed CNN model includes a classification 
layer with full connectivity. CNN overfitting is avoided using the Softmax function 
and dropout layers. Adam is employed as an optimizer and a dropout with a 0.50 
probability during training to achieve more generic results. Finally, we applied the 
trained CNN model to our dataset, and it worked. The 350 most prominent elements 
of each image were chosen from the second-to-last thick layer, which had 100 neu-
rons. Table 1 summarizes the CNN model that we developed.

Table 1   Features extraction model summary

Layer (type) Output Shape Parameters

conv2d_input (InputLayer) (None, 224, 224, 3) 0
conv2d (Conv2D) (None, 222, 222, 8) 224
batch_normalization (None, 222, 222, 8) 32
activation (Activation) (None, 222, 222, 8) 0
max_pooling2d (MaxPooling2D) (None, 111, 111, 8) 0
conv2d_1 (Conv2D) (None, 109, 109, 16) 1168
batch_normalization_1 (None, 109, 109, 16) 64
activation_1 (Activation) (None, 109, 109, 16) 0
max_pooling2d_1 (MaxPooling2) (None, 54, 54, 16) 0
conv2d_2 (Conv2D) (None, 52, 52, 32) 4640
batch_normalization_2 (None, 52, 52, 32) 128
activation_2 (Activation) (None, 52, 52, 32) 0
max_pooling2d_2 (MaxPooling2) (None, 26, 26, 32) 0
conv2d_3 (Conv2D) (None, 24, 24, 64) 18,496
batch_normalization_3 (None, 24, 24, 64) 256
activation_3 (Activation) (None, 24, 24, 64) 0
max_pooling2d_3 (MaxPooling2) (None, 24, 24, 64) 0
flatten (Flatten) (None, 9216) 0
dense (Dense) (None, 128) 1,179,776
batch_normalization_4 (None, 128) 512
activation_4 (Activation) (None, 128) 0
dropout (Dropout) (None, 128) 0
feature_dense (Dense) (None, 100) 12,900
Total parameters: 1,218,196
Trainable parameters: 1,217,700
Non-trainable parameters: 496
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3.3 � Features mounting

The distinct characteristics of the data are kept within a standardized range by 
feature mounting. Data pre-processing use this technique to deal with the wide 
range of dimensions, values, and units that can be encountered. No matter what 
indicator is used, a machine learning algorithm will interpret larger values as 
bigger and lower values as fewer if feature scaling is not implemented. Gradient 
descent can be sped up by having a similar number of occurrences on the same 
scale. Feature normalization can be accomplished in several ways. Our models 
perform better because of the standard scaler technique we employed to standard-
ize the features [37, 38].

3.4 � COVID detection

Naive Bayes (NB) also known as the probabilistic algorithm is used to solve clas-
sification tasks. Naive Bayes is an easy-to-understand algorithm that performs 
well in many situations. According to Eq. 1, the Bayes theorem is used to build 
the classifier.

y indicates the class variable, while X indicates the characteristics or attributes. 
The numerator of that proportion is only of concern since the denominator some-
how doesn’t rely on y and the quantities of the characteristics Xi are specified, there-
fore the denominator is effectively constant. The numerator corresponds to the joint 
probabilistic function. Here, X is defined as (x1, x2, …, xn). As demonstrated in 
Equation 2, the Naive Bayes classifier assumes that attributes are unrelated.

A common  assumption is that the continuous variables for each category 
reflect a Gaussian distribution when working with continual data sets. Consider 
that the training data contains a continual attribute, x. The data is first subdivided 
into classes, and then the mean and standard deviation of x is calculated for each 
of those categories. The conditional probability in Gaussian Naive Bayes derives 
from a normal distribution, as illustrated in Equation 3.

Support Vector Machine (SVM) is a supervised learning technique that can 
be used to solve problems like classification and regression. It accomplishes 
classification by locating the hyper-plane that best distinguishes the groups. By 
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increasing the gap, it locates the hyper-plane. The kernel trick approach changes 
a non-separable task to a separable solution by transforming a low-dimensional 
input vector into a higher-dimensional one utilizing the kernel function. It’s most 
useful when dealing with non-linear discrete tasks. As a kernel function, we uti-
lized sigmoid. Calculating the SVM classifier’s soft margin entails minimizing an 
expression of the form provided in Eq. 4.

Decision Tree (DT) is a data flow diagram with a tree structure in which each 
leaf node represents the decision, a branch reflects a decision rule, and an interior 
node represents a function or attribute. The root is placed at the very top of the tree. 
It usually segments based on the value of the attribute. Iterative segmentation is a 
method of repeatedly splitting the tree. This data flow diagram format may assist 
you in making judgments. It’s a graphic representation of the human mind in the 
form of a flow chart. As a result, decision trees are easy to learn and understand. 
Decision Trees evaluate the division based on the purity of the generated nodes 
using loss functions. Equation 5 We used the entropy function to compute the impu-
rity of the decision node as shown in Fig. 6.

The Entropy value ranges from 0 to 1. The lower the Entropy value, the purer the 
node. Only if the Entropy of the resulting nodes is less than that of the parent node 
can a split be made using Entropy as a loss function. Otherwise, the divide is not in 
the interest of the best local optimal [39].

Logistic Regression (LR) is a powerful technique for assessing binary outcomes 
(y = 0 or 1). LR is recommended over linear regression for identifying categorical 
outputs because it predicts continuous-valued outputs better. Equation 6 displays the 
logistic function in mathematical form.

Random Forest (RF) is an estimator that incorporates several different decision 
tree classifiers into its model to boost its predicting dominance and influence over-
fitting. The "bagging" strategy, which produces a "forest" of trees, is frequently used 
to teach decision trees. The bagging strategy believes that combining many learning 
models can provide better results. It can handle the development of many decision 
trees during training and can generate output in-class mode or by aggregating pre-
dictions from each tree [40].

K-Nearest Neighbor (KNN) is a non-parametric, supervised learning classi-
fier that uses proximity to create classifications or predictions about a set of indi-
vidual observations. It can be used for both regression and classification problems, 
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however, it is most typically utilized as a classification technique, based on the 
assumption that similar points can be found close together. It looks for the closest 
points to K and then uses the most votes mechanism in classification.

Ensemble is a robust model that is developed by integrating fundamental algo-
rithms. It is a voting-based model that integrates forecasts from different models. It is 
a technique for improving predicting accuracy, to outperform any individual model in 
the group. A voting ensemble is a grouping of forecasts from several models. In classi-
fication, the estimates for each category are added together to predict the category with 
the most votes. Classification and regression issues that cannot be addressed by any 
of the individual models can be solved by the ensemble model. The suggested study 
employs the soft polling ensemble technique. To begin, we used training data to build 
the GNB, SVM, DT, LR, and RF basic models. The efficiency of our models is then 
evaluated using test data, with each model producing a unique prediction. The ensem-
ble learning uses these algorithms’ estimates as an additional insight to produce the 
final classification results [41]. Voting ensembles work best when many different fits of 
a model learned through random methods are put together. It also finds multiple mod-
els that fit with different hyperparameters. The proposed Covid detection strategy com-
bines deep learning and machine learning-based methods. At first, the most prominent 
features of input CT scans and X-rays are extracted through the proposed CNN model. 
Later, these extracted features are classified through state-of-the-art machine learning 
classifiers (GNB, SVM, RF, LR, DT, and K-NN, etc.) and their learning ensemble. The 
output of these classifiers is interpreted as Covid or Non- Covid.

4 � Experimental results

4.1 � Performance indicators

The proposed ensemble learning model is trained on some CT scan images, which are 
referred to as training data. Following training, a subset of the dataset is used to test the 
model against unknown CT scan images. This unidentified data is also referred to as 
test data. As a result of the outcomes of these tests, we can evaluate the efficacy of our 
model. A total of 2482 CT scan images were prepared for training and testing purposes. 
We used the random split method to divide the dataset into training and testing sets. 
We used the standard training and testing ratios, i.e., 80%, and 20%, respectively. To 
quantify the machine learning algorithms, accuracy, precision, recall, and f1-score are 
used as a performance measures. If a patient is correctly classified as non-COVID19, 
the results will be a True Positive (TP), but if a patient is incorrectly classified as 
COVID19, the result will be a True Negative (TN), and a patient who was not infected 
with COVID19 is appropriately identified as such (NCOVID19). The  equations for 
accuracy, precision, recall, and f-measure are given in 7, 8, 9, 10, and respectively.

(7)Accuracy =
TP + TN

TP + TN + FP + FN
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4.2 � Results analysis

The proposed research is tested with a range of elements employing cutting-edge 
approaches such as NB, SVM,  DT,  LR,  RF,  KNN, and ensemble, as shown in 
Table  2. We used dataset 1 to execute a feature selection method to get the best 
optimal features. We adjusted the parameters for 50, 100, 150, 200, 250, 300, 350, 
400, 450, and 500 characteristics, in that order. (Table 3) With 350 features, it can be 
demonstrated that the methods performed well. The NB, SVM, DT, LR, RF, KNN, 
and our approach have classification accuracy of 0.97, 0.952, 0.956, 0.97, 0.97, 
0.972, and 0.97, respectively. We selected 350 features from this research for the 
next step of COVID19 patient classification. We conducted thorough research by 
comparing state-of-the-art techniques with pre-trained models using various CNN 
parameter values. Various settings, such as the number of parameters and layers, are 
employed with the suggested approach, Inception v3, VGG16, Resnet, Mobilenet, 
and Densenet201, respectively. The number of parameters and layers for proposed 
method (1,218,196, 27), Inception v3 (22,007,684, 311), VGG16 (14,765,988, 19), 
Resnet (23,792,814, 175), Mobilenet (3,331,566, 87), and Densenet201 (18,514,084, 
707), respectively. We employed standard performance measures including accu-
racy, f1-score, precision, recall, and prediction time. The proposed method with 

(8)Precision =
TP

TP + FP

(9)Recall =
TP

TP + FN

(10)F −measure = 2 ∗
Precision ∗ Recall

Precision + Recall

Table 2   Optimum features selection

The bold values denote the most important features chosen for the proposed approach

DATASET-1

Classifier Features

50 100 150 200 250 300 350 400 450 500

NB 0.957 0.967 0.968 0.938 0.964 0.952 0.97 0.965 0.944 0.967
SVM 0.874 0.901 0.928 0.901 0.945 0.923 0.952 0.945 0.951 0.967
DT 0.952 0.961 0.953 0.958 0.948 0.935 0.956 0.945 0.947 0.956
LR 0.958 0.965 0.974 0.965 0.965 0.967 0.97 0.957 0.962 0.965
RF 0.962 0.97 0.965 0.958 0.963 0.961 0.97 0.963 0.961 0.965
KNN 0.964 0.967 0.965 0.965 0.962 0.972 0.972 0.964 0.967 0.965
Ensemble 0.962 0.968 0.967 0.959 0.963 0.965 0.97 0.964 0.965 0.965
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Table 3   Comparison with different CNN

DATASET-1

Model Parameters No. Layers Classifier Accuracy F1-Score Precision Recall Pred: Time

Proposed 
Method

1,218,196 27 NB 0.97 0.97 0.97 0.97 0.0069

SVM 0.952 0.95 0.96 0.95 0.0069
DT 0.956 0.96 0.96 0.96 0.0019
LR 0.97 0.97 0.97 0.97 0.00199
RF 0.97 0.97 0.97 0.97 0.0189
KNN 0.972 0.97 0.97 0.97 0.077
Ensemble 0.97 0.97 0.97 0.97 0.0688

Inception v3
(Pre-

Trained)

22,007,684 311 NB 0.182 0.12 0.68 0.18 0.0019

SVM 0.789 0.77 0.75 0.79 0.0109
DT 0.739 0.74 0.74 0.74 0.0009
LR 0.848 0.78 0.72 0.85 0.00099
RF 0.849 0.78 0.72 0.85 0.017
KNN 0.8323 0.77 0.73 0.83 0.0747
Ensemble 0.829 0.77 0.72 0.83 0.0466

VGG16
(Pre-

Trained)

14,765,988 19 NB 0.255 0.26 0.72 0.26 0.00099

SVM 0.829 0.79 0.77 0.83 0.0109
DT 0.738 0.75 0.76 0.74 0.00099
LR 0.8359 0.78 0.75 0.84 0.00099
RF 0.85 0.78 0.8 0.85 0.0189
KNN 0.828 0.77 0.74 0.83 0.075
Ensemble 0.84 0.78 0.76 0.84 0.047

ResNet
(Pre-

Trained)

23,792,814 175 NB 0.84 0.78 0.72 0.84 0.0019

SVM 0.809 0.78 0.75 0.81 0.0109
DT 0.744 0.75 0.76 0.74 0.00099
LR 0.8493 0.78 0.72 0.85 0.00099
RF 0.851 0.78 0.87 0.85 0.0179
KNN 0.8396 0.78 0.74 0.84 0.068
Ensemble 0.85 0.78 0.72 0.85 0.045

Mobile Net
(Pre-

Trained)

3,331,566 87 NB 0.15 0.05 0.51 0.15 0.00099

SVM 0.809 0.77 0.74 0.81 0.0109
DT 0.701 0.72 0.75 0.7 0.0009
LR 0.85 0.78 0.8 0.85 0.0009
RF 0.85 0.78 0.72 0.85 0.0179
KNN 0.831 0.78 0.74 0.83 0.075
Ensemble 0.831 0.78 0.74 0.83 0.043
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KNN worked well, with accuracy, f1-score, precision, recall, and prediction time 
of 0.972, 0.97, 0.97, 0.97, and 0.077, respectively. Similarly, Inception v3 with 
RF performs well, with precision, f1-score, precision, recall, and prediction time 
of 0.849, 0.78, 0.72, 0.85, and 0.017, respectively. The RF outperformed the other 
state-of-the-art methods tested, including Inception v3, VGG16, Resnet, Mobilenet, 
and Densenet201, while KNN works well with the proposed approach. This analysis 
goes into great detail about the best number of parameters, a number of layers, and 
state-of-the-art method to use in conjunction with the proposed methodology.

As shown in Table 4, we used two datasets to conduct a thorough investigation 
of the proposed method and demonstrate its class-wise performance. To show 
the classification of each class, including COVID and non-COVID, standard 

Table 3   (continued)

DATASET-1

Model Parameters No. Layers Classifier Accuracy F1-Score Precision Recall Pred: Time

Densenet201
(Pre-

Trained)

18,514,084 707 NB 0.165 0.08 0.71 0.17 0.00199

SVM 0.818 0.77 0.73 0.82 0.0099
DT 0.727 0.74 0.75 0.73 0.00099
LR 0.844 0.78 0.72 0.84 0.00099
RF 0.85 0.78 0.72 0.85 0.017
KNN 0.827 0.77 0.73 0.83 0.0708
Ensemble 0.8371 0.78 0.73 0.84 0.05

The bold values indicate that these methods produce the best classification results when compared to 
other methods

Table 4   Class wise performance

Classes Total Precision Recall F1-measure

Dataset-1
COVID 245 0.92 0.89 0.9
Non-COVID 1401 0.98 0.99 0.98
Average 0.97 0.97 0.97
Dataset-2
COVID 1252 0.97 0.93 0.95
Non-COVID 1229 0.99 0.99 0.99
Average 0.99 0.99 0.99

Dataset Precision Recall F1-Score Accuracy

Overall performance
Dataset-1 0.97 0.97 0.97 0.972
Dataset-2 0.99 0.99 0.99 0.985
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performance metrics such as precision, recall, f1-measure, and accuracy are used. 
The first dataset contains 245 COVID images and 1401 non-COVID images. The 
second dataset contains 1252 images for COVID patients and 1229 images for 
non-COVID patients. In dataset 1, the major class, non-COVID, has a higher 
classification rate than the minor class, non-COVID. As a result, the suggested 
model learns more training instances for the major class. In dataset 2, however, 
the classification rates for both classes are strikingly similar. The reason for this 
is that both classes have about equal numbers of images, and the model learns 
them equally. The overall performance for both datasets using precision, recall, 
f1-score, accuracy are (0.97, 0.99), (0.97, 0.99), (0.97, 0.99), and (0.972, 0.985), 
respectively.

The epoch curve can be used to examine the dynamic behavior of accuracy 
and loss values. This allows us to readily assess the distinct patterns of the clas-
sification values and overfitting. To demonstrate the effectiveness of the proposed 

Fig. 4   Comparison of the proposed method with state-of-the-art methods using testing accuracy

Fig. 5   Comparison of the proposed method with state-of-the-art methods using testing loss
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approach, the accuracy and loss epoch curves for training and testing data are 
examined. The proposed method is compared to state-of-the-art methods using 
various CNN settings, and the testing accuracy epoch curve is depicted in Fig. 4. 
The epoch values are displayed on the x-axis, while the matching accuracy val-
ues are displayed on the y-axis. It can be observed that the accuracy epoch curve 
begins at 0%  and increases to 82% before remaining rather consistent until the 
24th epoch. In the 15th epoch, there is a modest increase to 98%. On epoch 27th, 
there is a reduction in accuracy of up to 30%, followed by an increase. Overall, the 
proposed method acts within the range of 0% to 99%. Following that, the Resnet 
model provides better accuracy, with values ranging from 0 to 85%, respectively. 
The remaining state-of-the-art methods perform similarly within the range of 
0% to 80%, respectively. Overall, the proposed outperformed as compared to the 
other state-of-the-art methods with different settings of hyper-parameters.

Fig. 6   Comparison of the proposed method with state-of-the-art methods using training accuracy

Fig. 7   Comparison of the proposed method with state-of-the-art methods using training loss



19263

1 3

Explainable artificial intelligence approach in combating…

Figure 5 depicts the testing loss epoch curves for the proposed model and state-
of-the-art approaches. DenseNet201 exhibits the highest  loss, with values ranging 
from 50 to 70%. To some extent, the curve rises and falls in between. The proposed 
method has the lowest testing loss, indicating that it produces the best classification 
results. The testing loss curve begins at 5% and gradually decreases to 5%. After that, 
it behaved rather consistently until the 26th epoch. In the 27th epoch, there is a dra-
matic increase of up to 30%, followed by a drop of up to 2%. Overall, it acts within a 
range of 0% to 30%, which is the best-estimated loss when compared to other state-
of-the-art approaches. Resnet is the next better model that provides reduced testing 

Fig. 8   Confusion matrices for COVID and non-COVID classes
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loss, demonstrating that it can deliver better classification results after our proposed 
method. The remaining methods, including Inception v3, MobileNet, Resnet, and 
VGG16, produce more or less similar results.

Figure  6 depicts the training accuracy epoch curve for the proposed approach 
vs state-of-the-art methods. The proposed method’s epoch curve begins at 0% and 
gradually grows to 80% on the 5th epoch. After that, it bends up to a point and then 
grows to 99%  in the 10th epoch. Following that, this curve is more or less stable 
until the 40th epoch. The DenNet201 approach performs in the 0 to 97%, which is 
the next best model based on training accuracy. When compared to other methods, 
the Resnet method performs the worst. Figure 7 depicts the proposed training loss 
values together with a comparison of the state-of-the-art methods. It has once again 
been demonstrated that our strategy results in the least amount of training loss when 
compared to the other methods.

A confusion matrix is a useful tool for showing classification and miss classifica-
tion for each class. Figure  8 compares the proposed ensemble model’s confusion 
matrices to those of previous approaches that can demonstrate class-wise classifica-
tion. The diagonal values represent the correct classification, whereas the off-diag-
onal values represent the incorrect classification. For COVID and non-COVID, the 
ensemble model provides classification and miss classification values of (99%, 1%), 
(88%, 12%), respectively. Similarly, the DT method provides the classification and 
miss classification for COVID and non-COVID classes (98%, 2%), and (82%, 18%), 
respectively. Next, the LR method provides the classification and miss classification 
for both classes as (99%, 1%), (89%, 11%), respectively.

Table 5 demonstrates the classification measures of the proposed approach with 
two different datasets, including accuracy, f1-score, precision, and recall. As can be 

Table 5   Classification measures with different datasets

The bold values indicate that these methods produce the best classification results when compared to 
other methods

Model Classifier Total Accuracy F1-Score Precision Recall

Dataset-1 NB 1,646 0.97 0.97 0.97 0.97
SVM 0.952 0.95 0.96 0.95
DT 0.956 0.96 0.96 0.96
LR 0.97 0.97 0.97 0.97
RF 0.97 0.97 0.97 0.97
KNN 0.972 0.97 0.97 0.97
Ensemble 0.97 0.97 0.97 0.97

Dataset-2 NB 2,481 0.981 0.98 0.98 0.98
SVM 0.945 0.95 0.95 0.95
DT 0.97 0.97 0.97 0.97
LR 0.985 0.99 0.99 0.99
RF 0.98 0.98 0.98 0.98
KNN 0.981 0.98 0.98 0.98
Ensemble 0.982 0.98 0.98 0.98
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observed, the dataset contains a total of 1,646 CT scan images, while dataset2 con-
tains 2481 CT scan images. Using dataset 1, the ensemble with  the KNN model 
delivers the best classification metrics of 0.972, 0.97, 0.97, and 0.97, respectively, 
for accuracy, f1-score, precision, and recall. With dataset 2, the ensemble approach 
LR method provides the best performance measures. The accuracy, f1-score, preci-
sion, and recall have 0.985, 0.99, 0.99, 0.99, respectively. Dataset 2 has more CT 
scan images due to which the classifier learns the instances more in training time. 
Due to this, the proposed approach provides better classification results using data-
set 2.

4.3 � Performance comparison with previous works

Table 6 shows the performance comparison of the proposed approach with previ-
ously published works. Jaiswal et  al. [31] used DenseNet-121 model to medical 
image classification and achieved the performance measures values (precision, 
recall, f1-score, accuracy), (96.29%, 96.29%, 96.29%, 96.25%), respectively. Silva 
et  al. [32] developed the voting-based approach for the COVID and non-COVID 
classification. The classification accuracy of this approach is 87.68%. Alshazly et al. 
[42] used a series of different methods such as Deep CNNs, GoogleNet, AlexNet, 
ResNet, VGG-16, and xDNN, respectively. Using Deep CNNs, it provides perfor-
mance measures (precision, f1-score, and accuracy) of (99.6%, 66.4%, 96.29%, and 
99.4%, respectively). Following that, GoogleNet gives performance measures (preci-
sion, recall, f1-score, and accuracy), which are (90.2%, 93.5%, 91.82%, and 91.73%, 
respectively). This method outperforms the Resnet and VGG-16 approaches. When 
compared to previously published research, the proposed ensemble method outper-
forms and achieves the highest performance measures values. For example, using 
our method, the (precision, recall, f1-score, accuracy) are (99.5%, 99.5%, 99.5%, 
98.5%), respectively.

Table 6   Performance comparison of the proposed approach with previously published works

Research works Model Precision (%) Recall (%) F1-measure (%) Accuracy (%)

Jaiswal et al. [31] DenseNet-121 96.29 96.29 96.29 96.25
Silva et al. [32] Voting based 

Approach
NS NS NS 87.68

Alshazly et al. [42] Deep CNNs 99.6 NS 66.4 99.4
Angelov et al. [43] GoogleNet 90.2 93.5 91.82 91.73
Angelov et al. [43] AlexNet 94.98 92.28 93.61 93.75
Angelov et al. [43] ResNet 93 97.15 95.03 94.96
Angelov et al. [43] VGG-16 94.02 95.43 94.97 94.96
Angelov et al. [43] xDNN 99.16 95.53 97.31 97.38
Proposed work Ensemble method 99 99 99 98.5
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4.4 � Performance validation with explainable artificial intelligence and t‑SNE

To validate the suggested approach, two important experiments are carried out: 
explainable AI and t-SNE visualization. To obtain more accurate findings, we used 
the Gradient-weighted Class Activation Mapping (Grad-CAM) approach to select 
the model’s most valuable portions of the image. As a result, the radiologist can gain 
insight into areas of the CT scan or X-ray that are symptomatic of a specific diagno-
sis. We also generated a cumulative heatmap to assist radiologists and other medical 
professionals in better understanding the classifier’s findings. A medical analyst can 
get rapid insight into the model’s performance by using the cumulative heatmap, 
which provides a visual representation of the model’s performance [44]. Medical 
professionals can debug models using automated heat map analysis without having 
any prior knowledge of the problem or trends. It allows them to make better use of 
Grad-CAM. The steps of the suggested COVID detection model’s interpretability 
are as follows:

•	 HEATMAP: The heatmap produced by integrated gradients is a well-known 
explainable AI approach for deep neural networks. It indicates which pixels are 
most important for prediction. It would allow an expert to examine the machine’s 
pixels used to determine the exact disease to clinical features. The model identi-
fies a subset of the samples in the test dataset according to their attributes. Grad-
CAM is utilized during the inference phase to determine which regions of an 
image are most competitive for classification. Each sample within this selection 
is displayed as a heatmap.

•	 CUMULATIVE HEATMAP: The average value for each pixel is calculated to 
generate cumulative heatmaps. By doing so, we get a single heatmap that sym-
bolizes the "unique characteristics" of that specific group. This can help us to 
study the huge number of pixels for a specific disease with less time and effort.

Figure  9 contrasts the original images from two distinct COVID datasets, the 
heatmap created by the Grad-CAM, and the relevance of the regions on the original 
image as determined by projecting the heatmap. The cumulative heatmaps are cre-
ated by layering all heatmaps of the same family and averaging each pixel to create 
a new image. The final output is a single image that contains information regarding 
the inferences drawn for a whole COVID family.

The t-SNE visualization approach is used to determine whether the features have 
a lot or a little information. Furthermore, the t-SNE algorithm is evaluated to vali-
date the efficacy of the proposed strategy. Figure 10 displays the COVID and non-
COVID separation levels in dataset 1 with a perplexity value of 35. COVID19 ( +) 
is shown by class 1 in red, and COVID19 (−) is indicated by class 0 in black. The 
experiment is run with numerous perplexity levels, with 35 producing the best vis-
ualization results. In the first test, we got close to attaining the lowest achievable 
perplexity value for distinguishing COVID19 ( +) from non-COVID19 (−) clusters. 
Iterations are used by t-SNE to discriminate between different sorts of samples. 
To show the separate clusters of COVID19 ( +) and COVID19 (−), 700 iterations 
with different perplexity values are used. The COVID (−) cluster is larger than the 
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COVID ( +) cluster, indicating that this class includes more training instances than 
the other. There are several instances where the red color is nearly identical to the 
black color. This may signal an outlier that can have an impact on the overall results. 
Despite this, the majority of the visualization demonstrates the exact separation, 
proving that the dataset can be simply classified with optimal classification results. 
The density of the dataset has a substantial effect on the accuracy of predictions. 

Fig. 9   The first column refers to the original image; the second column refers to the heat map and the 
third column refers superimposed image
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The higher density allows for more precise classifications because it supplies more 
descriptive training data. The separation between the t-SNE clusters has increased, 
hence enhancing classifier performance. A dataset can be partitioned and clas-
sified using the appropriate perplexity value and hyper-parameters, as shown in 
Tables 2–5, in the classification results of the proposed ensemble model.

5 � Conclusion

Because of population growth, disease monitoring has become a big burden in the 
healthcare system, therefore auto-detection has become a primary priority. Intel-
ligent disease detection frameworks can help doctors to  diagnose infections. It 
can  provide robust, and  high accuracy, with  lower mortality rates. COVID19, 
a sudden and deadly disease, has burst into a global health disaster. The quickest 
way to stop Covid19 from spreading is to develop an automatic detection method. 
An explainable COVID19 detection method is proposed to detect early infections 
through  CT scans and chest X-rays. It uses  a combination of deep learning and 
machine learning classification methods to achieve high classification accuracy. The 
CNN model is designed to retrieve 350 important features. Following that, these fea-
tures are fed into several classification methods such as GNB, SVM, DT, LR, and 
RF. Aft an ensemble method for COVID19 CT image classification is shown. The 
proposed technique is tested on two datasets containing 1,646 and 2,481 CT scan 
images from COVID19 patients, respectively. Furthermore, various performance 
comparisons versus cutting-edge approaches are provided. The proposed strategy is 
also validated using t-SNE and explainable AI tests.

Fig. 10   Two-dimensional feature visualization of the proposed model on the COVID19 dataset
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In the future, different ensemble methods, such as stacking and bagging, can be 
designed to enhance the importance of the proposed research. Cross-validation using 
deep neural networks could be employed in future research to achieve multiple folds 
of training and test data. It can help with issues like overfitting and class imbalance, 
but it can also raise the cost of computation. Furthermore, while the current work 
focuses on COVID19 infection, it can be applied to other infections in the future.

Data availability  The proposed research used three standard datasets which are publically available. 
These datasets are (1) GitHub repository, Italian Society of Medical and Interventional Radiology (imag-
ing and Cohen’s X-ray images dataset (https://​github.​com/​ieee8​023/​covid-​chest​xray-​datas​et/). (2) Kaggle 
repository, Radiological Society of North America (https://​www.​kaggle.​com/​datas​ets/​andre​wmvd/​convi​
d19-x-​rays). (3) The SARS-CoV-2 CT scan dataset (https://​www.​kaggle.​com/​datas​ets/​plame​nedua​rdo/​
sarsc​ov2-​ctscan-​datas​et).
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