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Abstract
Existing manufacturing systems are isolated from the outside world to protect their 
sites and systems. However, following the trend of the 4th Industrial Revolution, 
manufacturing systems have also increased the connectivity of various domains and 
the convergence of numerous technologies. These systems are referred to as smart 
manufacturing systems. However, this trend has increased the challenge of network 
anomaly detection methods, which are a major approach to network security in smart 
manufacturing. Existing methods define normality under the premise that network 
components are static, and network operation is periodic compared to the informa-
tion technology environment. Therefore, comprehensive and volatile network envi-
ronments require significant time, cost, and labor to define normality. Consequently, 
artificial intelligence (AI)-based anomaly detection studies have been actively con-
ducted to solve this problem. However, such studies require manual analysis based 
on expert knowledge of each site during the preprocessing stage to extract the learn-
ing features from the collected network data. To solve the above problems, this study 
proposes a protocol reverse engineering method corresponding to the preprocessing 
stage of exiting AI studies. Through this method, existing AI-based anomaly detec-
tion studies can directly use the collected network data to learn normality without 
expert knowledge of the site. Furthermore, non-polling or reporting network operat-
ing environments that are rarely studied in the manufacturing security domain are 
targeted. Finally, we propose an anomaly detection method that uses an external 
signature, time information, the pattern of time intervals, and classified messages. 
Thus, the proposed method can detect anomalies in the encrypted contents of the 
manufacturing protocols.
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1  Introduction

Traditional manufacturing is an isolated environment in which systems are con-
structed using products from specific companies and communicated using their 
own protocols. However, following the trend of the 4th Industrial Revolution, 
the domains of various manufacturing systems are being converged, and new 
technologies are being integrated, such as the existing information and commu-
nication technology (ICT), the Internet of Things (IoT), the cloud, and artificial 
intelligence (AI). Moreover, the application of digitalization and automation is 
accelerating as COVID-19 has necessitated changes in the working environment 
of manufacturing systems. The foundation of this change is that various devices 
in the manufacturing system must be connected to the network and communi-
cate with one another. Consequently, existing field devices that are connected via 
serial lines are also connected to the network using ICT or industrial IoT tech-
nologies. Specific company protocols to Ethernet-based open standard protocols 
for data exchange between various devices. At present, Ethernet-based industrial 
communication protocols include the EtherNet/IP, Modbus/TCP, EtherCAT, and 
PROFINET protocols.

Although the increase in the connectivity of manufacturing systems and the 
convergence of various technologies have provided operational advantages and 
management convenience, security difficulties have also increased. To address 
this problem, various security studies are being conducted in the manufacturing 
domain. However, such studies require experts with prior knowledge in the field 
of data collection as well as substantial time in the pre-analysis process. Further-
more, existing network-based security studies have targeted polling mechanism 
protocols such as Modbus/TCP. However, large manufacturing systems often use 
reporting mechanisms that periodically transmit the status and measurements 
from slave devices to master devices, except in specific situations such as connec-
tion initialization, management, alarms, and error handling.

Therefore, this study proposes a method for detecting anomalies in the report-
ing mechanism of manufacturing networks without the meanings and detailed 
packet fields in advance. We present an approach for detecting anomalies based 
on time information and periodic packet patterns. The remainder of this paper 
is organized as follows. Section  2 provides a brief overview of manufacturing-
related anomaly detection studies. The proposed method is described in Sect. 3. 
Section  4 presents the experiments and results. We discuss future studies in 
Sect. 5.

2 � Related works

Recent manufacturing security studies can be divided into security studies on the 
hardware itself and those on the communication between devices. The research 
area of the hardware itself includes hardware system security and digital forensics 
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[1–3]. However, many network security studies are being conducted because there 
is less impact on the communication network configuration and target operation 
in the application of data collection and proposal methods.

Several studies have targeted the polling mechanisms of manufacturing networks. 
Studies on manufacturing-network-based anomaly detection methods often involve net-
work packets that are collected during normal operations. In general, the features of the 
normality definition can be classified into packet headers, packet payloads, and flow 
features. The packet header feature focuses on the meaning of the packet field. Header 
feature-based studies are similar to firewall rule-generation studies in the IT network 
environment. However, the detail signature field of the target manufacturing protocol 
has been analyzed and used for rule generation [4, 5]. Some studies have proposed sig-
nature or traffic pattern modeling based on the detailed meanings of the packet fields 
[6–8]. In recent years, active studies have applied deep learning for anomaly detection 
or increased efficiency [9–12]. Therefore, certain studies have applied these methods to 
manufacturing domains. Some studies have focused on protocol payloads that contain 
the actuator status and sensor measurement value [13–16]. A machine or deep learn-
ing algorithm was used for each status, and sensor values were employed for predict-
ing the following normal values. Other studies have proposed anomaly methods based 
on protocol reverse engineering [17]. However, these studies focused on the polling 
mechanism, in which the master device must send a request message, following which 
the slave device respond to the requested message. Therefore, these methods are not 
suitable for reporting mechanisms. However, there is a lack of studies regarding the 
reporting mechanisms of manufacturing networks. Lin et al. [18, 19] proposed anomaly 
detection for non-polling mechanisms, which they named spontaneous traffic, based on 
the timing attributes of IEC-60870-5-104 protocols. They focused on the interval time 
and correlation of each message. However, this method requires knowledge of target 
protocol as well as the payload structure and meanings of the fields for each site to be 
analyzed in advance. This consumes a significant amount of time and labor. Further-
more, the compatibility and scalability are low because the detection models must be 
customized for each site and protocol.

3 � Proposed methodology

The proposed methodology classifies the reporting protocol messages without prior 
knowledge of each site and protocol. This classification includes external signature 
classification and time interval classification. The cycle pattern modeling is based on 
the interval time sequence of each message, as illustrated in Fig.  1. Details of each 
stage are provided in this section.

Fig. 1   Proposed message classification and modeling method for anomaly detection
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3.1 � A. External signature‑based classification

In external signature-based classification, the packets are classified using standard 
header field information to achieve a high probability of the same message. As each 
field device in the manufacturing performs a predefined role in managing the pro-
cess loop, the similarity and periodicity of the messages that are transmitted between 
the same devices are high. Two types of reporting operation protocols are available 
that deliver messages over L2 layers (e.g., MAC) and UDP protocols. Therefore, the 
MAC address of the L2 layer, which is the unique identification field of the device, 
and the IP address of the L3 layer, which is the device identification field of the 
network, were used. Moreover, the protocols and service types were identified using 
the EtherType field value of L2 and port number of L4. The packets were classified 
according to the message length because this was the minimum information required 
to identify the same message, as indicated in Fig. 2.

3.2 � B. Interval time‑based classification

Following the external signature-based classification, most existing studies have 
reclassified messages based on the internal signature of the messages on each 1:1 
channel. The internal signature is the command/instruction code or connection/ses-
sion identification that is contained in the header field of each industrial communi-
cation protocol. However, this approach requires pre-analysis for each protocol, and 
it is difficult to apply encrypted data. Therefore, in this study, message classification 
was performed using the packet interval time. If each unique reporting message is 
classified and grouped, the time interval is the same as the period of the reporting 
message. However, if various messages are mixed, a method is required to identify 
the period of each reporting message through the interval time of the packets. The 
differences between the two cases are shown in Fig. 3. In this study, it was assumed 
that each unique message has one period with slight jitter, and the period of each 
message was identified through fast Fourier transformation (FFT). In the field of 
signal processing, a Fourier series is used to decompose complex signals into peri-
odic sub-signals. The traffic of each message can be mapped as a periodic pulse 
train. Therefore, this stage used FFT which is a mathematical algorithm of discrete 

Fig. 2   Overview of external signature classification
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Fourier transforms for considering the computational speed. Several approaches 
have been proposed to detect anomalous traffic using FFT and autocorrelation func-
tion methods [20, 21].

First, we identified the smallest interval times in the mixed traffic and set the sam-
pling rate according to the Nyquist rate, as follows:

Subsequently, the record time of each message was synchronized based on the 
sampling rate and frequency analysis was performed through FFT. The maximum 
time difference caused by the synchronization was half of the smallest interval time. 
The differences between the FFT results of the single-message traffic and mixed traf-
fic with three messages are depicted in Fig. 4.

The FFT was performed with low-pass filter about the frequency based on the 
longest interval time because the shortest period time of the messages was larger 
than the largest interval time. The low-pass filter value is defined as follows:

Sampling rate∕second ≥
1

min
{

Δt1,Δt2,Δt3,… ,Δt
n

} × 2

Fig. 3   Difference between interval time means of two cases

Fig. 4   Power spectral densities (PSD) based on FFT results
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Finally, the messages were classified using a Gaussian mixture model (GMM) 
based on the frequency distribution of the FFT results. Each message was classified 
as a frequency distribution with the highest probability among the k frequency dis-
tributions through the GMM. The k value was selected using the Akaike information 
criterion and Bayesian information criterion scores of each GMM.

3.3 � C. Cycle pattern modeling

In the previous classification stage, the messages were classified using the packet 
length and interval time on a 1:1 communication channel. The message cycle pat-
terns between messages were identified and modeled in this stage. Messages exhibit 
a cycle pattern when they are generated by a process loop. As the internal content of 
the message is unknown, the pattern is checked through the sequence of messages 
and the probabilities of message transition. Thus, low-probability message transi-
tion was deleted from the entire graph, and the pattern was derived through a cycle 
detection algorithm (Fig. 5).

3.4 � D. Proposed anomaly detection methodology

The proposed method for anomaly detection is an extension of an existing study 
[16]. The study proposed timing-based anomaly detection of the manufacturing 
target by using the sample mean and sample range for the interval time of each 
repeated message. The movement of central trends was detected through the sam-
ple mean values, and the changes in dispersion were determined through the sample 
range. This resulted in effective detection flooding, injection, and TCP sequence pre-
diction attacks. However, we extended the existing method to detect anomalous traf-
fic in environments where messages have cycle patterns of multiple interval times, 
as illustrated in Fig. 6.

First, the target message was checked for anomalies using the eight-tuples {desti-
nation/source MAC, EtherType, source/destination IP, source/destination port, mes-
sage length} used in the external signature-based classification. This is very simple, 

Low pass filter = max
{

Δt1,Δt2,Δt3,… ,Δt
n

}

Fig. 5   Overview of cycle pattern modeling
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but very effective in manufacturing, where the network components, connections, 
services, and messages used are limited and static. Subsequently, we ensured that 
the message was appropriate for the periodic pattern order and had an appropriate 
interval time. The message was then checked with the order pattern and interval 
time pattern of the messages.

4 � Experiment

The effectiveness and performance of the proposed anomaly detection method for 
message reporting were investigated using the P. Biswas public dataset [22]. This 
dataset is a substation network dataset consisting of 4 buses and 18 LEDs. Certain 
line feeders are connected to other loads, whereas others are connected to other sub-
stations. IEDs communicate with one another using the GOOSE protocol defined in 
IEC 61,850. The network architecture of the dataset is presented in Fig. 7. This data-
set was used in the experiments because it uses a reporting message method, and it 
is similar to the manufacturing network environment.

The dataset provided network data (pcap files) during normal operation and 
denial of service (DoS) attacks. The GOOSE protocol messages were extracted from 
the dataset, and each dataset is summarized in Table 1.

Fig. 6   Anomaly detection methodology for multiple interval times with cycle pattern
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In the normal dataset, all traffic exhibited patterns. However, in the DoS datasets 
bust packets were observed for a short period. A traffic comparison between the two 
datasets is shown in Fig. 8.

The normal dataset was used to derive the eight-tuples, message, period times of 
each message, cycle patterns of the messages, and cycle patterns of the time inter-
val. Subsequently, each message in the DoS dataset was sequentially investigated 
based on the rules and cycle pattern models that were derived from normal dataset. 
The detection performance of the proposed method is presented in Table 2. The pro-
posed method detected all the DoS attack messages. It was found that the length and 
order of the DoS attack messages were not used in a normal operating environment. 
In contrast, some normal messages were detected as attacks. It was confirmed that 
the packet was the first packet or was transmitted after a DoS attack, resulting in an 
increase in the packet period. The F1-score of the proposed method was 0.99.

Fig. 7   Network architecture of dataset [22]

Table 1   Experimental datasets Categorized Total number of packets Number 
of DoS 
packets

Normal 31,800 0
DoS 41,800 10,000

Fig. 8   Traffic comparison of two datasets
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5 � Conclusions

In manufacturing, the polling method is used only for initial connection and man-
agement, whereas the reporting method is used for other tasks that require rapid 
real-time operations. Therefore, we have proposed a method for detecting anoma-
lies without expert knowledge regarding message contents, protocol format, and 
field meanings. The proposed method can be applied directly to a manufacturing site 
because it manipulates the original network data instead of the separated field values 
that are extracted through preprocessing. Moreover, anomaly detection methods that 
use interval time patterns and time information have been designed to respond to 
attacks. The proposed method can reduce the analysis time and cost because it does 
not require expert knowledge of each site. Furthermore, the method has high com-
patibility because it corresponds to preprocessing stage of existing anomaly detec-
tion methods for manufacturing networks.

In the future, the proposed method can be extended to manufacturing environ-
ments with a combination of polling and reporting network operations, and it can 
be considered to demonstrate anomaly detection efficiency through various types of 
attacks.
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