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Abstract

In order to align the virtual and real content precisely through augmented reality devices,
especially in optical see-through head-mounted displays (OST-HMD), it is necessary to cali-
brate the device before using it. However, most existing methods estimated the parameters via
3D-2D correspondences based on the 2D alignment, which is cumbersome, time-consuming,
theoretically complex, and results in insufficient robustness. To alleviate this issue, in this
paper, we propose an efficient and simple calibration method based on the principle of directly
calculating the projection transformation between virtual space and the real world via 3D-3D
alignment. The proposed method merely needs to record the motion trajectory of the cube-
marker in the real and virtual world, and then calculate the transformation matrix between the
virtual space and the real world by aligning the two trajectories in the observed view. There
are two advantages associated with the proposed method. First, the operation is simple. The-
oretically, the user only needs to perform four alignment operations for calibration without
changing the rotation variation. Second, the trajectory can be easily distributed throughout the
entire observation view, resulting in more robust calibration results. To validate the effective-
ness of the proposed method, we conducted extensive experiments on our self-built optical
see-through head-mounted display (OST-HMD) device. The experimental results show that
the proposed method can achieve better calibration results than other calibration methods.
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1 Introduction

Inrecent years, the application of optical see-through head-mounted displays has significantly
increased with the advancements in augmented reality (AR) technology [1-4]. OST-HMDs
are crucial AR devices that overlay virtual objects onto the user’s real-world field of view
through transparent displays, providing users with immersive augmented reality experiences.
However, to achieve seamless integration of virtual and real-world elements, precise render-
ing of virtual objects in the real-world environment is of utmost importance. Currently, most
OST-HMD devices utilize internal tracking systems that accurately determine the transfor-
mation between the external environment and their tracking coordinate system. However, the
alignment between virtual objects and real-world references within the user’s field of view
remains a challenge.

To seamlessly blend virtual and physical objects, establishing the transformation rela-
tionship between the rendering and tracking systems of these devices becomes necessary.
Addressing this requirement presents significant challenges [5, 6] that need to be tackled.
The importance of precisely calibrating optical see-through head-mounted display devices
extends beyond augmented reality gaming and entertainment applications; it applies to prac-
tical applications across various domains. In the medical field [7, 8], accurate calibration of
OST-HMD allows doctors to align virtual medical images with the actual patient’s anatomy,
thereby enhancing surgical precision and safety. In the education sector [9, 10], precise cali-
bration of OST-HMDs can provide students with more realistic virtual learning environments,
improving their learning experiences and comprehension. In the industrial domain, by pre-
cisely calibrating OST-HMDs, engineers can design and simulate product prototypes in the
virtual world, enhancing work efficiency and accuracy. Therefore, understanding and over-
coming the challenges involved in precise calibration of optical see-through head-mounted
display devices is of paramount importance.

Some traditional methods [11-18] combined the optical lens of the OST-HMD device with
the user’s eye and modeled it as an off-axis pinhole camera. Its imaging plane corresponded
to the translucent virtual screen, and its projection center corresponded to the center of the
user’s eye. They connected 3D-2D point pairs by aligning the world reference point with the
image points on the virtual screen of the OST-HMD device and then calculated the internal
and external parameters of the established camera model. These methods, especially when
estimating all projection parameters simultaneously, are cumbersome, time-consuming, and
highly dependent on operators’ skills. On the other hand, using some independent points
to calibrate OST-HMD devices focuses on local information rather than the overall field of
view, resulting in a weak guarantee of consistent calibration results across the entire field of
view. Even though these points are distributed uniformly in the field of view, they remain
scattered individuals. If there exist some outliers, they could have a tremendous impact on
the calibration results.

In recent years, researchers have proposed a new method for calibration using 3D markers
to simplify the calibration process and improve calibration accuracy. The methods proposed
in [19, 20] treated the interior of the OST-HMD device as a black box took data from the
tracking system as input, and visualized virtual objects in the user’s eyes as output. By
recording the respective poses of the markers and virtual models when aligned and then

@ Springer



Multimedia Tools and Applications

directly calculating the projection matrix from real-world 3D space to virtual 3D space,
the calculation process was dramatically simplified. This type of 3D-3D approach solves
the problem of the need for numerous repeated alignment operations in traditional 3D-2D
methods. Additionally, compared to aligning only a single 3D point, aligning the 6DoF pose
of 3D markers is more intuitive and reduces the presence of outlier data. However, these
methods still have some limitations. On the one hand, using 3D markers to align operations
appears to reduce the number of alignment operations required. However, in practice, it
is necessary to simultaneously consider the 6DoF of the markers, which makes alignment
complex. On the other hand, similar to 3D point data, 3D markers still occupy only a small
part of the field of view, making it difficult to ensure consistent calibration across the entire
field of view. In addition, these methods are also limited to some extent by the influence of
abnormal marker poses, which reduces its robustness.

To address the aforementioned issues, we propose a new calibration method for OST-
HMD devices. The proposed method adopts a holistic approach and no longer focuses on the
corner information or pose of the marker surface at a single moment. Instead, it records the
motion trajectory of the cube marker in the real and virtual worlds. The transformation matrix
between the virtual space and the real world is obtained by aligning their motion trajectories.
Then the projection matrix required for anchoring the virtual content to the correct position
is determined. As the motion trajectory is a holistic entity, it assures the consistency of the
calibration across the entire field of view.

Specifically, we use a 10cm x 10cm x 10cm cube as a marker (Fig. 1) and generate a cor-
responding virtual cube model for alignment operations. The user only needs to perform four
alignments, and between every two alignments, the marker only produces a 1DoF change of
the position, significantly reducing the difficulty of alignment. A new evaluation experiment
was designed to verify the calibration results. The experimental results demonstrate that our
proposed method outperforms traditional 3D-3D calibration methods in terms of accuracy,
robustness, and data requirements.

The main contributions of our work are as follows:

e A new calibration method for OST-HMD devices is proposed, which obtains the trans-
formation matrix between the virtual space and the real world by aligning the motion

Fig.1 The cube marker: plastic
material. A 10cm x 10cm x
10cm cubic structure fabricated
through 3D printing. The surface
is adorned with five distinct
ArUco codes, while the bottom
features a hollow design,
facilitating mounting on the
calibration devices
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trajectories of the markers and virtual models in the tracking system and the rendering
system, respectively.

e We design a new calibration procedure for the trajectory-based alignment to simplify the
operation of manual alignment.

e A new evaluation method is designed to evaluate calibration accuracy objectively.

2 Related work

Research on achieving the correct calibration of OST-HMD has been conducted over many
years. We here provide a more concise overview of the different calibration methods.

The single point active alignment method (SPAAM) [13] is a widely applied method
for display calibration due to its simplicity and accuracy. In SPAAM, users collect many
3D-2D point pairs, and then a mapping from the 3D point cloud to its 2D screen coordi-
nates is calculated using Direct Linear Transform (DLT) [21, 22]. However, manual data
collection by users inevitably leads to human error. When the level of human error is too
high, calibration failure may occur. Repeatedly collecting a large amount of data is neces-
sary to ensure accuracy, which is not user-friendly. Some methods [14, 23-25] have been
proposed to improve user interaction and robustness based on SPAAM. Fuhrmann et al. [26]
proposed determining the parameters of the virtual viewing frustum by collecting 8 3D-2D
point correspondences per eye that define the viewing frustum corner points. Grubert et al.
[27] proposed simultaneously collecting multiple 3D-2D point correspondences in a Multiple
Point Active Alignment scheme. In this scheme, the user aligns a grid of 9 3D points on a
calibration board about 150 cm. While the calibration procedure significantly speeds up the
data collection phase, it produces larger calibration errors. Zhang et al. [28, 29] proposed a
dynamic SPAAM method that considers eye orientation to optimize the projection mode to
adapt the shift of the eye center due to eye orientation. Unlike modeling the mapping from
3D point sets to the 2D screen coordinates as a projection, the DRC method [30] takes the
physical model of the optics into account. These methods only considered calibration on
a single eye. Stereo-SPAAM [31] simultaneously calibrated both eyes with a stereoscopic
OST-HMD. Simultaneous calibration of a stereoscopic OST-HMD is better conditioned by
adding the physical constraints of two eyes, such as interpupillary distance (IPD). In contrast
to conventional manual calibration techniques, Microsoft HoloLens employs a user-centered
calibration method [20]. This method eliminates the need for additional external markers
and instead uses finger to align with the screen cursor, enabling manual calibration similar to
SPAAM. This approach liberates users from relying on environment-dependent target con-
straints. By incorporating finger tracking using the Leap Motion controller, it can be easily
integrated into most OST-HMD systems, alleviating the burden on both users and application
developers.

These 3D-2D calibration methods necessitate a significant amount of 3D point data to
ensure their accuracy, resulting in complex and laborious operational procedures and a sub-
stantial workload. Typically, this type of method requires 6 alignments for calibration, but
in practice, it often demands more than 20 alignments to achieve the desired level of accu-
racy. In addition, aligning 3D point data with planar symbols cannot guarantee alignment
quality. Abnormal 3D data can have a substantial impact on the calibration results, leading
to a less robust system. These methods provide a detailed breakdown of the overall tracking
and rendering process of the “physical environment-tracking camera-human eye imaging” in
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OST-HMD devices and solve for the parameters of each component. These methods model
the human eye and the lenses of the OST-HMD device as a camera to represent the rendering
system. They calculate the intrinsic parameters of the camera model based on factors such as
lens resolution and field of view, which enables the determination of the specific projection
positions of virtual models onto the lens screen in the rendering system. By collecting a large
amount of 3D-2D point correspondences, the transformation relationship between the virtual
camera model and the tracking camera is determined. Different methods may also involve
selecting different virtual camera models, contributing to the complexity of their underlying
principles.

To address these issues, Azimi et al. [19] proposed a 3D-3D method for OST-HMD
calibration. The cube marker was positioned by an optical tracker, and the user was instructed
to manually move the cube marker for alignment to complete the calibration. Sun et al. [32]
utilized a series of retroreflective spheres as markers for calibration purposes. These methods
treated the interior of OST-HMD as a black box and directly calculated the transformation
matrix between virtual space and the real world (3D-3D). On this basis, Xue Hu et al. [33]
further improved this method to be user-centered. They embedded an RGB-D camera into
the OST-HMD device to capture images of the user’s palm and generate a point cloud of the
palm’s edges. Using this point cloud data, they generated virtual markers of the palm shape on
the screen. The researchers employed a method called rotation-constrained iterative closest
point (rcICP) for point cloud registration to optimize the calibration parameters related to
the viewpoint. These methods no longer require establishing a virtual camera model, greatly
simplifying the calculation process, but there are still problems, such as difficult alignment
and insufficient robustness.

The non-interactive calibration method based on eye capture is also a potential solution
[34-37]. Their method measured the eye center online and automatically generated a pro-
jection matrix. They used the same pinhole camera model as SPAAM. However, there is
little related research work, especially on eye and display models, and further development
is needed.

In line with this, a new 3D-3D calibration method based on cube motion trajectory is pro-
posed in this paper. The proposed method can accurately calculate the posture compensation
matrix between the virtual space and the real world and correct the misalignment between
the real object and its virtual counterpart in the user’s eyes.

3 Proposed method

In continuity with the insights gained from the preceding section on related work, Section 3.1
lays the groundwork by elucidating the fundamental principles that underpin the 3D-3D cali-
bration method. By establishing a solid theoretical foundation, we pave the way for a nuanced
comprehension of the intricacies involved in our proposed methodology. Building upon this
theoretical framework, Section 3.2 introduces our innovative approach. Our method strategi-
cally employs the cube trajectory to expedite the calibration process, ensuring a harmonious
blend of speed, accuracy, and robustness. This trajectory, a central component of our method-
ology, serves as a key enabler for overcoming challenges identified in the existing literature.
Throughout this section, we delve into the specifics of our approach, providing a detailed
exposition of its principles and rationale.
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3.1 Basic principle of 3D-3D calibration method

In this 3D-3D calibration method, the head display’s interior was treated as a black box, and
detailed differentiation between various parameters of the virtual rendering camera was no
longer required. The 3D visualization model projected by the virtual rendering camera is used
as the output, and the estimated marker pose by the tracking camera is used as the input. A
comprehensive projection matrix 7 is used to represent the complex transformation process
in the black box. In fact, all the parameters of the human-eye camera model established using
the traditional 3D-2D calibration method are integrated into the parameter matrix 7.
Assuming that there is a 3D point O in the real world and its corresponding rendered
virtual point O, the transformation relationship between them can be represented as follows:

0, =TO;. (1)

Two pieces of information can be easily acquired: the pose of the cube marker in the
coordinate system of the OST-HMD tracking camera (Fig. 2(a)); and the pose of the virtual
cube model in the coordinate system of the rendering camera (Fig. 2(b)). Through the active
alignment operation in Fig. 2(c), a good alignment between the cube marker and the virtual
model can be achieved in 6DoF.

To clarify the principle, we define the transformation representation between two coordi-
nates. Consider the coordinate systems A and B. Let gR represent the rotation matrix from
A to B, and ’gt represent the translation vector from A to B. The transformation from A to B
can be expressed as:

B= 4RA + 1. )

@ 0,(0,)
\ %
(b) (d)

Fig. 2 Principle of the traditional 3D-3D calibration method. (a) Estimation of the pose of the cube marker
01 by tracking camera F. (b) Rendering of virtual model O, within the field of view of camera V. (c) Manual
alignment of cube marker O; with virtual model O;. (d) Relative positional relationships among tracking
camera F, rendering camera V, cube marker O1, and virtual model O, in the aligned state
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Figure 2(d) illustrates the relative positions of various coordinate systems in the calibration
system, while their interrelationships can be described as follows:

F = I(Z”ROU + g”t
V=82iR02i+82it i=1,...,l’l, (3)
01 = Oy

where F stands for the coordinate system of the tracking camera, while V represents that
of the virtual rendering camera. O1;(0»;) refers to the object coordinate system of the cube
marker (virtual cube model) during the i;, alignment, and n denotes the total number of
alignment operations.

The parameters we need to calibrate for OST-HMD are the transformation relationship
between the real world and the virtual projection space. The real-world coordinate system
can be defined using the tracking camera of OST-HMD, while the virtual projection space
can be described using the rendering camera of OST-HMD. Thus, the parameter that needs to
be calibrated is a transformation matrix, denoted as ‘F,T, which represents the transformation

from F to V:
rr o [VR Y1 4
vT=1"% | @
V="FLRF+ Dt ®)

By combining (5) with (3), we obtain:

F Oi p Oi p—1
[ a0 ©)
0O; O, p 0; p—1 O;
b=yt — JRYR D
Calculate the average of multiple alignments as the final calibration result:
FR=AVE ([61?1,5 Ra.....E Rn])
@)

Ft=AVE ([étl,ﬁtg, . ,Ctn])

From our perspective, aligning all six degrees of freedom of the cube simultaneously
can still present a challenge, particularly in cases where manual operation is involved. Fur-
thermore, the thickness of the virtual model framework itself can cause occlusion, resulting
in slight differences in the pose of markers under the same alignment effect (particularly
noticeable in depth). Minor distortions exist at the edges of the optical lenses in the head-
mounted display, causing slight deformations in the projection of virtual models at the edge
positions, preventing complete alignment. The pose estimation algorithm using surface QR
code tracking cubes also has inherent random errors. These errors can significantly impact
the calibration results by introducing individual outliers.

3.2 Calibration with cube trajectory

We introduce a novel 3D-3D calibration method that addresses the limitations of the method
described in Section 3.1.

The proposed method only requires the user to perform four alignment operations to
complete the basic calibration of the OST-HMD device. The difference lies in the fact that,
unlike traditional methods, each subsequent alignment in our proposed method only moves
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the cube marker along one axis by a fixed step while maintaining the rotation angle of the cube
marker unchanged, except for the initial alignment operation that accounts for the six degrees
of freedom of the cube. This means that in the subsequent alignment operations, only one
degree of freedom of the marker needs to be considered, making the alignment operation easy.
We further reduce the information that needs to be collected by only focusing on the position
information of the cube marker during each alignment. In addition, the method of using single
alignment data for calibration and then jointly optimizing multiple calibration results is no
longer adopted. Instead, the overall motion trajectory formed by multiple alignment data is
directly utilized, making it easier and more thorough to weaken the impact of individual
abnormal data on calibration results and improve the robustness of the calibration method.
Furthermore, in designing the motion trajectory, we try to cover the entire visual field range,
using the integrity of the motion trajectory to ensure the consistency of calibration results
throughout the entire visual field. Finally, by aligning the motion trajectories of cube markers
in both the real world and virtual rendering space to calculate their relative poses, we represent
the transformation relationship between the real world and virtual space. Our method offers
simpler operations and computations.

In the actual calibration process, to further improve accuracy, the number of alignment
operations will be increased to seven (The traditional 3D-3D calibration method also performs
seven alignment operations to facilitate the comparison of calibration results), including
an initial position, moving the cube along each axis twice, and fitting the resulting points
into three intersecting lines. The overall motion trajectory looks like a three-dimensional
coordinate system, which will be referred to as the trajectory coordinate system hereafter.
Figure 3(a) is a schematic diagram of the alignment result, displaying the distribution shape
of the motion trajectory of the designed cube marker during the calibration process. The blue
cube represents the real cube marker, while the black frame and red corner points constitute
a virtual model that shares the same motion trajectory as the real object. Figure 3(b) depicts

L]

0y

5'[‘ Aligpmenl OVIT
‘Trajectory o
1
1347]

0,(03)

0,(07)

(a) (b) (c)

Fig.3 Principle of our calibration method. (a) Distribution of the motion trajectory of the cube marker during
the data acquisition process. The blue cube represents the real cube marker, while the black framework and
red corner points constitute a virtual model sharing the same motion trajectory as the real cube marker.

’
(b) Relative positional relationships among the trajectory coordinates of the cube marker O, virtual model
trajectory coordinate system O,, tracking camera F, and rendering camera V. (¢) Assuming the coincidence
of tracking camera F and rendering camera V, the two trajectories separate. Realignment of the trajectories
allows for measuring the offset generated during the alignment process, representing the deviation between
the tracking and rendering cameras
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the relative position between the trajectory coordinate system 0; of the cube marker and the
tracking camera F', as well as the relative positioning between the trajectory coordinate system
0; of the virtual cube model and the rendering camera V. To simplify the data collection
process to only include positional information during alignment while disregarding rotation,
the cube is represented by a black sphere in the illustration.

During the data collection process, we start by projecting the virtual model onto a selected
position, then we move the cube marker to align it. We collect the position information of
the cube marker and the virtual model when they are perfectly aligned. However, it is quite
challenging to calculate the transformation relationship between the tracking camera and the
rendering camera solely based on each point position in the trajectory. This is especially true
when determining the rotational transformation between them. Therefore, we assume that
there is no deviation between the real world and the virtual projection space, meaning the
coordinate systems of the tracking camera and the rendering camera are perfectly aligned.
As shown in Fig. 3(c), we place the previously collected position information of the marker
and its corresponding virtual model in the same coordinate system, which was obtained in
the F' and V coordinate systems separately. As a result, 0/ and 0/ no longer coincide. Then,
we adjust the movement trajectory of the cube marker to ahgn it Wlth the motlon trajectory
of the virtual model, bringing 01 and 02 back into coincidence at position 0

/

. . .0
Throughout the alignment process, the transformation matrix 0}’ T generated by the move-

1
ment of the cube marker’s trajectory coordinate system can be considered equivalent to the
transformation relationship €T from the tracking camera to the rendering camera. As shown
in (8) and (9):

01 = /,T01, (8)

o
fr=".T, )

where 0/1 is the coordinate system of the cube marker’s trajectory before movement, and Oi/
is the coordinate system of the cube marker’s trajectory after movement.

The estimation of the cube’s 3D positional information at the alignment moment is
achieved by attaching two-dimensional markers (ArUco) [38] on the surfaces of the cube. The
specific procedure is depicted in Fig. 4: Initially, the regions of the two-dimensional markers
are detected. Subsequently, the two-dimensional pixel coordinates of the four corners of each
detected marker are recorded, and the corresponding ID number of each two-dimensional
marker is determined by consulting the marker dictionary. A coordinate system for the cube
object is defined with the centroid of the cube as the origin. Based on the ID number of the
two-dimensional marker, the face of the cube on which the marker is located and the three-
dimensional position of the four corners in the cube coordinate system are determined. In the
experiment, a cube with a side length of 10cm is used, and the marker has a side length of
8cm. Taking marker 10 as an example, it is positioned on the cube’s surface along the positive
z-axis direction, with corner coordinates of z = 0.05m (x = £0.04m,x = +0.04m). Finally,
the pose information of the cube marker is determined by employing the Perspective-n-Point
(PnP) algorithm [39] in conjunction with the three-dimensional to two-dimensional point
correspondence.

A series of corresponding 3D position information is collected for the cubic marker and the
virtual model, forming their respective trajectories. The trajectories are then aligned using the
Iterative Closest Point (ICP) registration method. The ICP registration algorithm iteratively
optimizes the transformation parameters, such as translation and rotation, between the cubic
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3D

Fig. 4 Principle of cube marker localization. Firstly, the detection of ArUco code regions is performed.
Subsequently, the 2D pixel coordinates of the four corners of each detected ArUco code are recorded, and the
corresponding ID number for each ArUco code is determined by referencing the appropriate dictionary. The
object coordinate system of the cube marker is defined with the centroid of the cube as the origin. Based on the
ID number, the faces of the cube to which each ArUco code belongs and the 3D positions of the four corners
in the cube coordinate system are determined. Finally, the PnP algorithm is employed, utilizing 3D-2D point
correspondences, to determine the pose information of the cube marker

marker and the virtual model to minimize the distance between corresponding points. This
ensures the alignment of the trajectories and produces an accurate registration result.

Compared to Section 3.1, the calibration method proposed in this section boasts significant
advantages, primarily in three aspects: Firstly, the proposed method utilizes a cube motion
trajectory to calibrate OST-HMD devices, mitigating the impact of individual anomalies in
the cube pose information on the calibration accuracy and enhancing the system’s robust-
ness. Secondly, the movement trajectory closely connects the position information of the
cube markers at each node, constructing an overall structure that results in a consistent cali-
bration effect of the different areas in visual fields. Finally, it simplifies the collection of data
information, thereby reducing the complexity of alignment operations, preventing repetitive
and intricate manual operations that introduce errors, and ultimately enhancing calibration
efficiency.

4 Implementation

To provide a comprehensive description of the proposed calibration method, we will introduce
the hardware devices used in the calibration process and outline the specific calibration
workflow in this section.

4.1 Hardware and software

Our calibration method applies to OST-HMD devices with different rendering principles.
As illustrated in Fig. 5, we utilized a self-made OST-HMD in our experiments, which is
equipped with a tracking system comprising two fish-eye cameras located at the front of a
plastic housing for external object positioning. The display system includes two translucent
optical lenses integrated under the plastic housing to render the virtual model projection.
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Fisheye cameras

-
h' D

Plastic shell Optical lens

Fig.5 Self-made OST-HMD. Equipped with a tracking system consisting of two fisheye cameras, positioned
at the front of the plastic housing for external object localization. The display system comprises two semi-
transparent optical lenses integrated beneath the plastic casing, facilitating the projection of virtual model
images

In the experiment, a 10cm x 10cm x 10cm cube was employed as a marker, with distinct
two-dimensional codes affixed to each of its six surfaces, to facilitate accurate pose estimation
by the OST-HMD tracking cameras. As shown in Fig. 6, a virtual 3D model identical in shape
and dimensions to the cube marker was generated for use during alignment procedures. To
prevent any false alignment resulting from symmetry, we differentiated each face of the virtual
cube model using different colors and established a one-to-one correspondence between those
faces and the two-dimensional codes on the marker’s surface.

Underside

Fig. 6 Cube marker and virtual model. The cube model showcased in detail in Fig. 1 occupies the top left
corner. At the bottom left, a virtual 3D model identical in shape and size to the cube marker is generated for
use in the manual alignment process. Different colors are employed to differentiate each face of the virtual
cube model. A one-to-one correspondence is established between these colors and the ArUco codes on the
surface of the Cube marker, as shown on the right side of the image
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Figure 7 shows the overall experimental environment. The left half of the setup utilizes a 3D
printing jig to affix the OST-HMD device to the mechanical arm. Additionally, a RealSense
D435i camera replaces the need for a human eye to record the alignment effect and is
henceforth referred to as the observation camera. In the right half of the setup, a cube marker
is securely mounted on the rotary translation table. The rotating translation platform moves
the marker during alignment operations, thus ensuring smooth and precise movement during
the alignment process.

During the implementation process, we primarily utilized the OpenCV-4.6.0 and Eigen-
3.3.7 libraries for marker tracking, matrix operations, and numerical optimization. Addition-
ally, we employed the Open3D-0.13.0 library to handle tasks such as trajectory generation,
reading 3D point data, visualization, and alignment during the trajectory alignment process.

Incorporating external devices, such as a robotic arm, to assist in the calibration process of
OST-HMD can enhance the ease and accuracy of alignment operations, while also aiding in
the efficient recording of experimental data. The proposed calibration method is also suitable
for the absence of these devices: operators holding markers can also successfully calibrate
OST-HMD devices.

4.2 Operation process

The entire calibration work is divided into two main steps: (1) Calibrating the tracking
camera’s intrinsic parameters to provide a more accurate tracking effect. (2) Estimating the
relative pose of the tracking camera and the virtual rendering camera to project virtual objects
accurately.

4.2.1 Tracking camera calibration

Tracking cameras are calibrated using traditional calibration techniques that require acquiring
images of the various poses of a checkerboard calibration board. This paper used the camera
calibration toolbox in Matlab.

Self-made Mechanical
fixture arm

LT, [[OSTHMD
v Tracking

camera

Cube
marker

Realsense Rotary
D435i translation
camera table

Fig. 7 Experimental environment. In the left half of the setup, the OST-HMD device is securely mounted on
a robotic arm using a self-made fixture produced through 3D printing. The RealSense D435i camera, referred
to as the observation camera, is employed instead of the human eye to record alignment effects. In the right
half of the setup, the cube marker is affixed to a rotary and translation table to control its movement
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Calibration with
Cube Pose

Calibration with
Cube Trajectory

Alignment X 7
( 142+2+2)

Alignment X 7

I Calibration:

VR = AVE([GR, R | RS])
— !CIA :AVE([YI/“thl]/“tl""’ vl/:t7])

[FR| /1]
)

© =

Op_FpOp 0,_F, Fpo
[yR=yR;R, yi=y1—yRp1]

I Evaluation:

End End

Fig. 8 Calibration work and evaluation experimental process. The yellow box represents the conventional
method of calibration, which directly utilizes the pose of markers. The blue box signifies our proposed calibra-
tion method, which leverages the motion trajectories of markers. We have explored three different trajectories
in the figure. The black box encompasses the evaluation experiment for our designed reprojection virtual
model

4.2.2 Render camera calibration

i ) Calibration with cube pose During the data collection process, the virtual model is first
randomly projected into the user’s field of view in different positions and poses (Fig. 8). The
cube marker is then moved using a rotating translation platform, and the alignment effect
is observed in real-time through an observation camera. When it is determined to be fully
aligned, as shown in Fig. 9, the alignment is confirmed by pressing the Enter key. At this point,
two important pieces of information are recorded. The first is the pose of the cube marker

Fig.9 Alignment effect of cube marker and virtual model
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Fig. 10 Alignment effect of trajectory L. Red star * denotes a series of positions for the virtual model, while
blue star * represents a series of positions for the cube marker. The left image illustrates the relative positional
relationship between the two trajectories before the alignment operation, and the right image showcases the
overlapping effect of the two trajectories after the alignment operation

in the coordinate system of the tracking camera, denoted as [g' R |?' t]. The second is the
pose of the virtual cube model in the coordinate system of the rendering camera, denoted as

[8' R |81 t]. Using the (3) in Section 3.1 of the paper, the relative position and orientation

between the cube marker and virtual cube model, denoted as [5 Ry |€ f ], are calculated. To
ensure a uniform distribution of the virtual cube model in different positions and poses, the
alignment operation is repeated seven times.

ii ) Calibration with cube trajectory In our proposed method, the posture of the cube
marker is fixed. Once the last alignment state is determined, the virtual cube model is trans-
lated by a fixed step length along a specific coordinate axis of the rendering camera. The
proposed method still requires performing the alignment operation seven times. However,
in each iteration, only the position information of the cube marker in the alignment state is
collected, while ignoring the rotation of the cube marker. This position information is used
to establish the trajectory coordinate system described in Section 3.2. The transformation
matrix is then calculated by aligning the two trajectory coordinate systems. To collect data
from different positions within the field of view, we aim to capture data from the left, middle,
and right sides. These positions correspond to trajectory L, trajectory M, and trajectory R,
respectively. You can refer to Fig. 8 for a visual representation of these different positions

Before Alignment After Alignment
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#  cube marker % cube marker
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Fig. 11 Alignment effect of trajectory M
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within the field of view. Figures 10, 11 and 12 respectively depict the trajectories L, M, and
R along with their alignment effects.

5 Experimental verification for calibration

To showcase the accuracy of our calibration method, a dedicated evaluation experiment was

designed, as depicted in Fig. 8(Evaluation). In this experiment, the cube marker can be placed

at any position within the field of view. To correct the pose of the marker obtained from the

tracking camera ([19 R |g t]), we utilize the calibrated transformation matrix gT (as defined

in (4)). This transformation matrix enables us to adjust the pose of the marker accurately.
Obtain the actual pose of the 3D model anchored in the virtual rendering space:

0 FpO

R= yR ;R
Vv VY F
0 (10)
14

_F FpoO
t=yt — yRpt

This evaluation method requires collecting five additional data and calibrating the trans-
formation matrix from the above seven sets of aligned data to project the cube model in a
virtual scene. From the observation camera, it is intuitive to see the alignment effect between
the reprojection model and the cube markers. The traditional 3D-3D method and our method
are implemented on the same OST-HMD device for a more fair comparison. Figure 13 shows
the qualitative results of some calibration experiments.

5.1 Quantitative evaluation indicators

Considering that many OST-HMD devices cannot easily access the pixel coordinates of their
translucent screens, we have designed more intuitive and widely adaptable indicators to ana-
lyze experimental results. Use a rotating translation platform to obtain the 6DoF information
of the cube marker in real time, move the cube marker to align the corrected virtual model
again, and record the data before and after the realignment (Fig. 14). Then calculate the
posture error between the corrected virtual model and the cube marker.

Before Alignment After Alignment

*  virtual model *  virtual model
% cube marker| 4 * _ cube marker 4

50 2 500

*
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0
450 J *
*
* * *
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£ 400
i “
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\\\ e — 500
0 T~ > 100
- P
vl
Y/mm 100 -100 X/mm

Fig. 12 Alignment effect of trajectory R
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Method Sample 1 Sample 2 Sample 3

No calibration

Calibration with Cube Pose

Track L

Calibration with
Cube Trajectory Track M

Track R

Fig. 13 Qualitative results of calibration experiments: 3D visualization demonstration of the alignment effect
between virtual and real models using various calibration methods. The results are presented from top to
bottom, showcasing the uncalibrated state, calibration using traditional methods, and calibration using our
proposed method (utilizing trajectories L, M, and R respectively)

Equation (11) shows the indicators used to describe the calibration accuracy:

0§y = \/sz + Ay? 4 AZ?
tr (RzRgT) 1
2

an

Lg = arccos

Fig. 14 Schematic diagram of realignment operation. The process involves realigning the cubic marker by
moving the rotation and translation platform, aligning it with the post-calibration projected virtual model, and
recording the coordinate transformation of the end point of the rotation and translation platform
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where the displacement error (05})) is expressed by the Euclidean distance in three-

dimensional space, and [Ax, Ay, Az] is the offset of the cube marker before and after
realignment; Rotation error (Lg) is expressed by geodesic distance, and its physical meaning
is the shortest path between two three-dimensional rotations. R, and R are the rotation
matrices of the cube markers before and after realignment, respectively. The function ¢r() is
used to calculate the trace of a matrix, which numerically equals the sum of the elements on
the main diagonal of the square matrix.

5.2 Result and discussion

The calibration method was evaluated using the aforementioned evaluation methods and per-
formance metrics, through three different experiments. These experiments aimed to validate
the superiority of the method in terms of calibration accuracy, system robustness, and data
requirements.

5.2.1 Standard experiment

Calibration and evaluation tests were conducted on the same homemade OST-HMD device
to ensure fairness. In each test, seven alignment operations were performed for calibration,
and five reprojection operations were performed for evaluation. For ease of description, the
traditional method of directly utilizing the pose of the cube marker is called "Method A”, and
the method we proposed is called "Method L/M/R”, corresponding to the left/middle/right
trajectory of the field of vision.

As shown in Table 1, the mean and standard deviation of displacement errors for each
calibration method are Method A (15.1 £ 13.9 mm), Method L (7.2 £ 2.1 mm), Method M
(5.5 £ 3.2 mm), and Method R (8.1 &= 4.4 mm). The mean and standard deviation of rotation
errors for each method are Method A (0.06 + 0.04 rad), Method L (0.08 £ 0.02 rad), Method
M (0.05 +£ 0.03 rad), and Method R (0.1 £ 0.02 rad).

InFig. 15, the 3D reprojected analysis box plotis presented. The box’s centerline represents
the median of the data, signifying the average level of the sample data. The upper and lower
limits of the box correspond to the upper quartile and lower quartile of the data, reflecting
the variability of the data. The lines above and below the box represent the maximum and
minimum values of the data. The plot includes two error analyses: (a) Displacement error

&, where the y-axis represents the Euclidean distance between the reprojected model

3D
position and the true position. Regardless of which trajectory is selected for calibration in

Taple ! Rf%proj.ection errors of Method Displacement error(mm) Rotation error(rad)
various calibration methods mean std hean std

A 15.1 13.9 0.06 0.04

L 7.2 2.1 0.08 0.02

M 5.5 32 0.05 0.03

R 8.1 44 0.1 0.02

Method A represents the traditional 3D-3D calibration approach, directly
utilizing the pose of the cubic marker. Methods L, M, and R, all developed
by us, respectively employ the trajectories depicted in Figs. 10, 11 and
12. Evaluate the displacement error using 0;3 in (11) and assess the

rotation error using Lg
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ReprojectError(Displacement) Reproject Error (Rotational)

50 0.2
[___IMethod R(ours) [__IMethod R(ours)
45 [—IMethod M(ours) 0.18 [—IMethod M(ours)
[__IMethod L(ours) [___IMethod L(ours)
4r __IMethod A 0.16 C_—IMethod A
L 0.14
5 30 I 0.12
E : g - - -
£ 25 ' 5 0.1 ! . '
=20 0.08 : -
15 _ 0.06 |
L _
10 _ 0.04
1
0o oz B
o -
0 0
A L M R A L M R
(a) Displacement error (b) Rotational error

Fig. 15 3D reprojected analysis box plot with displacement and rotation errors. Method A represents the
traditional 3D-3D calibration approach, directly utilizing the pose of the cubic marker. Methods L, M, and

R, all developed by us, respectively employ the trajectories depicted in Figs. 10, 11 and 12. (a) Assess the

displacement error using Og"g in (11), measured in millimeters. (b) Evaluate the rotation error using Lg in

(11), measured in radians

our method (L/M/R), the error is smaller than method A and more stable. It is worth noting
that when using the left and right side trajectories (L/R) of the field of view for calibration,
the error is slightly larger than the middle track. We think this is due to slight edge distortion
caused by the large field angle (135°) of the self-made OST-HMD device. (b) Rotation error
Lg, where the y-axis represents the geodetic line distance between the reprojected model
angle and the true angle. It can be seen that there is no significant difference between these
methods, and they are all at a low error level, indicating that such methods using three-
dimensional marker alignment perform well in calibrating the rotation angle.

The displacement error components for each coordinate axis are recorded in Table 2,
while the rotation error components are recorded in Table 3. The YOZ plane is perpendicular
to the user’s sight line, and the X-axis is parallel to the user’s sight line. Compared to
other results, Method A has a significant error in depth (X-axis), which is the main factor
causing the inaccuracy of this method. Analysis shows that this is due to a small amount
of abnormal data in the pose of the cube marker estimated by the tracking camera during
calibration, and traditional methods that directly utilize the pose of the cube marker cannot

Table 2. Displacement etror Method Axis X(mm) Axis Y(mm) Axis Z(mm)
along different axes(X/Y/Z) for hean std hean std hean std
calibration ‘ \ )
A 14.69 13.89 2.10 2.61 2.49 0.55
L 1.52 3.03 5.47 2.77 2.13 1.36
M 1.65 1.51 3.88 2.46 1.69 2.83
R 0.19 0.42 6.51 4.87 4.10 2.01

Method A represents the traditional 3D-3D calibration approach, directly
utilizing the pose of the cubic marker. Methods L, M, and R, all developed
by us, respectively employ the trajectories depicted in Figs. 10, 11 and
12
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Table3 Rotation error along Method  Axis X(rad) Axis Y(rad) Axis Z(rad)
different axes(X/Y/Z) for mean std mean std mean std

calibration

0.015 0.015 0.041 0.02 0.028 0.015
0.029 0.015 0.026  0.015 0.061 0.016
0.012 0.021 0.011 0.015 0.045 0.025
0.015 0.019 0.081 0.011 0.104  0.016

m oz

effectively eliminate this interference information. The rotational errors for all the methods
are significantly small and within the normal range.

5.2.2 Impact of abnormal data

To further validate the robustness of the calibration method based on marker motion tra-
jectories, we artificially added some outliers to the cube marker trajectory data used in the
previous experiment and re-aligned the trajectories. Figures 16, 17 and 18 illustrate the effects
of adding outliers and the trajectory alignment in the three trajectories (L/M/R). It can be
observed that our method does not overly fit individual outlier data points (highlighted in
red circles) during the trajectory alignment process, but rather tends to prioritize the overall
overlap of the motion trajectories.

Using the three trajectories with outlier data mentioned above, we performed calibration
on the same OST-HMD device. The reprojected results after calibration are shown in Fig. 19,
demonstrating good alignment. The mean displacement errors and standard deviations are
as follows: 8.59+5.72mm, 6.81+3.73mm, and 9.22+4.95mm.

Furthermore, to further investigate the robustness of our method against interference and to
ensure a more random and realistic distribution of errors in the data, we employed two distinct
2D identification codes (ArUco and TopoTag [40, 41]) to track the pose of the cubic markers
during data collection. The appearance of the two 2D identification codes is illustrated in
Fig. 20. Due to the fact that, during the pose estimation stage, the TopoTag method utilizes
all feature points on its surface for calculations, whereas ArUco only employs the four corner

Before Alignment After Alignment
*  virtual model *  virtual model (* 5
* _cube marker # _ cube marker ¥ *
o X 500 A\
500 * % )
* * l ' b
o Pi* 450 *
450 x * ¥
* * - €
3 * g *
£ i * g e
N 5 ”
400 * 400
* *
350 350 ‘\\
= ~
100 - > 100
R _— 200 S / 100
< _— 100 50 SN _— 0
0 T~ _— o <
~—"w ° 0 \“\,(///-100
Y/mm -100  -200 X/mm Y/mm -50  -200 X/mm

Fig. 16 Trajectory L with abnormal data. Red star * denotes a series of positions for the virtual model, while
blue star * represents a series of positions for the cube marker. The left image illustrates the relative positional
relationship between the two trajectories before the alignment operation, and the right image showcases the
overlapping effect of the two trajectories after the alignment operation. The data within the red circles represents
anomalies that have been manually introduced by us
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Fig. 17 Trajectory M with abnormal data
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Fig. 18 Trajectory R with abnormal data
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Fig. 19 Qualitative results of the trajectory with abnormal data

Fig.20 The appearance of the
two 2D identification codes
(ArUco and TopoTag)

ArUco TopoTag
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points on its surface, this results in a higher precision in tracking the cubic markers when
using TopoTag. This precision difference is particularly evident in the depth dimension. In
our experimental setup, the mean pose estimation error for the cubic markers tracked by
TopoTag is consistently around 4mm lower than that of ArUco.

The data collected using both identification codes were applied to both traditional cal-
ibration methods and the calibration method we proposed, with the experimental results
depicted in Fig. 21. Overall, whether utilizing traditional methods or our proposed calibration
approach, the calibration results obtained using the TopoTag tracking method for data collec-
tion outperform those from the ArUco method. This superiority arises from the more precise
marker tracking method effectively reducing errors present in the data used for calibration.
Upon detailed analysis of the experimental outcomes, it becomes evident that the more accu-
rate calibration data significantly enhances the traditional calibration method, which directly
utilizes marker poses. The substantial disparity in results between the two different identifi-
cation codes applied to the traditional calibration method also to some extent reflects the poor
robustness of the traditional approach to interference. However, our proposed method based
on marker motion trajectories shows no significant differences in calibration results when
using two different precision tracking algorithms. It is less affected by errors introduced by
the marker tracking algorithms, demonstrating higher robustness and adaptability.

Our proposed method exhibits minimal influence from individual alignment data and
possesses good resilience against interference. It effectively addresses errors introduced by
manual alignment operations and marker tracking algorithms, providing reliable and stable
calibration in the process.

5.2.3 Impact of the number of alignment operations

To further validate the data requirements of our proposed method, we varied the number
of alignment operations during the data collection process and compared the calibration

3D reprojection errors
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B | [CJArUco
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Fig. 21 Comparison of calibration results obtained through marker tracking using ArUco and TopoTag for
different calibration methods during the data acquisition phase. The horizontal axis represents four calibration
methods, while the vertical axis depicts the assessment of displacement error using 0§'g in (11), measured in

millimeters
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Table 4 ‘Displacement errors for Method 4 7 10
each calibration method were - - - - - -

. mean std mean std mean std
assessed across various data
volumes, gradually increasing A 18.8 13.9 15.1 13.9 10.2 8.7
manual alignment operation
counts to 4, 7, and 10 times, L 8.6 2.8 7.2 2.1 6.9 1.7
respectively M 6.3 34 5.5 3.2 5.3 3.1

R 8.9 4.7 8.1 4.4 8.0 4.3

results of Method A and Methods L/M/R. During the actual testing, the number of alignment
operations was increased or decreased by 3 times (7£3 times). The displacement errors for
each method, as the data volume increased, are shown in Table 4.

The specific experimental results were compiled into a box plot format (Fig. 22). In the
figure, the y-axis represents the Euclidean distance between the reprojected model position
and the true position, and the x-axis represents the number of alignment operations. The
specific legend meanings are the same as in Fig. 15. Method A is heavily influenced by the
amount of data and requires users to perform multiple alignment operations to gradually
improve the accuracy of the calibration results, significantly increasing the workload of data
collection. Methods L/M/R are less affected by the data volume and achieve good calibration
accuracy with a small amount of data collected in just 4 alignment operations. When the
number of alignment operations increases to 7, the reprojection error noticeably decreases.
The calibration results become stable at 7 alignment operations, and further improvement
becomes small after 7 operations. It is unnecessary to continue increasing the data volume
beyond this point as it would only add unnecessary workload without significantly improving
the calibration accuracy. Compared to traditional 3D-3D calibration methods, our method
requires less data to achieve better calibration results.

3D reprojection errors
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Fig.22 Reprojection errors of various calibration methods under different data quantities. Conducting multi-
times (4, 7, 10) manual alignment operations
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Table 5 Comparison of displacement errors (0;6’ ) for calibration methods with different phases

Method Manual alignment Counts of alignments

4 7 10
Ours 1DoF 7.93mm 6.93mm 6.73mm
Pose-based [19] 6DoF 18.81lmm 15.11mm 10.22mm

Our method performs only one degree of freedom(1DoF) changing during each manual alignment operation.
The “Pose-based [19]” method requirs consideration of six degrees of freedom(6DoF) in each manual align-
ment operation. Both methods underwent iterative manual alignment operations, repeated 4, 7, and 10 times,
to showcase the corresponding displacement errors

In order to further illustrate the simplicity and effectiveness of our proposed calibration
method, we have divided it into smaller steps for a more intuitive comparison. Table 5
summarizes detailed information. In it, we conducted a comparative analysis based on two
dimensions: the level of difficulty in a single alignment operation and the number of alignment
operations that need to be repeated during the calibration process. From the results, it can be
observed that our proposed method of using the trajectory of the cube markers for calibration
requires simpler alignment operations during data collection. The alignment process only
needs to consider a single degree of freedom change. Additionally, our method demonstrates
superior calibration performance with lower errors, even when considering the same number
or fewer manual alignment operations. Overall, our method offers a simpler data collection
process, requiring less data while delivering improved performance.

6 Conclusions

In this study, we proposed a new method for calibrating OST-HMD devices using the motion
trajectory of cube markers. Our method is based on the fundamental principles of 3D-3D
calibration and does not require any prior knowledge of the physical parameters of the HMD.
Additionally, it is applicable to a wide range of rendering principles used in OST-HMD
devices. By leveraging cube marker motion trajectories for alignment instead of relying solely
on corner information at a single moment, errors caused by outlier data can be eliminated,
resulting in improved calibration accuracy and system robustness. This approach enhances the
precision of calibration results and promotes a more reliable calibration process. Moreover,
a new data acquisition method was designed, producing only a single degree of freedom
change between two alignments, significantly reducing the alignment difficulty.

We applied our method to a self-made OST-HMD, observed the calibration effect through
a built-in digital camera, and designed an evaluation experiment to report the numerical
accuracy of the calibration results. The results show that our method outperformed the tra-
ditional 3D-3D calibration method in the same device, with a difference of approximately 9
mm. Additionally, our method achieves more accurate calibration results with less data and
demonstrates excellent resistance to interference.

This paper successfully achieves millimeter-level accuracy in OST-HMD calibration.
However, we recognize the importance of achieving sub-millimeter accuracy in many appli-
cations. In the future, we are committed to actively exploring and updating the method to
further enhance its precision and simplify its operational steps. We already have some pre-
liminary ideas that are currently awaiting further validation. In our view, two main factors
limit the accuracy of our calibration method: the precision of the marker tracking algorithm
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and the potential for errors in manually observing and determining alignment states. These
are the areas where we will focus our efforts in the future stages of this research project.
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