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Abstract
Machine learning (ML) is extensively used in fields involving sensitive data, data holders 
are seeking to protect the privacy of data and build the ML models with high-quality util-
ity. Differential privacy provides a feasible solution for them. However, there is a mutual 
constraint on the privacy and utility of the models under this solution. Therefore, how to 
improve (or even maximize) the utility of the model while preserving privacy becomes 
an urgent problem. To resolve this problem, we apply unscented Kalman filter (UKF) to 
various implementations of differential privacy (DP)-enabled ML (DPML). We propose 
a UKF-based DP-enabled ML (UKF-DPML) framework that achieves higher model util-
ity with the given privacy budget � . An evaluation module is included in the framework to 
ensure a fair estimation of DPML models. We validate the effectiveness of this framework 
through mathematical reasoning, followed by empirical evaluation of various implementa-
tions of UKF-DPML and DPML respectively. In the evaluation, we measure the ability of 
withstanding real-world privacy attacks and providing accurate classification, thus assess-
ing the privacy and utility of the model. We conduct a range of privacy budgets and imple-
mentations on three datasets, each of which provides the same mathematical privacy guar-
antees. By measuring the resistance of UKF-DPML and DPML models to membership and 
attribute inference attacks and their classification accuracy, we obtain that applying UKF 
to the aggregates perturbed by DP noises results in higher utility with the same privacy 
budget and the effect of improved utility is related to the stage where UKF is applied.
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1  Introduction

As the pioneer of data analysis, machine learning (ML) has grown rapidly in the past few 
years and is widely used in data mining (Fu et al., 2018; Lee et al., 2022), computer vision 
(Li & Wu, 2022; Chen et al., 2016), electronic mail filtering (Wittel & Wu, 2004; Launch-
bury et al., 2014), credit card fraud detection (Fu et al., 2016; Roy et al., 2018), natural 
language processing (Makridis et  al., 2022), etc. In these scenarios, users tend to gener-
ate huge amounts of data every minute. Data holders can send these data to a cloud ser-
vice provider (CSP) to identify potential data models. These models may help to support 
decision making, improve business, provide value-added services (Ducange et al., 2018), 
predictive services, and recommendation services (Yin et al., 2019) to users, etc. In this 
context, many CSPs have launched Machine Learning as a Service (MLaaS) (Ribeiro et al., 
2015), such as Google Prediction API (Mining & Fakir, 2016), Amazon ML (Herbrich, 
2017), Microsoft Azure ML (Barnes, 2015), and BigML (Donaldson & Donaldson, 2012). 
The MLaaS provides data holders with automated solutions for ML-based data process-
ing, model training, prediction services. ML practitioners can deploy applications on cloud 
platforms without building their own large-scale infrastructure and computing resources. 
Although it is simple and straightforward for MLaaS to collect data directly from the cli-
ent, the increasing number of privacy attacks deplete ML models as well as violate the 
requirements of national regulations and laws (e.g., EU and USA regulations such as Regu-
lation (2018) and (California, 2020), and network security law of CHN (Network, 2016)). 
This centralized training approach has gradually increased concerns about the privacy and 
security of personal data.

To protect the privacy of their models and improve their ability to generate ML and 
deep learning (DL) models with highly utility, CSPs are turning to theoretical frameworks 
that leverage privacy-preserving ML (PPML) techniques. There are numerous techniques 
such as differential privacy (Dwork et al., 2006; Dwork & Roth, 2014) (DP), homomorphic 
encryption (Gentry, 2009) and multi-party security (Fan et al., 2021). The combination of 
DP and ML yields the DP-enabled ML (DPML) models. However, DPML models usually 
face a tradeoff between utility and privacy. The loss of utility caused by the addition of DP 
noise, and the weakness of non-semantic security make many difficulties in the deployment 
of DPML: how to obtain higher utility while ensuring the privacy of the model, and how 
to fairly evaluate the overall performance of the model are pressing issues to be addressed.

Related work The study in Jayaraman and Evans (2019) combined DP and ML, and 
explored the impact of various differential privacy mechanisms on machine learning. How-
ever, they did not consider the improvement on the utility. A recent preliminary study in 
Zhao et al. (2020) investigated a method for evaluating the privacy and utility tradeoff of 
DPML models. Zhao et al. (2020) proposed a framework that can effectively evaluate the 
performance of DPML. In their work, they achieved differential privacy by injecting noise 
at each of the three basic stages of machine learning. And they applied the scheme to Neu-
ral Networks (NN) and Naïve Bayes (NB) methods for training. The results illustrated that 
there is an inflection point for the privacy and utility of DPML models making the two bal-
anced. However, with the evaluation module of their proposed framework, they only veri-
fied out the existence of the inflection point and did not perform an optimization scheme 
for the utility improvement of the model. Kim and Lee (2021) proposed a hybrid scheme 
that combines machine learning models with unscented Kalman filter (UKF) for solving 
the problem of wind proximity forecasting in the aviation industry. They combined the ML 
methods with UKF to improve the fidelity of the trained model. The results showed that the 
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fidelity was improved after applying UKF. But they did not combine the filter with DPML 
methods. The application of UKF to the DP mechanism was considered by Wang et  al. 
(2018). They investigated how to improve the accuracy of queries in DP-based data pub-
lishing while ensuring privacy. They proposed to improve the accuracy of data by applying 
UKF to filter the noise-perturbed aggregates. They worked on queries in each of the four 
datasets from the real world. In their experiment, for each group of queries, they set up two 
separate control groups with and without the application of UKF to pretreat the aggregates. 
By the results of the experiment, they found that UKF can improve the accuracy of data 
queries with the same privacy budget. Although they were not combined with machine 
learning, from their results we find the possibility of UKF to improve the precision of the 
aggregates after being processed by noise.

Inspired by Jayaraman and Evans (2019), Zhao et al. (2020), Kim and Lee (2021), Wang 
et  al. (2018), we delve deeper into this issue and in this paper, we set out to investigate 
different ML/DL methods on various real-world datasets for: 1) how to guarantee higher 
utility with the same privacy budget and 2) how to fairly evaluate the overall performance 
of the final model.

Contributions We propose a UKF-based DP-enabled ML (UKF-DPML) framework 
that enables researchers to obtain a DPML model with higher utility for the same privacy 
budget. Our goal is to select the considerable performing method that yields higher predic-
tion accuracy and ensuring reliable privacy preservation by studying the different stages 
where UKF-filtered DP noise can be applied. Equally important, we provide DPML practi-
tioners with a higher profit-value method by training models with our framework.

We first prove the rationality of the proposed UKF-DPML framework through math-
ematical reasoning, and then verify its effectiveness through experiments. We apply the 
framework to various implementations of classical ML and DL methods (e.g., Logistic 
Regression and Neural Networks). Crucially, a standard evaluation module has been built 
into the framework to ensure fair evaluation of these DPML implementations. To evaluate 
the privacy of models, we measure their ability to withstand black-box privacy attacks. 
Those attacks might actually be launched in the real world. To evaluate the utility, we 
measure the extent to which the model provides accurate classification.

In particular, we investigate how utility and privacy of ML models are affected by UKF 
after adding DP noise at different stages of the ML pipeline: Stage (1) before the ML/DL 
training, by injecting noise to the input data. Stage (2) where DP noise is injected while 
model updates. Stage (3) by perturbing learned model parameters of the trained model. It is 
emphasized that for each set of experiments, we set up the DPML implementation without 
UKF, thus to verify whether the application of UKF guarantees a higher model utility with 
the same privacy. We evaluate each UKF-DPML and DPML implementation in a series of 
privacy budgets, with each instance providing the same mathematical privacy guarantees. 
We measure different metrics to evaluate the model performance described above: model 
and data privacy (membership inference attacks and attribute inference attacks) and model 
utility (classification accuracy).

We conduct experiments on a series of datasets from the real world, such as the CIFAR-
100 (Krizhevsky & Hinton, 2009), Purchase-100 (Kaggle, 2014), and Netflix Prize-100 
datasets (Kaggle, 2006). Through our experiments, we make the following observations. 
Most notably, applying UKF to the aggregates after DP perturbing results in higher model 
utility with the same privacy budget and the effect of improved utility is related to the stage 
where UKF is adopted. This observation is consistent across all DPML methods.
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Summary of contributions Through our research, we provide insight into how to 
improve utilty while ensuring privacy of DPML models and how to fairly evaluate the 
overall performance of the model. We have summarized our contribution as follows:

–	 We propose a UKF-DPML framework that enables researchers to obtain a DPML 
model with higher utility with the same level of privacy protection. The framework also 
contains modules for model evaluation.

–	 We first prove the rationality of the proposed framework by mathematical reasoning, 
and verify its validity by experiments.

–	 Our experiments utilize three different attacks to measure the privacy of the model, 
which provides more accurate evaluation results.

–	 For each set of experiments, we set it up on a range of privacy budgets and various 
real-world datasets. Additionally, for each DMPL implementation, we set up controlled 
experiments with and without the application of UKF to observe changes in model per-
formance after applying our proposed UKF-DPML framework.

–	 Through our experiments, the most notable finding is applying UKF to the aggregates 
after the DP perturbation yields higher model utility for the same privacy budget, and 
the utility improvement is related to the stage at which UKF is applied. This observa-
tion is consistent across all DPML methods.

Organization of the paper Section 2 describes the methodologies that we applied in our 
study. Section 3 provides the execution framework of our experiments. Section 4 presents 
the results of experiments. In Sects. 5 and 6, we present the discussions and directions for 
future work separately. Lastly, the conclusions are presented in Sect. 7.

2 � Methodology

2.1 � Overview

Our goal is to allow different ML/DL methods to improve (or even maximize) the util-
ity while ensuring the same privacy budget. We propose a UKF-based DP-enabled (UKF-
DPML) framework and verify the effectiveness through mathematics and experiments 
respectively. An instantiation of our framework is presented in Fig. 5. In our framework, 
machine learning is divided into three stages: 1) data collection, 2) model training and 
3) model finalization. We also consider an evaluation module to measure the performance 
of each method equally. Additionally, there are two main key components included in the 
framework: differential privacy (DP) noise and the unscented Kalman filter (UKF), where 
DP noise is used to protect privacy and UKF is applied to filter the DP-perturbed aggre-
gates. We apply these two components at each stage in this framework. For the first key 
component, the DP mechanism achieves privacy protection by injecting noise into the 
aggregates (Sect. 2.2). In our experiments, we choose noise that satisfies the �−differential 
privacy and (�, �)-differential privacy. The parameter � is used to manipulate the amount of 
noise added in different stages. For another key component, the UKF is an extension of the 
Kalman filter (Sect. 2.3), which is mainly applied to nonlinearly distributed data to improve 
the accuracy of the data by 1) the unscented transform, 2) predict and 3) correct (Sect. 2.4).

In Sect. 2.5.1, we describe the algorithm for injecting filtered-noise in three stages. In 
Sect.  2.5.2, we summarize the algorithms mentioned above and prove the rationality of 
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the framework by mathematical reasoning. Besides, a model evaluation module exists in 
our framework (Sect. 2.6). For each implementation of the DPML method, we evaluate its 
privacy and utility. Privacy is evaluated by quantifying the adversary advantage of multiple 
inferential attacks on the trained model (Sect. 2.6.1). As for utility, we measure it mainly by 
computing the accuracy loss of the model (Sect. 2.6.2).

Furthermore, we verify the validity of the framework through experiments. We first 
introduce our experimental framework (Sect.  3.1), including the ML/DL method used 
(Sect. 3.1.1), the parameter settings (Sects. 3.1.2 and 3.1.3 ), and the experimental steps 
(Sect. 3.1.4). We also give a detailed description of the three datasets used in the experi-
ments (Sect. 3.2). In Sect. 4, we show the results of experiments, where Sect. 4.1 is for 
Logistic Regression and Sect. 4.2 is for Natural Networks. In Sect. 4.3, we give a summary 
of the findings from experiments and answer the three questions raised in Sect. 3.

Subsequently, we have some discussion in Sect. 5, describe our future work in Sect. 6, 
and summarize our work in Sect. 7. Next, we present the details of each building block of 
the proposed UKF-DPML framework in this section.

2.2 � Differential privacy

Differential Privacy (DP) is a mechanism tailored to protecting publicly shared informa-
tion in the dataset. With DP, the dataset can describe the patterns of groups and simulta-
neously reserve the information of a single datapoint in the dataset. There are numerous 
applications of DP existed in practice. DP can be used to protect the privacy of machine 
learning model according to Chaudhuri and Monteleoni (2008), Chaudhuri et al. (2011), 
Abadi et  al. (2016), Shokri and Shmatikov (2015). DP can also be utilized in streaming 
data release (Dwork et al., 2010; Chan et al., 2011, 2012).

Dwork and Roth (2014) introduced the following denition: (�, �)-differential privacy:

Definition 2.1  ((�, �)-Differential Privacy, (�, �)-DP). Given two adjacent datasets D1 and 
D2 (denote as ‖D1ΔD2‖=1), a mechanism f with (�, �)-DP can be defined if the outputs of 
the datasets are identical within a certain privacy budget � . Mathematically, the algorithm f 
preserves (�, �)-DP if the following equation is satisfied:

where � is the privacy budget and � is the probability of failure, and S ⊆ Range(f ) . Range(f) 
represents the value range of the f. When �=0, it becomes �-differential privacy ( �-DP). We 
can also quantify the privacy loss by:

In (�, �)-DP and �-DP mechanisms, the noise satisfies Gaussian (Gauss) and Laplace (Lap) 
distribution separately.

Composition The (�, �)-DP satisfies the linear composition property: for the same � , 
given (�1, �)-DP and (�2, �)-DP performed on the same data, the privacy budget becomes 
�1 + �2 when two DP are applied simultaneously.

Relaxed Definitions As the general relaxation of �-DP, in addition to (�, �)-DP, there is 
(�, �)-differential privacy ( (�, �)-DP) (Mironov et al., 2019). Both of them are introduced 

Pr[f (D1) ∈ S] ≤ e� × Pr
[
f
(
D2

)
∈ S

]
+ �,

ln
Pr[f (D1) ∈ S]

Pr[f (D2) ∈ S]
.
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which allow for a small probability of failure and retain some useful properties like 
advanced composition and support for Gaussian mechanism. In (�, �)-DP, � is the R ́enyi 
divergence of order, used to measure the difference between two probability distributions. 
Meanwhile, the privacy budget � is used to control the tolerance of DP definition.

In this work, we apply pure �-DP and (�, �)-DP to DPML methods. �-DP can be reduced 
from (�, �)-DP (Dwork & Roth, 2014) by taking � =0 and (�, �)-DP by taking �=∞.

2.3 � Kalman filter

In the real world applications, measuring some physical variables is not practicable or not 
cost-effective and the Kalman filtering is brought up to solve this. Kalman filtering (KF) is 
an feasible algorithm that provides estimates of unknown variables by a series of measure-
ments observed over time. Due to its compatibility of combining multiple source of meas-
urements, it is likely to be more accurate than those based on a single measurement only. 
KF is widely adopted and gains notable utility in diverse fields like the signal processing in 
aerospace and tracking undersea sonar. The methodology and the model is similar to linear 
models of regression. Figure 1 illustrates the two states of the KF implementation process. 
Next, we discuss about the detailed information on the working process of KF.

Assuming that uk depends on impalpable quantity rk known as the nature state and uk 
denotes the observed values of a variable at time k, the relationship can be specified by the 
observation equation:

where Hk is a known quantity and vk is the observation error which has a normal distribu-
tion with a known variance R, denoted as vk ∼ N(0,R) .

The nature state (Meinhold & Singpurwalla, 1983) is similar to the regression coeffi-
cient in conventional linear model but it may change over time. So we assume that the 
nature state rk at time k is transited from the state at previous time (k − 1) and the relation-
ship is specified by the equation:

where Gk is a known quantity and the system equation error and wk is a normal distribution 
with a known variance Q: wk ∼ N(0,Q) . In the real world, the relationship of the state of 
nature is predefined by scientific principles. In this way, the KF has the ability to contain-
ing the known information of the system behavior in the statistical model.

The KF works in a recursive procedure containing predict step and correct step. Note 
that in the following formulas, the superscript �−� represents prior estimate and ′⌃′ repre-
sents posteriori state estimate. 

(1)uk = Hkrk + vk,

(2)rk = Gkrk−1 + wk,

Fig. 1   The illustration of state-
space model for KF
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(1)	 The predict step occurs before the observation of data uk . The priori state estimate 
r̂−
k
 and the priori estimate covariance P−

k
 can be calculated using the previous state 

estimate: 

(2)	 The correct step occurs after the observation of data uk . Based on the previously 
updated estimate r̂−

k
 , the optimal Kalman gain Kk , the posteriori state estimate r̂k and 

the posteriori estimate covariance Pk can be calculated via: 

Based on this regular, KF only utilizes the previous state for calculating the current state so 
it shows a great performance on the real time problem. However, the linear transformation 
would not perform well on the nonlinear application system.

2.4 � Unscented Kalman filter

The basic KF is useful in linear systems. However, it may not converge in nonlinear sys-
tems. Extended Kalman Filter (EKF) is a commonly used method to solve this problem, 
which applys mathematical techniques to the basic KF to make it usable in the non-lin-
ear systems. Nevertheless, the EKF has two demerits which are generally recognized: (1) 
the mathematical techniques applied can make filter highly unstable and (2) the EKF is 
difficult to implement due to its mathematical details. Hence, the Unscented Kalman Fil-
ter (UKF) was proposed (Julier & Uhlmann, 1997) as a viable solution to issues outlined 
above and it was proven to be more efficient, accurate and easier to implement (Julier & 
Uhlmann, 1997) in non-linear system.

In this work, we focus on applying UKF to differentially private machine learning in 
order to improve the accuracy of model after employing the DP noises. Different from KF, 
the process of UKF can be divided into three parts: (1) unscented transform, (2) pre-
dict and (3) correct according to the work (Julier & Uhlmann, 1997; Wan et  al., 2001; 
Kandepu et al., 2008; Wan & Merwe, 2000). We discuss about how UKF works as follows.

(1) The unscented transform The unscented transform is a method for computing the 
statistical properties of random variables that satisfy a nonlinear function. First, it selects 
a set of sigma points that are consistent with the original mean and covariance. Then, the 
nonlinear function is applied to these sigma points to obtain a set of deformation points. 
The deformation points are used to approximate the original variables. In order to select 
the set of sigma points, Julier and Uhlmann (2002), Julier and Uhlmann (2004), Julier 
(2003) introduced a series of methods including the criterion to minimize the cost function 
when selecting.

In our application, we set up two states: the initial state xk and the noise state zk . The 
initial state xk represents the k-th point in the original aggregates, and the noise state zk 

r̂−
k
= r̂−

k−1
,

P−
k
= P−

k−1
+ Q.

(3)Kk = P−
k

(
P−
k
+ R

)−1
,

(4)r̂k = r̂−
k
+ Kk

(
uk − x̂−

k

)
,

(5)Pk =
(
1 − Kk

)
P−
k
.
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represents the result of adding DP-noise to the original xk . The two states are described as 
follows:

where the function F represents the nonlinear model fitted by the original aggregates, 
which is not necessarily continuous. qk denotes the loss degree of fitting. pk denotes DP-
noise interference. qk and pk satisfy the normal distributions qk ∼ N(0,Q) , pk ∼ N(0,R).

Consider an aggregates x of initial state is a vector of dimension L and possesses a mean 
x̄ and covariance Px . We approximate this original aggregates by constructing 2L + 1 sigma 
vectors Xi with corresponding weight Wi . Figure  2 summarizes the key steps for sigma 
points selection,

where � = �
2(L + �) − L is a scaling parameter. � is a small positive value that affects 

the placement of the sigma points around x̄ . � is the secondary scaling parameter. �√
(L + �)Px

�

i
 is the i-th row of the matrix square root. � is used to integrate prior knowl-

edge of the distribution of x. When i=0, the weights of the mean W (m)

i
 and covariance W (c)

i
 

are different and when 1 ≤ i ≤ 2L , the weights of them are the same at each point.
(2) The predict step In this step, we apply the initial state and the noise state equation 

to the above sigma point vectors respectively. Consequently, we obtain the corresponding 
deformation points X�

k∣k−1
 and Zk∣k−1 (including prior estimate mean and covariance). Fig-

ure 3 summarizes the key steps of the predict process in UKF,
where X�

k∣k−1
 represents the deformation point vector of Xk transforming from Xk−1 

through the function F and qk . And X�
i,k∣k−1

 is the i-th point in X�
k∣k−1

 point vector. Zk∣k−1 

(6)xk = F(xk−1) + qk,

(7)zk = xk + pk,

Fig. 2   The key steps for sigma points selection in unscented transform
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represents the vector of applying the noise state equation to X�
k∣k−1

 . Similarly, Zi,k∣k−1 is 
the i-th point in Zk∣k−1 vector. Additionally, x̂−

k
 and P−

k
 are the a priori estimated mean and 

covariance of the initial state respectively. ẑ−
k
 is the a priori estimated mean of the noise 

state.
(3) The correct stepIn this step, we combine the mean and covariance of the prior esti-

mates in the initial and noise state to obtain the posterior estimate x̂k and covariance Pk of 

Fig. 3   The key steps of the predict process in UKF

Fig. 4   The key steps of the correct process in UKF
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the noise-perturbed zk filtered by UKF. Figure 4 summarizes the key steps of the correct 
process in UKF.

In Fig. 4, Pz̃kz̃k
 represents the noise covariance ( ̃zk = zk − ẑ−

k
 ), and Pxkzk

 represents the ini-
tial-noise cross state covariance. Xi,k∣k−1 is the i-th point in Xk∣k−1 point vector. The Kalman 
gain Kk is determined by the two covariances.

Hence, it is clear that the UKF-filtered posterior estimate x̂k is obtained by combining 
the prior estimated mean ( ̂x−

k
 and ẑ−

k
 ), the Kalman gain ( Kk ), and the noise-perturbed result 

( zk).

2.5 � UKF‑based DP‑enabled ML framework

In this section, we propose a UKF-based DP-enabled ML (UKF-DPML) framework to 
improve the utility of the trained model without depleting privacy. The framework mainly 
consists of two key components to achieve this goal: DP noise and UKF.

To ensure the privacy of the training data and the trained model, we employ the noise 
mechanism that satisfies �-DP and (�, �)-DP respectively. In this paper, we focus on the 
Laplacian and Guassian noise mechanism, which achieves �-DP and (�, �)-DP by inject-
ing random noise satisfying the Laplacian and Guassian distribution respectively into the 
original aggregates. Next, we process the noise-perturbed aggregates with UKF to improve 
the availability of perturbed data, thereby increasing the usefulness of differentially private 
ML models.

This UKF-DPML framework is depicted in Fig. 5. We describe this framework in detail 
below.

Fig. 5   Our instantiation of the proposed framework, with the three basic stages that DP noise can be intro-
duced in the ML pipeline to guarantee data privacy and UKF can be adopted to improve model utility, and 
performance metrics used to assess utility-privacy tradeoff
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2.5.1 � ML pipeline stages for DP noise injection

In our framework, there are three basic stages: (1) data collection, (2) model training and 
(3) model finalization, where DP noise can be added in machine learning as we are inspired 
by the work in Zhao et al. (2020), Jayaraman and Evans (2019). These three basic stages 
are shown in Fig. 5.

The goal of machine learning is to be able to optimally understand the relationship 
between the data and the labels, and to classify the data into the labels with the high-
est degree of conformity. To understand our framework more concrete, we let the func-
tion F implement the mapping of the training dataset X to the corresponding label Y i.e., 
F(X) = Y  . In the following, we discuss these three stages of DP-noise addition.

Stage 1 (S1): Data collection In the data collection stage, we can apply DP noise to 
this aggregates data(X) before model training. Each record in the original dataset data(X) 
utilizes the DP noise-perturbed dataset data

(
X′
)
 to protect the sensitive information in the 

original dataset. Therefore, when we need to publicly release data containing sensitive 
information, we can train a synthetic dataset with the same distribution and meaning as the 
real dataset. However, DP noise interference can be utilized to protect the privacy of the 
original data. Applying this synthetic dataset to the machine learning trained model F(X�) 
is said to be DP-enabled.

Stage 2 (S2): Model training In this stage, we achieve privacy preservation by apply-
ing DP noise to the parameter updates of the model gradient training process. Note that in 
this stage, each step of parameter update in each generation of model training is restricted. 
In this way, the added DP noise (F�(X)) is not excessive and changes the model which can 
compromise the privacy of the training data set for that batch. A typical implementation 
of DP for machine learning at this stage is the Tensorflow-Privacy’s library developed by 
tensorflow.org Google (2019). This library implements the DP noise stochastic gradient 
descent algorithm for ML Bottou (2010).

Stage 3 (S3): Model finalization When completing the machine learning training output 
model using raw aggregates, we can apply DP noise to the trained model parameter dis-
tribution (F�(X)) . We reduce the correlation between the model and the training dataset to 
lower the privacy leakage risk of attribute and membership inference attacks on the trained 
model, thus achieving the purpose of protecting data privacy and DP.

2.5.2 � UKF‑based DP‑enabled machine learning algorithms

To enable DPML methods to improve the utility of the trained model without depleting 
privacy, we process the noise-perturbed aggregates using UKF. The availability of the per-
turbed data is improved because the aggregates derive a posteriori estimates of the original 
aggregates. The processed results are then applied to ML model training. Ultimately, the 
utility of the model is evaluated by accuracy loss (Zhao et al., 2020) and the privacy of 
the model by membership inference (MI) (Shokri et al., 2017) and attribute inference (AI) 
attacks (Fredrikson et al., 2017). If the utility of the model does not improve or the privacy 
preserving effect decreases, it is returned to noise addition for reprocessing.

According to the description in Sect. 2.4, we can learn that UKF consists of three key 
components (1) the unscented transform, (2) predict and (3) correct. Based on process-
ing description in Figs. 2, 3, 4, the execution of predict function and correct function is 
described in Algorithm 1 UKFDPMLPredict and Algorithm 2 UKFDPMLCorrect.
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Subsequently, we apply the UKF to two machine learning algorithms of interest: LR 
and NN, thereby validating the effectiveness of the framework. Table 1 describes the meth-
ods used to learn the data in a supervised environment, the stages of applying DP noise and 
the use of the UKF filter. In the following, we describe the relevant algorithms involved in 
these three stages.

(1) S1: Directly inject Laplacian noise into aggregates with UKF adopted In this stage, 
we apply Laplacian noise directly to the nonlinearly distributed dataset, then let the noise-
perturbed dataset be filtered by UKF, and lastly apply the filtered aggregates to the DPML 
model for training. Thus, the process is independent of the DPML model used in the subse-
quent steps of the framework. Due to this independence, we can apply this method to both 
UKF-DPML and DPML methods so that they generate two different types of datasets: the 
DP- disturbed dataset and the control set of the original dataset without privacy protection. 
Specifically, DP in this stage is achieved by adding noise to each vector in the dataset. 
When applying DP noise, we assume that the features of the dataset are independent of 
each other, which means that maximum noise must be applied to each feature to ensure the 
effect of differential privacy is achieved. The Laplacian noise obeying Lap

(
0, �i

)
 is sampled 

independently for each eigenvalue of each data vector and then processed using UKF filter-
ing, where �i =

Si

�∕n
 and Si is the range of values of the i-th eigenvalue (Das et al., 2016) 

(Algorithm 3)
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The inclusion of DP noise in S1 is independent and more flexible, since any ML or deep 
learning (DL) algorithm can be trained after S1. The application of noise depends on the 
type of data and the complexity of its dataset, and the application of the filter depends on 
the distribution characteristics of the dataset. UKF is suitable for use on non-linearly dis-
tributed datasets to achieve the effect of ensuring privacy while improving the utility of the 
trained model.

(2) S2: DP-enabled Neural Networks with UKF adopted Neural Networks (NN) is at 
the core of DL, which is inspired by the human brain and mimic the way biological neu-
rons transmit signals (Gurney, 2018). It consists of layers of nodes, mainly three kinds of 
layers: one input, one or more hidden, and one output. Each node is called an artificial neu-
ron, and they are connected to another node with associated weights. If the output of any 
individual node exceeds a threshold, then the node is activated and sends data to the next 
layer of the network. Otherwise, no data is passed to the next layer of the network.

Tensorflow-Privacy (Google, 2019) implements a differentially private neural network 
algorithm based on stochastic gradient descent (DPSGD) according to the work (Abadi 
et al., 2016). DPSGD algorithm attempts to find a network parameter � to learn the func-
tion F. This algorithm limits the size of the gradient update during the first clipping to 
avoid adding excessive noise and changing the model, thus compromising the privacy of 
the batch training dataset. This algorithm achieves differential privacy by adding noise to 
the updated parameters based on the privacy parameters and batch sensitivity. DPSGD 
employs the noise obeying Guass(0, �2C2 ) to satisfy ( �, �)-DP, where � is the noise scale 
( � = 

√
2 log

1.25

�

∕� ) and C is the gradient norm bound (Abadi et al., 2016). We adapt this 
algorithm to include a UKF filtering process to filter the parameters after adding noise 
(Algorithm 4).

Table 1   UKFDP-enabled ML 
methods used in each stage

Stage where DP noise is applied UKF

ML method S1 S2 S3 Adopted

Logistic regression × × ✓

Neural network × × ✓
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(3) S3: DP-enabled Logistic Regression with UKF adopted Logistic Regression (LR) is 
used to deal with regression problems in which the dependent variable is a categorical vari-
able, commonly dichotomous or binomial distribution problems. LR can also deal with mul-
ticategorical problems, which actually belongs to a classification method. It achieves the pur-
pose of dichotomizing the data by applying gradient descent to solve the parameters through 
the method of maximizing the likelihood function (Chaudhuri & Monteleoni, 2008).

IBM LR (Holohan et al., 2019) implements a logistic regression algorithm that satisfies 
DP. This method adds noise to the learning distribution associated with the input eigenval-
ues and output decisions to achieve DP. We have adapted the algorithm to include UKF. 
Algorithm 6 describes the process of applying UKF to the mean and standard deviation 
distributions (�, �) computed from the training dataset data(X).
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2.5.3 � Scheme overview

We apply UKF to three stages of DPML for improving the usability of the aggregates after 
being disturbed by noise. In these three stages, we summarize the execution process of this 
filter as expressed in Algorithm 6 UKFDPML.

The input of the UKFDPML algorithm contains a set of n-dimensional vectors {xk, k
=1,⋯ , n} , which can represent one of the following three cases according to the three 
basic positions injected by DP noise: (1) S1: the machine learning training dataset data(X�) 
perturbed by DP noise, (2) S2: the model parameter set {�} after DP noise injected in the 
gradient training process or (3) S3: the set of mean and standard deviation distributions 
(�, �) associated with the output decision and perturbed by DP noise. n also represents 
the length of the dataset. The output aggregates {gk, k=1,⋯ , n} then represents (1) S1: the 
data(X��) of the machine learning training dataset after being perturbed by noise and fil-
tered with UKF, (2) S2: the set of model parameters {��} of the gradient training process 
with UKF adopted and (3) S3: the set of mean and standard deviation distributions (��, ��) 
related to output decision and filtered with UKF after noise interference.

Afterwards, we apply the filtered set {gk, k=1,⋯ , n} to the machine learning model to 
complete the training. Lastly, evaluate the utility and privacy of the trained model. If the 
utility does not improve or the privacy preserving effect decreases, it is returned to noise 
addition and reprocessed. The algorithm 6 summarizes the main execution process of the 
UKF-DPML framework, which is satisfying �-DP, and we give the following theorem.

Theorem 1  The UKFDPML algorithm satisfies �-differential privacy.

Proof  The function f ∶ D → Rn , represents the mapping of a aggregate D to an n-dimen-
sional space R, if

(8)f (D) =
(
x1, x2,⋯ , xn

)T
,
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where 
(
Δx1,Δx2,⋯ ,Δxn

)
 denotes the noise interference term with UKF applied. Then 

exists:

Let xi=0, A(D)=(0, 0,⋯ , 0)T , A(D�) = (Δx1 , Δx2,⋯ ,Δxn)
T , O = (y1, y2,⋯ , yn)

T , and we 
have:

	�  ◻

From the derivation, it can be seen that differential privacy protection is satisfied for 
each xi vector with a privacy budget of �k = �∕n . Since differential privacy satisfies the 
combinatorial property, the UKFDPML algorithm is satisfied with �-differential privacy. 
Note that the subalgorithms UKFDPMLPredict and UKFDPMLCorrect do not affect each 
other with the original aggregates, and therefore, do not consume any privacy budget.

Above, we proved the theoretical validity of the framework mathematically, and next we 
will verify the validity of this framework again experimentally in Sect. 4.

2.6 � Model evaluation

There are two facets of measuring the performance of DP-enabled ML models—privacy 
and utility. In this section, we introduce why utilizing these factors and how these indica-
tors are indirectly measured.

In our framework, the model evaluation module can be extended to other considerations 
in privacy-utility tradeoff analysis. This could include Resource metrics (e.g., computa-
tional resources required to train ML models) and the various dataset features used.

(9)
f
(
D�

)
=
(
x�
1
, x�

2
,⋯ , x�

n

)T

=
(
x1 + Δx1, x2 + Δx2,⋯ , xn + Δxn

)T
,

Δf = max

(
n∑

i=1

‖‖xi − x�
i
‖‖

)

= max

(
n∑

i=1

‖‖Δxi‖‖

)

Pr[A(D) = O]

Pr[A(D�) = O]
=

∏n

i=1

�k

2Δf
e

−�k

Δf
‖yi‖

∏n

i=1

�k

Δf
e

−�k

Δf
‖Δxi−yi‖

=

n�

i=1

e
−�k

Δf
‖yi‖−‖Δxi−yi‖

= e
�k

Δf

∑n

i=1 (−‖yi‖+‖Δxi−yi‖)

≤ e
�k

Δf

∑n

i=1 (‖Δxi‖)

≤ e�k .
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2.6.1 � Privacy attacks & privacy metrics

Privacy has been previously measured with metrics like information leakage (Issa et al., 
2016) and mutual information (Wang et al., 2016). Therefore, the membership inference 
(MI) (Salem et al., 2018; Yeom et al., 2018) and the attribute inference (AI) (Yeom et al., 
2018; Zhao et  al., 2019) is gradually becoming more popular in terms of the measure-
ment of privacy leaks in ML models. Those attacks are performed in the condition that 
the attackers can only get access to the input and the output of the model. The MI attacks 
require only one query while the AI attacks need numerous queries. In this section, we sur-
vey on several MI and AI attacks and we use Yeom MI, Salem and Yeom AI attacks in the 
experiment part.

Membership inference attacks The purpose of the membership inference (MI) attack 
is to infer whether a given record is used to training the model. Thus, this kind of attacks 
can cause the leakage of sensitive information from training data. The attack target is 
related to the differential privacy’s definition. According to DP, the difference between 
datasets applied with or without noise needs to be maintained under � . Obviously, it is 
unrealistic for those who train ML model to pursue absolute confidentiality of dataset used. 
In this work, we discuss about three MI attack implementations (Salem et al., 2018; Shokri 
et al., 2017; Yeom et al., 2018).

•	 ShokriMI Attack (Shokri et  al., 2017). A kind of membership inference attack which 
utilises confidence scores as the query results from the target model was proposed by 
Shokri et al. The method builds up the shadow models on the labelled dataset by postu-
lating the underlying distribution of training set or querying to the target model. Then 
the shadow models are used to train the attack model to distinguish if the given input is 
present in the shadow model. The final step is to make Application Programming Inter-
face (API) requests to the target model. Confidence scores grabbed from the requests 
can be used to infer whether the input is in the training set of the target model for 
every input record. In this case, the attack model does not recognize the data by the 
confidence scores. The key task is to distinguish among the training inputs from non-
training inputs. Both of them are classified with high confidence scores.

•	 SalemMI attack. Recently, Salem et  al. (2018) proposed more generic membership 
inference attacks by relaxing the assumptions made by Shokri et al. In their works, they 
proposed two ways of implementing the membership inference attacks. One is the need 
of building the same structure of model as the target model which can be achieved by 
using the same Machine Learning as a Service (MLaaS). Another is the dataset used to 
train the shadow models which should have the same distribution as the target model’s 
training dataset.

•	 YeomMI attack. Yeom et al. (2018) proposed another more efficient membership infer-
ence attack method. With less computation it can also retain almost the same perfor-
mance as previously released attack methods. Their results also shows that overfitting 
is a sufficient condition for membership vulnerability and it is commonly a satisfied 
condition in practice. Yeom et al. also proved that a stable training algorithm, which 
is not overfitting, can be undermined. And it results that the model may have the same 
membership information provided by the black box behavior.

Attribute inference attacks Compared to the MI attack, the attribute inference (AI) attack 
is used to infer highly sensitive attributes by the rest of the non-sensitive attributes. Given 
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the attribute with the dimensionality of n, the adversaries first utilize n − 1 ground truth 
attributes and the output of the API requests from the MLaaS. Subsequently, combining 
the priori probability of features, they can calculate the most feasible value of xn . However, 
the result is based on the assumption that there is certain correlation between the output of 
the model and the sensitive attribute we want to infer.

•	 YeomAI Attack (Yeom et  al., 2018). The first method of AI attack was proposed by 
Yeom et al. (2018). The author characterized the concept of attribute advantage which 
is the ability to infer the target feature from an incomplete datapoint from training data. 
They also found that the influence (Wu et al., 2016) has impact on the privacy leaks 
caused by overfitting. As the influence increases, the attacker’s ability to learning train-
ing data will decline no matter how large the generalization error is. The main idea of 
the method is to measure the difference between the accuracy of the training dataset 
and test dataset. Afterwards, the attacks is enable to capture the attribute advantage 
maximizing the performance of attack. In the ideal circumstance, the attack fits well on 
the training data.

•	 SalemAI Attack (Shokri et al., 2017). The second method of attribute inference attack 
was proposed by Salem et al. It uses possible permutations of feature expression and 
select the permutation which is the closest to the ground truth attributes.

Other attacks There are other kinds of attacks which are trying to infer specific infor-
mation from the target model. Carlini et al. (2019) proposed the memorization attacks to 
manipulate the models with great capacity in order to memorize sensitive information in 
the traning data. These attacks posed a litte threat facing with some differential privacy 
mechanisms. Model stealing is another form of privacy attacks aiming to inferring the 
model parameters inside the black-box model by adversarial learning (Lowd & Meek, 
2005) and equation solving attacks (Tramèr et  al., 2016). The hyperparameters targeted 
attack is aiming to recover the hyperparameters that the model used in training process 
(Yeom et  al., 2018). The hyperparameters are the essential part in the machine learning 
model thus leaking them will bring financial loss to commercial organization. The prop-
erty inference attack is a method to infer whether the training dataset has specific property 
through a white-box access. These attack method were successfully performed on HMM, 
SVM models and the Neural Networks (Ateniese et al., 2015; Ganju et al., 2018).

Measuring privacy leaks We employ adversary advantage to measure privacy leaks 
of the trained model. The adversary advantage of privacy attacks is the observed improve-
ment gained by obtaining copies in the training dataset.

The true positive rate (TPR) is the rate of input that are actually positive and are pre-
dicted positive. The false positive rate (FPR) is the rate of negative input which are pre-
dicted positive. Those are used as the metrics to indicate the success rate and failure rate of 
privacy attack respectively.

Definition 2.2  (Adversary advantage). As what is provided in Yeom et  al. (2018), the 
advantage can be mathematically defined as:

In the experimental part of the paper, we utilize ADV to measure the impact of MI and 
AI attacks.

ADV = TPR − FPR.
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Although the attack methods outlined above may cause privacy leak, these kinds of 
leak are likely to be available in specific application field and there is no clear and general 
definition of them. For instance, the property inference attacks will obtain some statisti-
cal information from the training data. However, there is no general definition about what 
statistical properties could be tolerant of being fetched and be sensitive to data leaks. Addi-
tionally, the mechanisms mentioned in this section is not closely conforming the threat 
model of differential privacy. Therefore, we take inference attacks into consideration in the 
experiment part and also ignoring those attacks which need white-box access to the target 
model.

2.6.2 � ML utility metrics

Machine Learning (ML) is to learn the pattern from training datasets and gives prediction 
of unseen inputs. In practice, we split the existing dataset which has ground truth labels 
into two parts, one for training and one for testing. After training the model, we can apply 
the model to the testing part of the dataset and compare the output from the model with the 
ground truth labels. The proportion of successful predict is called accuracy (ACC): ACC​
=ncorrect∕nholdout.

We use Accuracy Loss (ACL) to indicate the metrics of performance which is the 
ratio of performance loss when DP is employed to the three stages in ML process 
( Sm,m ∈ {1, 2, 3} ). The ACL compares the model with DP applied to an equivalent ML 
model trained without DP applied ( � = ∞)

3 � Experimental investigation

In this section, we describe how to instantiate the framework proposed in Sect. 2.5 and how 
to experimentally verify the effectiveness of the framework. We design a set of experimen-
tal protocols to further validate the framework based on the theoretical proof of its rea-
sonableness (Theorem 1). Through our experiments, we would like to resolve the follow-
ing questions: (1) Q1: questions about UKF performance improvement, (2) Q2: questions 
about the tradeoff inflection points between privacy and utility of the model and (3) Q3: 
questions about the UKF thresholds. 

Q1:	� Can UKF-DPML framework improve the utility of the model without compromis-
ing privacy compared to a pure differentially private machine learning model? Is the 
effectiveness of the improved model utility after applying this framework related to 
the stage of UKF action? Does applying UKF at different stages of the ML training 
process have different effects on utility improvement?

Q2:	� Is there a tradeoff inflection point between the utility and privacy of DPML models? 
Is there a correlation between the effectiveness of UKF and this point?

Q3:	� Is there a threshold for improving the utility of the model after applying this frame-
work? Will filtering again after this threshold cause a significant change in the pri-
vacy of the model?

(10)ACL = 1 −
ACC(Sm ,�)

ACC(Sm ,�=∞)

.
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We attempt to empirically identify the important parameters that affect this privacy-util-
ity relationship of the model during the experiment based on previous studies (Zhao et al., 
2020; Jayaraman & Evans, 2019). Through the analysis of our experimental results, we 
answer the above questions in Sect. 4.3.

Note that we employ MI and AI attacks to measure privacy leakage. The conclusions 
we draw from such experiments are limited to represent lower bounds on privacy leakage, 
as they are measuring the effectiveness of a particular attack. Although the privacy attacks 
in reality also exist with auxiliary information to aid the attack, the results of such experi-
ments cannot be used to make strong judgments about the best possible attacks. Neverthe-
less, our experimental results do provide clear evidence to validate the effectiveness of our 
framework.

3.1 � Experimental framework

In this section, we describe the implementation of DPML used during the experiments, 
and the metrics for evaluating the privacy and utility of the model after applying the UKF-
DPML framework. We then outline our experimental steps and detail the datasets used in 
the experiments. Our experiments extend the study of Zhao et al. (2020), to which we add 
the following new elements.

•	 Add two key components of our framework: the DP noise and UKF.
•	 Add new machine learning algorithms applied to our framework.
•	 Adjust the code to fit the execution flow of our framework.
•	 Add the implementation of the MI attack proposed by Yeom et al. (2018)
•	 Add the implementation of two AI attack proposed by Liu et al. (2021) and Yeom et al. 

(2018)
•	 Add comparison experiments to compare the evaluation results of whether or not to 

apply the framework to train models and verify the effectiveness of the framework.

3.1.1 � Machine& deep learning methods

We apply this framework to the two ML algorithms mentioned in Sect. 2.5.1: LR (Sect. 4.1) 
and NN for non-convex learning (Sect.  4.2). The code provided by Tensorflow-Privacy 
Abadi et al. (2016) can be found in Google (2019). IBM LR Chaudhuri and Monteleoni 
(2008) provides a differential privacy implementation of the logistic regression algorithm 
implementation, the code of which can be found in Holohan et al. (2019). The research in 
Chaudhuri and Monteleoni (2008) describes more complete algorithms for handling binary 
classification and multi-classification problems through LR method. The hyper-parameters 
of the NN models were replicated from Jayaraman and Evans (2019). All other models’ 
parameters are consistent with library defaults.

3.1.2 � UKF parameters

We adapt the algorithm mentioned in Section 3.1.1 to include the UKF. In our experiments, 
we used the FilterPy library FilterPy (2020) to implement the functions related to UKF. We 
set the default parameters of the UKF as shown in Table 2.

Note that the distribution variance R of noise state z is related to the distribution rate of 
noise in DPML models, so in our experiments we let R be equal to the distribution regular 
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with added noise, i.e., R = �i and �2C2 (mentioned in Algorithm 3 and 4 respectively). In 
the experiments for the first data x0 , we replace it with the noise-perturbed z0 to protect the 
privacy of the original data. In addition, the parameter values need to be modified accord-
ing to the applied datasets and models.

3.1.3 � Performance metrics & privacy budget

We employ different ML models to learn on different datasets and measure different perfor-
mance metrics on the trained models. For the prediction performance of the training mod-
els, we evaluate it by Accuracy Loss (ACL) (Sect. 2.6.2). For the privacy of the models, we 
quantify the degree of privacy leakage by performing three MI and AI attacks, which are 
YeomMI, SalemAI and YeomAI (Sect. 2.6.1). We vary the noise applied in each stage of 
the framework and in each ML model by setting different privacy budgets as follows,

3.1.4 � Experimental steps

Our experiments are split into four parts: (1) select the dataset, (2) apply the UKF-DPML 
and DPML model, (3) select the privacy budget � , (4) evaluate the models and compare the 
evaluation results of the models with and without applying UKF. We first draw two sets of 
samples from the dataset to form the training set and the test set in our experiments. Both 
two set are composed of 10,000 samples each. Then, we use the training set to train the ML 
model.

For each ML algorithm trained on each dataset, we have two sets of control experi-
ments: the DPML model with UKF applied according to this UKF-DPML framework and 
the DPML model without UKF applied according to the methods in Zhao et al. (2020).

Note that in the case of adding DP noise in S1, we are applying noise to the training set 
before model training. After training, we evaluate the model performance separately, so as 
to verify whether the present framework can guarantee the improved utility of the model 
without depleting privacy.

In particular, we evaluate the degree of privacy compromise of the model by execut-
ing YeomMI, SalemAI and YeomAI attacks. In the MI attacks, the training set constitutes 
the membership set, and the test set is the non-membership test set. In the AI attacks, we 
randomly select 20 different attributes as protected attributes for each attack. Then repeat 
the entire training and attack process 10 times for each data set. Consequently, the training 
and test sets are resampled to reduce the effect of bias generated by data or DP noise. We 

� ∈ {0.01, 0.05, 0.1, 0.5, 1, 5, 10, 50, 100, 500, 1000}.

Table 2   Experiment default 
value of UKF parameters

Parameter Implication Default value

Q Distribution variance 1000
R Distribution variance 100
� Variable distribution 2
� Positive value 0.001
� Secondary scale 0.001
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randomly choose the attributes to attack the DPML models. For the UKF-DPML models, 
we also choose the same to ensuring the consistency of the attack experiment.

Remark 1  Since we re-adopt each training/testing set, a different membership and non-
membership set is sampled each time, which results in a random outcome for each AI or 
MI attack. Furthermore, there is inherent randomness in the training of each model, and 
also, DP noise is resampled each time. There are many sources of randomness in this pro-
cess. Therefore, in order to reduce the impact of this randomness, the results we report in 
this paper are repeated on average 10 times. Consequently, we can attempt to capture both 
high and low performance instances of this attack. We also show the degree of variation in 
these results (error bars on each data point) in Sects. 4.1 and 4.2. We find that even in our 
results, it is still different (even moreso when the dominance is low). In ideal world, we 
would like to perform more replications to obtain more accurate averages.

3.2 � Experimental datasets

We conduct machine learning training to verify the effectiveness of the framework using 
three real datasets which can be accessed from Kaggle (https://​www.​kaggle.​com). The size 
and attributes of these three datasets are summarized in the Table 3. The distribution of the 
categories of partial elements within the three data sets are shown in Fig. 6, which also rep-
resents the distribution of the overall data. As we can be seen from that, the distributions 
of the elements are all nonlinear and therefore suitable for processing using the UKF in the 
framework.

In the following, we give the detailed information about these three datasets.
CIFAR-100 Krizhevsky and Hinton (2009): The dataset is composed of 50,000 images 

of different objects, which are classified into 100 classes. We preprocess this dataset with 
Principal Component Analysis to extract 50 key features to represent each image Jayara-
man and Evans (2019).

Purchase-100 Kaggle (2014): The Purchase dataset contains the purchases of 200,000 
users, each of whom shopped for the same 599 products. Each element in the dataset is 
represented by a binary value indicating whether or not one of the 599 products was pur-
chased. 1 represents a purchase and 0 represents none. For the preprocessing of this data-
set, we use an approach consistent with that of the literature Shokri et al. (2017), where 
the transaction records of each user in the dataset are coded as a binary vector. The users 
are then clustered into groups of purchasers by means of clustering. Since our aim is to 
verify the validity of the proposed framework, we ensure that the category complexity of 
each dataset is equal. The elements of this Purchase dataset are also clustered into 100 
categories.

Netflix Prize-100 Kaggle (2006): Netflix first released the dataset in 2006, which con-
tains viewers’ ratings for movies watched on the Netflix platform. It uses a scale of 1 to 5 
to indicate high or low viewership where 1 represents the lowest viewership and 5 repre-
sents the highest viewership. This dataset is also used in the work Zhao et al. (2020) and 
Yeom et al. (2018) for ML training. We use the same approach as Zhao et al. (2020) to 
preprocess this dataset: (1) extracting the user ratings of the top 1000 movies in the dataset, 
(2) transforming each user’s evaluation of a movie into an independent feature vector with 
unrated movies filled with zero values instead, (3) eliminating users who do not meet the 
requirements of rating at least one movie and (4) lastly, the records of users who meet the 

https://www.kaggle.com
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requirements are clustered into 100 categories by k-means clustering in order to control the 
complexity of the dataset uniformly.

4 � Experimental results

In this section, we show the results of applying this framework on the LR and NN methods. 
In Sect. 4.3, we summarize the findings of the results and answer the questions posed in 
Sect. 3.1.

4.1 � Logistic regression results

For the LR algorithm, we add DP-noise in S1 and S3 according to the proposed UKF-
DPML framework, and then apply UKF to filter the noise-perturbed aggregates. As com-
parison, we also train a DPML model without applying UKF, and finally evaluate the 
models. The results suggest that training the model on three different datases with this 
UKF-DPML framework can improve the utility without loss of privacy. We describe the 
experiments on these three datasets in a more detailed manner.

Fig. 6   Partial data distribution illustration of CIFAR-100, Purchase-100 and Netflix Prize-100 datasets

Table 3   Summary of dataset 
used in our experiment, with 
respect to number of instances 
available classes provided, and 
attributes available

Dataset Instances Classes Attributes

CIFAR-100 Liu et al. (2021) 50, 000 100 50
Purchase-100 Dwork (2008) 200, 000 100 599
Netflix Prize-100 Krizhevsky 

and Hinton (2009)
100, 000 100 1000
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4.1.1 � Accuracy loss

The variation in accuracy loss (ACL) of the model after training on the CIFAR-100 dataset 
is shown in Fig. 7. Similarly, Figs. 8, 9 shows the ACL on Purchase-100 and Netflix Prize-
100 dataset separately. In these figures, the line with the DPML label represents the ACL 
of the DPML model without UKF adopted, and the line with the UKFDPML label repre-
sents the results with UKF adopted according to the framework. In our experiments, we 
reserve the precision of the ACL to 8 decimal places because this is sufficient to indicate 
the magnitude of its variation.

Figure  7 shows the decrease of ACL after applying UKF when LR model is trained 
on the CIFAR-100 dataset whether noise is added at S1 and S3. In S2, the maximum dif-
ference in ACL metric between the DP-enabled LR model without UKF and with UKF 
applied is 0.2488263 (for �=0.01) and the minimum difference is 0.0066293 (for �=1000). 
In S3, the maximum and minimum differences are 0.3379313 (for �=0.01) and 0.0137931 
(for �=1000). Therefore, we obtain that the utility of the model is improving after applying 
UKF. The maximum improvement in utility is ≈ 26.726% ( �=0.01) in S1 and ≈ 36.029% ( �
=0.01) in S3. In addition, we also gain the extent of utility improvement with UKF adopted 
decreases as the value of � converges to 1000. We reckon that this occurrence is related to 
the a posteriori estimation during the UKF execution. Moreover, the loss of model accu-
racy decreases remarkably at S1 and S3 when �>100 . Meanwhile, the effectiveness of 
the utility improvement also decreases significantly from that point onwards. For this, we 
infer that the effect of UKF on model utility improvement is related to the tradeoff inflection 
point of the utility and privacy of the DP model. In terms of this phenomenon, we provide a 
concrete summary analysis in Sect. 4.3.

Figure  8 shows the result on Purchase-100 dataset. In S1, the maximum difference 
between without UKF and with UKF accuracy loss is 0.2609457 ( �=5) and the minimum 
difference is 0.0070053 ( �=1000). In S3, the maximum difference is 0.4255692 ( �=0.01) 
and the minimum difference is 0.2574431 ( �=1000). Hence, we conclude that the utility of 
the DP-enabled LR model is improved after applying UKF on this dataset, and the maxi-
mum improvement can reach ≈ 26.750% for S1 and ≈ 43.626% for S3. Furthermore, in S3, 
there is no significant degradation in the loss of accuracy as seen in Fig. 7, as the maximum 
value of the privacy budget for the added noise has not yet reached the upper limit of pri-
vacy leakage for this dataset. It is also demonstrated that even adding the minimum amount 
of noise ( �=1000) still has a significant impact on the accuracy of the model in S3.

Figure 9 shows the accuracy loss of the trained model on the Netflix Prize-100 dataset. 
From this figure we observe that in S1 the maximum difference is 0.2934272 ( �=5) and 
the minimum difference is 0.02347417 ( �=1000). In S3, the maximum and minimum dif-
ferences are 0.4131455 ( �=0.5) and 0.3075117 ( �=1000). Hence, we deduce that applying 
UKF on this dataset can improve the utility of the trained model by ≈ 29.691% in S1 and 
by ≈ 42.512% in S3. Besides, we can see that during S1, (1) for 0.01 ≤ � ≤ 100 , the fluc-
tuation of the difference in ACL between not applying UKF and applying UKF remains 
essentially constant. (2) For � 100 , the ACL decreases noticeably. When applying UKF 
in S3, the variation in the ACL of the model is more fluctuating than applying in S1. And 
both of the folds in (b) S3 do not show a obvious degradation. This is thought to be related 
to the distribution of the dataset and the process of posterior estimation in the UKF. Also, 
the addition of minimal noise in S3 clearly affects the privacy of the model ( �=1000 ). 
Therefore, there is no significant decrease in ACL as Fig. 7. The analysis of this phenom-
enon are shown in Sect. 4.3.
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In conjunction with Figs. 7, 8, 9, we find that the application of UKF to DP-enabled LR 
models in S3 is generally more effective in improving the utility of the model than in S1, the 
phenomenon is discussed in Sect. 4.3.

Fig. 7   Accuracy Loss for LR method used on CIFAR-100 dataset, when different amount of DP noise is 
applied at Stage 1,3 of the framework with or without UKF adopted

Fig. 8   Accuracy Loss for LR method used on Purchase-100 dataset, when different amount of DP noise is 
applied at Stage 1,3 of the framework with or without UKF adopted

Fig. 9   Accuracy Loss for LR method used on Netflix Prize-100 dataset, when different amount of DP noise 
is applied at Stage 1,3 of the framework with or without UKF adopted
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4.1.2 � Attacks & privacy leakage

We illustrate the employment of attack advantage to measure the degree of privacy leak-
age, the attacks used in this study and the reasons why we chose them in Sect.  2.6.1. 
Table 4 shows the advantage of the model against YeomMI, YeomAI, and SalemAI attacks 
without privacy preserving mechanism of the LR method, i.e. without adding any noise to 
the training process.

Figures 10 and 13 show the advantages of the LR method to the same attacks after train-
ing on the CIFAR-100 dataset using the proposed framework. Specifically, Fig. 10 shows 
the results of injecting UKF-filtered noise to S1 and Fig. 13 shows the results in S3. Simi-
larly, Figs. 11, 14 show the results on the Puchase-100 dataset. Figures 12, 15 show the 
results on the Netflix Prize-100 dataset. In the following we compare the results in terms of 
(1) general trend, (2) tradeoff inflection points and (3) degree of fluctuation. 

(1)	  General trend By observing Figs. 10, 11, 12, we compare the impact on privacy with 
and without UKF in S1. It can be seen that the trend of privacy leakage among the 
three attacks (YeomMI, YeomAI and SalemAI) remains generally consistent within the 
experimental privacy budget set � . The attacks are performed on the LR model trained 
with and without UKF in S1 according to our proposed framework. The upper limit 
of advantage for all three attacks is smaller than that for the model trained without DP 
noise (Table 4). The result is consistent with common sense. We then observe Figs. 13, 
14, 15 to reach a similar conclusion on S3. Thus, for the same privacy budget � , the 
model trained with UKF does not experience more privacy loss compared to the model 
trained without UKF. This result verifies the validity of Theorem 1 in Sect. 2.5.

(2)	 The tradeoff inflection point According to the work in Zhao et al. (2020), we know that 
there is an inflection point in the trade-off between privacy and utility for DPML mod-
els with respect to the value of the privacy budget. After the inflection point, the pri-
vacy and utility of the model are significantly affected: (1) For the privacy, the degree 
of privacy protection of the model decreases notably, corresponding to a increase in 
the degree of privacy leakage. (2) For the utility, the degree of utility improves signifi-
cantly. Our experiments also verify this tradeoff finding of this research. By observ-
ing Fig. 10a, we notice the advantage of the model from YeomMI attacks increases 
noticeably after the privacy budget is taken to be 100 on the CIFAR dataset, i.e. the 
degree of privacy protection for the model decreases. Meanwhile, in Fig. 7a, we see 
that the loss of model accuracy decreases after the privacy budget � is taken to be 100. 
Therefore, the inflection point of the LR method on this dataset after the injection of 
noise in the S1 is �=100. Similarly, by comparing Figs. 7b and 13a, we obtain that the 
inflection point for the DP model in S3 on the CIFAR dataset is � = 100 . Table 5 sum-
marises the values of the inflection points for the utility and privacy of the model after 
the LR algorithm achieves DP in S1 and S3 on each of the three datasets. Furthermore, 
we also discover that the magnitude of the improvement in model utility by applying 
UKF decreases after the inflection point from Figs. 7, 8, 9. Therefore, we deduce that 
the utility effectiveness of UKF is related to the inflection point. This phenomenon is 
related to the prediction equations of UKF, which we analyse in Sect. 4.3.

(3)	  Degree of fluctuation In our observation of Figs. 10, 13 and 11, 14 and 12, 15, we note 
that: for the LR model trained using our proposed framework on the three datasets with 
the advantage of the three attacks, the degree of fluctuation with UKF applied in S3 
is generally greater than that of applying it in S1. This indicates the stability of model 
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Fig. 10   Advantage of three attacks for LR method used on CIFAR-100 dataset, when different amount of 
DP noise is applied at Stage 1 of the proposed framework with or without UKF adopted

Fig. 11   Advantage of three attacks for LR method used on Purchase-100 dataset, when different amount of 
DP noise is applied at Stage 1 of the proposed framework with or without UKF adopted

Fig. 12   Advantage of three attacks for LR method used on Netflix Prize-100 dataset, when different amount 
of DP noise is applied at Stage 1 of the proposed framework with or without UKF adopted

Table 4   Advantage of three 
attacks for LR method, when no 
DP noise is applied at Stage 1,2 
or 3 according to the framework 
and for different datasets used

The underlying complexity of data vectors in each dataset remains the 
same

Dataset YeomMI advantage Yeom 
attribute 
advantage

Salem 
attribute 
advantage

CIFAR-100 0.0828 0.0053 0.0045
Purchase-100 0.4857 0.0138 0.0702
Netflix Prize-100 0.5679 0.0942 0.0689

Fig. 13   Advantage of three attacks for LR method used on CIFAR-100 dataset, when different amount of 
DP noise is applied at Stage 3 of the proposed framework with or without UKF adopted
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privacy after applying UKF in S1 is higher than S3, which is thought to be related to 
the application of the UKF filtering process in S3. Since applying UKF in S3 is a direct 
filtering of the model output distribution parameters, it is more likely to obtain correct 
information when inferential attacks are performed on the output by back-propagation. 
This leads to greater fluctuation in the degree of the model’s privacy-preserving effect 
after applying UKF in S3.

Remark 2  In conducting our experiments, our results do not lead to a lower bound on this 
inflection point, as we have chosen the privacy budget � value in increasing order. However, 
our experimental evidence strongly suggests that there is an inflection point after which the 
tradeoff between privacy and utility of the model changes significantly. The experimental 
results also suggest that the effectiveness of UKF is related to this inflection point. The the 
effectiveness of using UKF to improve utility decreases after this point.

4.2 � Neural networks

Based on the experiments of Shokri et al. (2017), Jayaraman and Evans (2019), we train 
a Neural Networks (NN) model whose architecture is similar to theirs. Our model is com-
posed of one input layer, two hidden layers and one output layer. Each hidden layer has 
256 neurons, activated by RELU function. The output layer is a softmax layer with 100 
neurons, each of which corresponded to a label. Then, we add UKF-filtered noise to the 
basic stages S1 and S2 in the proposed framework. Similar to Sect. 4.1, we also train the 
DP-enabled NN model without applying UKF. Finally, we evaluate and compare the mod-
els. The experimental results show that the utility of the NN model which is trained with the 

Fig. 14   Advantage of three attacks for LR method used on Purchase-100 dataset, when different amount of 
DP noise is applied at Stage 3 of the proposed framework with or without UKF adopted

Fig. 15   Advantage of three attacks for LR method used on Netflix Prize-100 dataset, when different amount 
of DP noise is applied at Stage 3 of the proposed framework with or without UKF adopted
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method of our framework has been improved without loss of privacy. Next, we describe the 
experiments on the three datasets in detail.

4.2.1 � Accuracy loss

Figures 16, 17, 18 show the variation of accuracy loss (ACL) after training the model on 
CIFAR-100, Purchase-100, and Netflix Prize-100 datasets.

Figure 16 illustrates that the ACL of the model decreases after applying UKF. The NN 
model is trained on the CIFAR-100 dataset with noise added in S1 and S2. The differ-
ence in ACL of the model applied without or with UKF adopted in S1 are 0.3103448 at 
maximum (for �=0.5) and 0.0137031 (for �=1000) at minimum. In S2, the maximum and 
minimum difference is 0.4972414 (for �=100) and 0.0055172 (for �=1000). As a result, 
we conclude that the utility of model improved after UKF adopted, with the maximum 
improvement in utility reaching ≈ 33.333% in S1 ( �=0.5) and ≈ 53.407% in S2 ( �=100). 
Furthermore, when � = 100 , the ACL of both models decreased significantly. Similarly, the 
effectiveness of UKF also decline, whether the DP noise is applied in S1 and S2. This trend 
verifies that there is a trade-off between privacy and utility, which is simultaneously affect-
ing the effectiveness of UKF.

Figure  17 shows the results on the Purchase-100 dataset, where the maximum and 
minimum difference of ACL of models trained without and with UKF applied in S1 are 
0.1511290 ( �=0.01) and 0.0177419 ( �=1000) respectively. In S2, the maximum and min-
ium differences become 0.2193548 ( �=1000) and 0.0048387 ( �=1000). Hence, it can be 
concluded that the utility of the DP-enabled NN model is improved after UKF adopted on 
this dataset. Because the ACL is improved with the UKF-filtered noise added in S1 and S2 
by ≈ 15.513% ( �=0.01) and ≈ 22.553% ( �=0.05) respectively.

Figure 18 shows the results on the Netflix Prize-100 dataset. The maximum difference 
in S1 between the methods without and with UKF is 0.3573034 ( �=0.05) and the minimum 
is 0.3932584 ( �=1000). This illustrates that the utility of the DP-enabled NN model is 
improved after UKF adopted on this dataset. Moreover, the performance can be improved 
up to 37.324% in S1 and 40.553% in S2. Besides, since we add � with the largest privacy 
loss ( �=1000) in S1 and S2, the loss of model accuracy still remains above 0.75 and does 
not drop to close to 0.00 as in Fig. 16. We infer that the noise added in S1 and S2 in the 
experiment does not reach the upper limit of privacy leakage in this dataset.

4.2.2 � Attacks & privacy leakage

Analogous to Sect. 4.1.2, Table 6 shows the advantages of the model subjected to YeomMI, 
YeomAI and SalemAI attacks without privacy-preserving treatment of the NN method, i.e., 
training without adding any noise. Figures 19 and 22 show the advantages of UKF-based 
DP-enabled NN method trained on CIFAR-100 dataset, being subjected to the attacks 
mentioned above. Similarly, Figs. 20,  23 show the results on the Puchase-100 dataset and 

Table 5   The tradeoff inflection 
point of utility and privacy when 
applying LR method on CIFAR-
100, Purchase-100, Netflix Prize-
100 datasets

Dataset S1 S3

CIFAR-100 � = 100 � = 100

Purchase-100 � = 100 � = 5000

Netflix prize-100 � = 100 � = 5000
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Figs. 21, 24 are results on the Netflix Prize-100 dataset. In the following, we conduct an in-
depth analysis comparing the experiment results in three aspects as Sect. 4.1.2.

(1)	 General trend. By observing Figs. 19, 20, 21, 22, we compare the results of the privacy 
impact whether adopting UKF in S1 or not. We learn the trend of privacy leakage 
degree between models trained with and without UKF adopted in S1. After suffering 

Fig. 16   Accuracy Loss for NN method used on CIFAR-100 dataset, when different amount of DP noise is 
applied at Stage 1,2 of the framework with or without UKF adopted

Fig. 17   Accuracy Loss for NN method used for Purchase-100 dataset used, when different amount of DP 
noise is applied at Stage 1,2 of the framework with or without UKF adopted

Fig. 18   Accuracy Loss for NN method used on Netflix Prize-100 dataset, when different amount of DP 
noise is applied at Stage 1,2 of the framework with or without UKF adopted
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three attacks (YeomMI, YeomAI and SalemAI) within the experimental privacy budget 
set � , the trends remains generally consistent. And the upper limit of the advantage of 
these three attacks is smaller than that of privacy leakage without DP noise injection 
(Table 6). We draw similar conclusion in S3 through Figs. 22, 23, 24. Therefore, it 
indicates that under the same privacy budget � , the degree of privacy protection of the 
model with UKF adopted is consistent with the model without UKF training. Applying 
UKF does not change the degree of privacy protection, which verifies the Theorem 1 
in Sect. 2.5.

(2)	 The tradeoff inflection point From Fig. 19a, we find when the privacy budget �=500, 
the advantage of YeomMI attack significantly increases. This increase illustrates the 
degree of privacy protection of the model is considerably reduced. Meanwhile, it is 
observed in S1 from Fig. 16a that when � 500, the ACL of the model decreases, and 
when �=1000, it decreases to nearly 0.00. This indicates the utility of the model is 
improved at this time. Therefore, the tradeoff inflection point � between the privacy 
and utility of the DP-enabled NN model is 500 in S1 on CIFAR-100 dataset. At this 
point, the tradeoff between the model’s privacy and utility results in notable perfor-
mance. Consequently, the model has the maximum utility while ensuring preferable 
privacy. Similarly, through Fig. 16b and 22a, we know that the inflection point of the 
DP-enabled NN model in S2 on CIFAR-100 dataset is �=100. Table 7 summarizes the 
tradeoff inflection point � between the privacy and utility of the model in S1 and S2 
respectively on three datasets. Apart from this, we also discover a phenomenon similar 
to Sect. 4.1.2 which is the improvement of the utility by applying UKF decreases after 
the inflection point.

(3)	 Degree of fluctuation Figures 19, 20, 21, 22, 23, and  24 show the results of the pro-
posed framework used to train the model on the three datasets. If the added noise has 
not reached the inflection point, the model’s dominant results under YeomMI, YeomAI, 
and SalemAI attacks have little fluctuation. Alongside this, Fig. 19 also reveals that 
the advantage under the three attacks is less than 0. It reveals more noise is allowed to 

Fig. 19   Advantage of three attacks for NN method used on CIFAR-100 dataset, when different amount of 
DP noise is applied at Stage 1 of the proposed framework with or without UKF adopted

Fig. 20   Advantage of three attacks for NN method used on Purchase-100 dataset, when different amount of 
DP noise is applied at Stage 1 of the proposed framework with or without UKF adopted
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Fig. 21   Advantage of three attacks for NN method used on Netflix Prize-100 dataset, when different 
amount of DP noise is applied at Stage 1 of the proposed framework with or without UKF adopted

Fig. 22   Advantage of three attacks for NN method used on CIFAR-100 dataset, when different amount of 
DP noise is applied at Stage 2 of the proposed framework with or without UKF adopted

Fig. 23   Advantage of three attacks for NN method used on Purchase-100 dataset, when different amount of 
DP noise is applied at Stage 2 of the proposed framework with or without UKF adopted

Fig. 24   Advantage of three attacks for NN method used on Netflix Prize-100 dataset, when different 
amount of DP noise is applied at Stage 2 of the proposed framework with or without UKF adopted

Table 6   Advantage of three 
attacks for NN method, when no 
DP noise is applied at Stage 1, 2 
or 3 according to the framework 
and for different datasets used

The underlying complexity of data vectors in each dataset remains the 
same

Dataset YeomMI advantage Yeom 
attribute 
advantage

Salem 
attribute 
advantage

CIFAR-100 0.7286 0.0180 0.0197
Purchase-100 0.3794 0.0636 0.1347
Netflix Prize-100 0.4844 0.0198 0.1429
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be added in S1, which is consistent with the conclusion Zhao et al. (2020). Through 
YeomMI in Fig. 23a, we note that when 𝜖 < 100, the advantage of UKF-adopted trained 
model is smaller than the model trained without UKF adopted. It indicates the applica-
tion of our framework can provide better privacy protection. This may provide a more 
profitable way for ML practitioners to make their models more privacy-protected and 
useful with less noise. With �=100, the advantage of YeomMI attack significantly rises. 
There is also a greater advantage of using UKF than not using UKF, which explains 
UKF filter has a � threshold. After this threshold, application of UKF during model 
training leads to a greater privacy disclosure than that without UKF adopted. The 
discovery of this threshold is discussed in details in Sect. 4.3.

4.3 � Summary of findings

In Sects. 4.1 and 4.2 we analyse the results of the experiment. In this section we present 
a summary discussion of the findings from the experiment. With the summary, we also 
answer the three questions Q1, Q2 and Q3 raised in Sect. 3. 

(1)	 Training the model using our proposed UKF-DPML framework can achieve higher 
utility with the same privacy budget. Applying UKF to process the noise-perturbed 
aggregates ensures that privacy is not compromised while improving the utility of 
the model. We apply the framework to the LR and NN methods and train them on 
the CIFAR-100, Purchase-100, and Netflix Prize-100 datasets. The results show that 
applying UKF to S1, S2 or S3 with noise addition achieves higher model utility with 
the same degree of privacy leakage. (see Sec. 4.1, Sec. 4.2)

(2)	 The effect of UKF to enhance the utility of the model is related to the stage of applica-
tion. Applying UKF to filter DP-noise in S2 or S3 results in a greater increase in model 
utility than applying in S1. Therefore, the effect of applying UKF in S3 or S2 is more 
effective in improving utility. (see Sec.4.1.1, Sec. 4.2.2)

(3)	 There is an inflection point in the tradeoff between privacy and utility of the DP-enabled 
model and the effectiveness of the action of UKF is related to that point. After the 
inflection point, the privacy of the model decreases remarkably and the utility increases 
also. However, before reaching the inflection point, the privacy of the model fluctuates 
to a lesser extent with changes in the value of � . The discovery of this inflection point 
is consistent with the study of Zhao et al. (2020). At the same time, the effect of the 
UKF is related to the inflection point. After that point the effectiveness of the UKF on 
utility improvement decreases (see Sec. 4.1.2, Sec. 4.2.2). In this regard, we suppose 
that is related to the posterior estimation process of the UKF, where the less noise is 
added, the closer the predicted value will be to the measured value. When the value of 

Table 7   The tradeoff inflection 
point of utility and privacy when 
applying NN method on CIFAR-
100, Purchase-100, Netflix Prize-
100 datasets

Dataset S1 S2

CIFAR-100 � = 500 � = 100

Purchase-100 � = 5000 � = 100

Netflix Prize-100 � = 5000 � = 5000
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� exceeds the inflection point, and the effectiveness of applying the UKF to filter noise 
will be reduced accordingly.

(4)	 The degree of fluctuation in the ADV of the model trained with UKF applied under 
the three attacks is related to the stage of UKF application. The fluctuation after apply-
ing UKF in the three stages are ranked from largest to smallest: S3 > S2 > S1 (see 
Sec.4.1.2, Sec.4.2.2). For this phenomenon, we deduce that it is related to the object 
of the noise effect: applying UKF in S3 is a direct filtering of the model output dis-
tribution parameters. As a result, it is more likely the correct information is obtained 
when inferential attacks are back-propagated based on the output. That leads to greater 
fluctuations in the degree of the model’s privacy preserving effect after the applica-
tion of UKF in S3. In S1, we perturb the data with UKF-filtered noise. Therefore, the 
application of UKF only affects the data before training and does not directly interfere 
with the training process of the model. The fluctuation in the privacy of the model 
after applying UKF at this stage is relatively small. Moreover, we also consider the 
degree of fluctuation is related to the inflection point. That fluctuation in the privacy 
of the model is also smaller when the amount of noise added has not yet reached the 
inflection point of the model (mentioned in (2)).

(5)	 There is a threshold � , exceeding which the application of our proposed UKF-DPML 
framework to train the model may result in a greater loss of privacy for utility improve-
ment. (see Sec.4.2.2)

Remark 3  The privacy budget value � used in our experiments is chosen according to a 
certain increasing regular. Thus, our results cannot extrapolate to a lower bound for this 
threshold. However, our experimental evidence strongly suggests that there is a threshold. 
If exceeding that, the use of UKF to improve the utility of the model will lead to greater 
privacy leakage.

(6)	 Adding DP-noise in S1 appears to reduce the attack advantage to 0, indicating that S1 
allows for more noise to be added. In contrast, the attack advantage of applying UKF 
to the model in S2 appears lower than without UKF applied. Those trends suggest that 
the privacy-preserving effect of the model trained with UKF-filtered DP-noise in S2 
appears better than without applying UKF. This may provide a way to achieve better 
privacy and utility of the model with less noise added. (see Sec. 4.2.2)

According to findings (1)–(6), the following summaries are made for which stage to apply 
the UKF-DP method: 

	 (i)	 In the case that the ML algorithm achieve DP protection in S2 (or S3) and S1 while 
the priority of utility is greater than privacy, the S2 would be the considerable choice 
under this case. Because applying UKF to filter DP-noise in S2 or S3 results in a 
greater increase in model utility than applying in S1. (finding (2)). Meanwhile, the 
variation of privacy after applying UKF in the three stages are ranked from largest 
to smallest: S3 > S2 > S1 (finding (4)).

	 (ii)	 In the case that the ML algorithm achieve DP protection in S2 (or S3) and S1 and 
the priority of privacy outweighs the utility, S1 is the preferred option of applying 
UKF-DP.
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	 (iii)	 In the case that the ML algorithm only achieve DP protection in S2 or S3, then the 
choice of S2 leads to better model utility with the given privacy budget.

	 (iv)	 In the case that the ML algorithm only allows DP protection in S1, then choosing 
S1 to apply UKF obtain higher model utility within the given privacy budget. Nota-
bly, although we generalize the conclusions for various cases using UKF-DPML 
framework based on our experimental results, the stage of applying UKF-DPML 
relies on the specific algorithm used. The above is the summary of our experimental 
findings and we make a comprehensive comparison of the experimental differences 
in Table 8.

5 � Discussion

With our mathematical derivations and experiments, we gain the proposed UKF-DPML 
framework can improve the utility of the model without privacy depletion. Thus, the pre-
sent framework may be capable of providing ML practitioners with a more profitable 
approach of adding UKF-filtered noise to protect privacy and improve the utility. Through-
out the study, there are two aspects worth discussing, as follows. 

(1)	 The setting of the inference attacker’s prior probability of success. In inference attacks, 
we use the same number of membership and non-membership records, which provides 
the attacker with a 50-50 prior probability of success. Our goal is to figure out whether 
the privacy leakage of the UKF-adopted models are consistent with models trained 
without UKF. Consequently, it is not conflicting and reasonable to use that probability. 
In addition, our results show privacy leakage due to three specific inference attacks. As 
the attacks will only get stronger, the future attacks may be able to infer more informa-
tion than that from our experiments.

(2)	 The limitations of the proposed method. In Sect. 4.3, we summarize general conclu-
sions for various cases using UKF-DPML based on the experimental results. However, 
the better stage to apply UKF-DPML depends on the specific model. Through our 
theoretical analysis of the experimental results, we suggest that our conclusions have 
the reasonable generality. Furthermore, given that there are many sources of random-
ness in the training process which we have discussed in Remark 1, it appears that in 
some particular cases, UKF-DPML might produce less stable results than the DPML 
counterpart. Hence, to reduce the effectiveness of such randomness, the outcomes we 
present in this paper are repeated on average 10 times. Accordingly, both high and low 
performance instances of this attack are possible for us to capture. In ideal world, we 
would like to perform more replications to obtain more accurate averages.

6 � Future work

In this paper, we propose a UKF-DPML framework that can improve the utility of the 
model with the same privacy budget. In the future, we will apply this framework to other 
machine learning algorithms, such as DP-Based Naive Bayes (Holohan et al., 2019; Vaidya 
et al., 2013) and DP-Random Forests (Fletcher & Islam, 2017). Apart from applying the 
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new algorithm, we will also build a DP-enabled ML system which is able to automatically 
adjust the privacy budget. In this system, the ML practitioners no longer need to conduct 
multiple experiments to determine the privacy budget required for a model application sce-
nario. Instead, the system will automatically select the optimal privacy budget based on the 
degree of privacy protection and prediction accuracy required for the scenario. This system 
will achieve a higher utility with a lower privacy budget through UKF filter until meeting 
the requirement of the scenario. We conceive this system will improve the efficiency of dif-
ferentially private machine learning implementations and bring about greater profitability 
for practitioners. Hence, this is what we are working on.

7 � Conclusion

Differential privacy has earned a well-deserved reputation for providing a principled and 
powerful mechanism for ensuring provable privacy. Our main contribution in this paper is 
to propose a UKF-based DP-enabled ML framework. It makes the model more practical 
with the same privacy budget and provides a higher profit value implementation method 
for researchers in DPML.

We identified three such stages in ML frameworks that support DP and UKF, where DP-
noise can be added and filtered with UKF: (1) S1: directly during data collection, (2) S2: 
during model training, or (3) S3: when the model is finalized. We allow the practitioners to 
apply UKF-filtered noise at different stages of framework to achieve private requirement. 
Simultaneously, we evaluated the impact on utility by loss of accuracy with and without 
applying UKF. The impact on privacy was evaluated by three known attacks.

We applied the proposed UKF-DPML framework to various implementations of ML 
algorithms and measure their abilities to resist privacy attacks from the real world. For 
each implementation, we trained them with a set of privacy budgets and datasets, provid-
ing the same mathematical privacy guarantees. By measuring the resistance of models to 
real-world inference attacks and the classification accuracy, we conclude that applying the 
methods in our framework can achieve higher model utility with the same level of privacy 
protection.
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