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Abstract
We provide a perspective on how single-molecule magnets can offer a platform to 
combine quantum transport and paramagnetic spectroscopy, so as to deliver time-
resolved electron paramagnetic resonance at the single-molecule level. To this aim, 
we first review the main principles and recent developments of molecular spintron-
ics, together with the possibilities and limitations offered by current approaches, 
where interactions between leads and single-molecule magnets are important. We 
then review progress on the electron quantum coherence on devices based on molec-
ular magnets, and the pulse sequences and techniques necessary for their charac-
terization, which might find implementation at the single-molecule level. Finally, 
we highlight how some of the concepts can also be implemented by including all 
elements into a single molecule and we propose an analogy between donor–accep-
tor triads, where a spin center is sandwiched between a donor and an acceptor, and 
quantum transport systems. We eventually discuss the possibility of probing spin 
coherence during or immediately after the passage of an electron transfer, based on 
examples of transient electron paramagnetic resonance spectroscopy on molecular 
materials.

1  Introduction

In the last decades, the manufacturing of microelectronic structures on a length scale 
of tens of nanometers has enabled potent and highly efficient electronic devices 
that facilitate our daily life. Since miniaturization of pure silicon nanostructures 
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is approaching the end of the road, scientists and engineers are working together 
towards alternative materials leading to a further reduction of manufacturing pro-
cesses [1]. To demand the necessities of the future, the development of transistors 
on the single-molecule level is getting more and more important, as it represents 
the ultimate form of miniaturization. At such a level, the electronic behaviour of a 
quantum device is strongly affected by the magnetic property of the electron, the 
electron spin, leading to interesting quantum phenomena and physics, which differ 
from those of bulk systems [2].

The combination of molecular electronics with single-molecule magnets (SMMs) 
led to the innovative field of molecular spintronics [3], which enabled transistors 
[4, 5], switches [6] and electronic read-out of nuclear spins [7] on single-molecule 
length scales. SMMs are molecular structures with a metallic core, which act as a 
tiny magnet below a certain blocking temperature [8, 9]. Generally surrounded by 
organic ligands, these coordination complexes can be functionalized and deposited 
on conducting surfaces such as gold, carbon nanotubes or graphene [2]. Therefore, 
SMMs are the components of choice for the investigation of novel molecular spin-
tronic devices and observations of yet unknown spintronic phenomena at cryogenic 
temperatures. Although progress has been made in the fabrication of such devices, 
quantum coherence of integrated SMMs has not been resolved so far. Exploit-
ing quantum coherence of SMMs could lead to novel controllable quantum logic 
elements [10], especially if obtained at the single-molecule level. Direct access to 
quantum coherence is possible by electron paramagnetic resonance (EPR) spectros-
copy [11]. The challenging task of combining EPR with molecular spintronics could 
open up a new horizon for spin manipulation and quantum computing.

In this work, we address the possibilities that SMMs offer for molecular spin-
tronics and discuss a possible way combining EPR with spintronics. Due to the 
molecular structure of SMMs, the local environment plays an important role. Thus, 
we begin with an overview on the properties of SMMs, making them interesting 
objects for molecular spintronics. The second chapter deals with current state-of-
the-art developments in molecular spintronics. We will address current issues and 
show first attempts of nuclear magnetic resonance spectroscopy on SMMs in nan-
odevices. Furthermore, we will see how the local surroundings of the SMMs per-
turbs their properties. To combine EPR with molecular spintronics, we will propose 
to attach SMMs on donor–acceptor molecules, in which currents can be generated 
via photoexcitation. Thus, the last chapter focuses on quantum coherence properties 
and excited state spin dynamics investigated by EPR.

2 � Magnetic Nanomaterials

Integrating single-molecule magnets (SMMs) and other nanomagnetic materials as 
key ingredients into new environments, such as molecular cages [12] or nanoelec-
tronic devices [3], had revealed fascinating quantum phenomena [2, 8]. For a bet-
ter understanding of the observations discussed in the following chapters, we will 
give an overview about the basic properties and appealing features of SMMs, which 
researchers are about to exploit for molecular spintronics and quantum computation. 
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We will discuss how bulk properties can be modeled and how they become affected 
by environmental effects.

2.1 � Basics of Molecular Magnetism

2.1.1 � Single‑Molecule Magnets

Single-molecule magnets are a special kind of magnetic material, where the mag-
netic hysteresis is intrinsically associated with single molecules [8] and, in contrast 
to ferromagnets, long-range cooperative exchange interactions are not required. 
SMMs represent the ultimate miniaturization of magnetic materials, as every single 
molecule behaves as a tiny magnet, yielding a fruitful ground for molecular spin-
tronics [3] and quantum computation [10]. Like superparamagnets, SMMs retain 
their magnetization for long periods of time below a certain blocking temperature, 
TB , which can exceed many hours at sufficiently low temperatures [13]. Usually, TB 
is defined as the temperature where the magnetization is retained for at least 100 s 
after removal of an external magnetic field. Above TB , thermal fluctuations drive the 
system into a paramagnetic equilibrium state. The thermal relaxation time � , which 
corresponds to the characteristic time for a spin-flip (Néel relaxation), can be gener-
ally expressed as [13]

where �0 denotes the inverse spin-flip attempt frequency (typically 10−6 − 10−12s), 
Ueff the magnetic anisotropy barrier, kB the Boltzmann constant and T the system 
temperature.

The unique feature of SMMs is definitely their monodispersity. In contrast to 
superparamagnetic nanoparticles, every spin center and thus every molecule acts as 
a magnet by itself. Fabricated nanoparticles show a distribution of sizes, which is 
why stochastic behavior is observed and many efforts are being undertaken to nar-
row down the distribution [14, 15]. Furthermore, as SMMs are constructed via bot-
tom-up approaches, the composition and structure are known and the atomic posi-
tions are well defined in geometry, which is a huge advantage for the integration into 
nanoelectronic devices and the interpretation of the phenomena.

The first SMM, a Mn12Ac-complex [ Mn12O12(OAc)16(H2O)4 ] with a block-
ing temperature of 3.1 K, was discovered in the early 90s [16, 22]. It consists of a 
magnetic center that is formed by several exchange-coupled metal ions, which are 
coordinated by organic ligands. In this case, a set of eight MnIV-ions with a spin of 
s = 2 show antiferromagnetic coupling with four MnIII-ions with s = 3∕2 . The result 
is a large spin state of S = 10 creating a strong uniaxial magnetic anisotropy. The 
presence of local distortions in the ligands can create sizeable transverse anisotropy 
terms. Carboxyl groups ( RCOO− ) and oxygen ions ( O2− ) were employed as link-
ers. Physicists and chemists worked together to model the behaviour and created an 
abundant family of new molecular magnetic materials (see Fig. 1).

(1)� = �0 exp

(
Ueff

kBT

)
,
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Via functionalization, the properties of SMMs can be tailored to display desired 
features. By substituting parts of the organic shell with surface-binding groups, 
SMMs can be deposited on conducting surfaces like gold or carbon nanotubes [3]. 
Moreover, covalent binding to defective sites or reactive groups are possible. This 
remarkable property enables direct integration into nanoelectronic circuits, as fur-
ther discussed in Sect. 3. Furthermore, magnetic field and temperature are not the 
only external stimuli that manipulate the behavior of SMMs. By inserting the appro-
priate ligands, photons are able to control the spin state of SMMs [23, 24], which 
could be exploited for quantum logic operations. Further stimuli imply the use of 
pressure [25, 26] or electric fields [27, 28]. The control of magnetic properties via 
light is further reviewed in Sect. 4.4.

We note that SMMs do also have drawbacks compared to nanoparticles, which 
originate from their molecular nature. Being a promising candidate for molecular 
spintronics [3], the interaction between electrodes and the surrounding ligands, how-
ever, often yields to a loss of SMM behavior [29, 30]. Surfaces may lead to a reduc-
tion of the metal ions, deteriorating the magnetic properties. Moreover, for integra-
tion into molecular spintronic devices, an SMM may need to be functionalized [31] 
and be able to survive the deposition process [32, 33], such as a high deposition 
temperature. Taken these conditions together, current research not only focuses on 
reaching large anisotropy barriers and high hysteresis temperatures, but also on the 
construction of coordination complexes that are chemically stable, redox-stable, and 

Fig. 1   Selected structures of molecular magnets. a The archetypal Mn12 Ac cluster with S = 10 (from 
Ref.  [3, 16]). b Mn84-torus and hexagonal packing in tube structure (from Refs.  [17]). c Fe4(OMe)6
(dpm)6-cluster (Hdpm  =  dipivaloylmethane) as precursor for a series of Fe4-based SMMs, with 
exchange-coupled iron ions ( s = 5∕2 each) yielding an S = 5 ground state (from Ref.  [18]). d The arche-
typal lanthanide-based SMM [ LnPc2]  (Ln = Tb or Dy, Pc = phthalocyanine) with only one metal center 
(from Refs.  [19, 20]). Due to strong spin–orbit coupling of lanthanide ions, no exchange-coupling is nec-
essary for SMM behavior. This sub-class of SMMs is also referred to as Single-Ion-Magnets (SIMs). e 
Assembly of Co(hfac)2(NIT-PhOMe) molecules to a single-chain magnet (SCM) as a magnetic nanowire 
(hfac  =  hexafluoroacetylacetonate, NIT-PhOMe  =   2-(4-methoxyphenyl)-4,4,5,5-tetramethyl-1,3-dioxi-
doimidazol-1-ium) (from Ref.  [21]). Reprinted with permission from Springer Nature, Wiley-VCH and 
Copyright (2003, 2006, 2013) by the American Chemical Society
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overall minimally altered by immediate surroundings such as surfaces, or manipu-
lated during the fabrication process. Moreover, these molecules need to be thermally 
stable, depending on the fabrication technique, and not reactive with surfaces or 
electrodes. At the same time, control over the molecular orientation in a device is 
of crucial importance, so that high yields and reproducible results are guaranteed. 
Fulfilling these criteria is a challenging task, and often the possible molecules are 
structurally complex and show a low symmetry, making the investigation of their 
properties even more challenging. Therefore, only a fraction of the plethora of SMM 
complexes [34] can eventually be integrated into spintronic devices. Promising can-
didates, amongst others, are TbPc2-based [35] and propeller-shaped Fe4/Fe3M-based 
SMMs [36]. These effects are discussed more in detail in Sect. 3.

2.1.2 � Slow Relaxation and Quantum Tunneling of Magnetization

The magnetic blocking originates from the slow relaxation of magnetization, a phe-
nomenon first observed on SMMs in 1991 [37]. The fascinating thing is that both 
classical and quantum physics play a role, even at the same time. The energy dia-
gram (double-well potential) of the zero-field splitting is shown in Fig. 2 for Mn12
Ac. The ground multiplet with S = 10 splits into 2S + 1 states. At sufficiently low 
temperatures, only the lowest lying state is occupied. Depending on the magnetic 
field, the system can be polarized in MS = +S or MS = −S . The magnetization can 
then be inverted via three pathways.

Firstly, it can be inverted thermally. When increasing the temperature, excited 
states are getting populated obeying a Boltzmann distribution. Phonon-induced tran-
sitions with �MS = ±1 lead to population of states on the counter side of the energy 
barrier. If the thermal energy is larger than the anisotropy barrier Ueff , the thermal 
fluctuations dominate the system and the SMM behaves as an usual paramagnet.

(a) (b)

Fig. 2   Slow relaxation of magnetization. a Relaxation mechanisms in Mn12Ac-SMMs. At very low tem-
peratures, only the lowest lying state is occupied and magnetic reversal is thermally blocked. b Magnetic 
hysteresis of Mn12Ac-SMMs. The characteristic steps in the hysteresis loop appear when two energy lev-
els are in resonance when sweeping the magnetic field. Due to the Zeeman effect, a magnetic field shifts 
the states of both sides in opposite directions). In resonance, quantum tunneling of magnetization is pos-
sible. The appearance of hysteresis is strongly dependent on the field sweep rate. Picture adapted from 
Ref. [3]. Reprinted with permission from Springer Nature
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Second, inversion takes place via quantum tunneling of magnetization, as first 
observed by Friedman et al. in [38]. In fact, the energy diagram shown in Fig. 2 is 
only partially correct. Due to the occurrence of transverse anisotropy E, resulting 
from local distortions, the MS states are not pure states but have admixtures of differ-
ent states. For Mn12 Ac these are mixtures with �MS = ±4 . Thus, the | ± 10 > states 
are mixed, with a small degeneracy lifting, which creates the barrier for quantum 
tunneling. The steps in magnetic hysteresis curves of SMMs are a typical hint for 
quantum tunneling of magnetization (Fig. 2b).

As a third possibility, thermally assisted quantum tunneling can also take place. 
This behavior shows clearly that in molecular magnetism classical and quantum 
behavior occur in parallel, which makes SMMs fascinating objects for scientists.

2.1.3 � Requirements of SMMs

To behave as an SMM, the anisotropy barrier must be sufficiently large. In the sim-
plest approximation for transition metal ions with total integer spin, it is given by 
Ueff = DS2 , where D is the axial anisotropy parameter [8, 19] (see next section). The 
D value depends on the electrostatic interactions between the magnetic center and 
the organic ligands, and the anisotropic inter-centre interactions (e.g. dipole–dipole 
coupling). For negative values, spin states with the largest projection along the ani-
sotropy axis are preferred, resulting in a strong easy-axis anisotropy.

To obtain larger anisotropy barriers and thus higher blocking temperatures, sci-
entists tried to maximize the spin by huge exchange-coupled clusters. However, 
it has been found that a large spin state usually comes together with a small axial 
anisotropy parameter [19]. The Mn19-cluster with a record spin of 83/2 only shows 
Ueff = 4 cm−1 [39], while Mn12 Ac with S = 10 shows Ueff = 51 cm−1 [16, 22]. This 
is due to the fact that in such large clusters, the single anisotropy terms of the ions 
mutually cancel out [19]. Therefore, scientists started to find ways to increase single-
ion anisotropy.

Lanthanide ions show a strong single-ion anisotropy due to their unquenched 
orbital angular momentum. Ishikawa et al. where the first to show a single-molecule 
magnet with only one central lanthanide ion [20] (Fig. 1d). Many lanthanide-based 
SMMs followed [19, 40–43], and even 3d single-ion magnets have been made pos-
sible [44, 45]. For a long time, the highest blocking temperature achieved with lan-
thanides was 14 K [46], which is still far away from room temperature. In 2017, the 
first SMM with a magnetic hysteresis at 60 K was reported [47], and in 2018 even 
80 K were achieved [48]. Anisotropy barriers are now exceeding 2000 K [48, 49]. 
These recent milestones are giant steps towards potential room temperature opera-
tions, showing there is still ample room for improvement of the structure [50]. Nev-
ertheless, despite the intense research, the largest drawback of SMMs remains their 
low blocking temperatures.
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2.1.4 � Theoretical Description of SMMs

The fascinating properties of SMMs are a result of the different magnetic effects, 
which are responsible for the zero-field splitting of the system. It can be described 
by the Spin Hamiltonian model, which is a summation over the single Hamiltonians 
[8, 51] given by

with

The Zeeman term describes the interactions of a spin � with a magnetic field � , 
where � denotes the g-tensor of the magnetic center and �B the Bohr magneton. The 
crystal-field (CF) term is a result of the electrostatic Coulomb interactions of the 
electrons of unfilled orbitals with the electrostatic potential of the ligands. Since 
the anisotropy barrier height depends on the crystal-field parameters, large values 
are the most important ingredient for SMM behavior. However, the CF parameters 
strongly depend on the environment of the spin center, which is the crucial point 
why many SMMs lose magnetic properties when deposited on surfaces. Further-
more, it has been shown that tiny changes in the surrounding or in the magnetic 
center can have a huge impact on magnetic properties even totally inverting anisot-
ropy axes [52, 53] (see Fig. 3). The second-order approximation of the CF Hamilto-
nian can be simplified giving [8]

where D = 3B2
0
 is commonly referred to as the axial anisotropy parameter, and 

E = B2
2
 as the transverse anisotropy term. Higher order terms have minor influences 

on transition metal ions [8, 54], but considerable ones on lanthanides [51, 55]. In 
Mn12Ac-clusters, these are responsible for state-mixing and thus quantum tunneling 

(2)H = HZ +HCF +HJJ +HHF +HNZ +HNQ,

(3)HZ = �B� ⋅ � ⋅ � (Zeeman effect)

(4)HCF =
∑

k≥2, |q|≤k
Bk
q
𝐎̂k

q
(Crystal-field interaction)

(5)HJJ =
∑

j≠i

�� ⋅ ��� ⋅ �� (Exchange coupling)

(6)HHF =
∑

i

� ⋅ �� ⋅ �� (Hyperfine coupling)

(7)HNZ = �ngn� ⋅ � (Nuclear Zeeman effect)

(8)HNQ = � ⋅ � ⋅ � (Nuclear quadrupole interaction)

(9)HCF = DS2
z
+ E(S2

x
− S2

y
) ,
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of magnetization [8]. The number and kind of higher order terms strongly depend on 
the symmetry of the SMM [51].

The exchange-interaction Hamiltonian incorporates the exchange-coupling tensor 
� , which can be reduced to a sum of isotropic exchange (Heisenberg-type [56]), ani-
sotropic exchange and antisymmetric exchange (Dzyaloshinskii–Moriya interaction 
[57, 58]). Usually, the isotropic term −Jij�� ⋅ �� with Jij = −Tr(���)∕3 dominates and 
produces, depending on the sign of Jij , either parallel or antiparallel coupling. The 
topology of the intramolecular couplings in Mn12 Ac produces a total ground spin 
state S = 10 [16, 22]. Anisotropic exchange ������� with 
D

��

ij
= (J

��

ij
+ J

��

ij
)∕2 − ���Tr(���)∕3 and antisymmetric exchange ���(�� × ��) with 

DDM = (J
��

ij
+ J

��

ij
)∕2 , where �, �, � represent Cartesian coordinates, are small and 

can be treated as perturbations [8].
The last term, the electron–nuclei interaction term, can usually be reduced to 

hyperfine coupling. This interaction is comparably small (splitting in mK region). 
The coupling arises from magnetic dipole-dipole interactions between the nuclei 
i with nuclear spin �� , described by the tensor �� . Hyperfine interaction plays an 
important role in microwave spectroscopy and decoherence mechanisms (see 
Sects. 3 and 4). Nuclear Zeeman effect (similar to the standard Zeeman effect but 
with nuclear gn and nuclear magneton �n ) and nuclear quadrupole interaction, where 
� denotes the quadrupole tensor, may play a role in some cases.

It has to be noted that the interaction with the environment also strongly depends 
on the nature of the electronic states within the metal ion [51]. Hereby, elec-
tron–electron interactions within the ion and spin–orbit coupling (for lanthanide 
ions usually) play an important role. This leads to a shift in energy and to different 
interaction patterns described by the Wybourne formalism [51]. In the case of lan-
thanides, we have to account for spin–orbit coupling and consider the total angular 
momentum in the theoretical description. A thorough study on how to determine 

Fig. 3   Calculations of environmental effects on magnetic properties of a LnDOTA-complex. The pre-
ferred orientation of magnetization is denoted by the blue easy-axis, here exemplarily for a LnDOTA-
complex. Removing the central water molecule results in a 90-degree rotation of the easy-axis. Pictures 
adapted from Ref.  [52]. Reprinted with permission from Wiley-VCH
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crystal-field parameters in a lanthanide compound using a plethora of spectroscopic 
techniques and magnometry techniques is demonstrated in Ref.  [59].

3 � Molecular Spintronics

3.1 � What is Spintronics? A Brief Historical Overview

Spintronics, a rather young research area, investigates how the electron spin can be 
used as an additional degree of freedom in electronic devices. The foundation of the 
field was laid down by the discovery of the giant magnetoresistance effect (GMR) in 
1988 by Fert et al. and Grünberg et al. [60, 61]. Both groups independently observed 
a spin-dependent resistance in alternating thin layers of iron and chromium, where 
iron is ferromagnetic and chromium paramagnetic (see Fig. 4). By varying the thick-
ness of the chromium layers, the ferromagnetic iron layers couple either ferromag-
netically or antiferromagnetically due to RKKY interactions [62–64]. The resistance 
change �R∕R between both configurations amounted to 80%, which is explained by 
the spin nature of electrons (Fig. 4). Because spins pointing antiparallel to the mag-
netization of the layers are scattered, a ferromagnetically coupled stack can be used 
as a spin valve. The importance of their discovery was honored by the Nobel Prize 
in 2007. Nevertheless, the first theoretical model, the two-current model, was devel-
oped by Mott in 1936 [65].

The implementation of the GMR in modern technology revolutionized magnetic 
data storage in hard disc drives [13, 66, 67]. Two ferromagnetic layers with differ-
ent coercivities are utilized here. The first layer acts as a polarizer, while the sec-
ond, with smaller coercivity, as an analyser. More advanced developments using 
tunnel magnetoresistance effects (TMR) made magnetic storage with enormously 
high density possible, which we use nowadays [68, 69]. In TMR, the chromium 
layer is replaced by an insulating layer through which electrons can tunnel. In 1975, 
first developments of TMR devices resulted in a resistance change of 14% at liq-
uid helium temperature (4.2 K) [70] and even less at room temperature. In the 90s, 
further developments were able to increase the value to several percents at room 
temperature using Al2O3 as an insulator layer [71] and reaching 70% [72]. More 

Fig. 4   Principle of the giant magnetoresistance (GMR) effect. The electrons with spins pointing parallel 
to the ferromagnetic iron layers have a lower resistance than the ones pointing antiparallel. This is due 
to the fact that antiparallel oriented spins are scattered within the thin ferromagnetic layers. Therefore, a 
parallel magnetization of the iron layers show a lower resistance than an antiparallel magnetization
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remarkably, by taking MgO as insulating layer an increase of the relative resistance 
change to 220% in 2004 [73, 74] and subsequently to 600% (1100% at 5 K) in 2008 
[75] were observed, and the trip still goes on.

Such spintronic devices constructed via top-down approaches are massively pro-
duced and well established in microelectronic chip devices. To increase the perfor-
mance of microelectronic devices, the chip industry follows the route of miniaturiza-
tion. By approaching nanometer scales, quantum properties like quantum tunneling 
become relevant. Therefore, it is of great importance to investigate the behavior on 
the single-molecule level to understand the quantum behavior better and to adapt the 
benefits of quantum effects to improve current technology. Single-molecule magnets 
[8], in literature also known as molecular nanomagnets, are promising candidates for 
the design of new spintronic elements on a molecular scale [3]. The resulting new 
field of molecular spintronics attracted increasing attention in the last 10 years and 
new effects have been discovered [76–80], opening new particular focus of interests 
such as spin interfaces (“spinterfaces”) [81], and providing potential integration into 
quantum logic devices [82] and potential applications for quantum information tech-
nology [83, 84]. However, not all of them are yet understood due to experimental 
limits and remain to be investigated via new techniques.

3.2 � Addressing Single Molecules in Molecular Spintronics

Addressing single molecules is a challenging task. The experimental setup must 
both be able to detect single molecules and manipulate them. Thus, some dimen-
sions of the experimental apparatus need to be on the single atom level. Three tech-
niques prove to fulfill these requirements [2], which are schematized in Fig. 5: 

1.	 Attachment of molecules on conducting substrates and investigate spintronic 
properties using a scanning tunnel microscope (STM) needle as lead.

2.	 Using break-junctions as leads, where the molecule sits in a nanoscale gap.
3.	 Using a quantum dot (QD) as host and attach the molecule onto it (double-dot 

scheme). Here, the electronic quantum dot is the device itself while the molecule 
provides the spin degree of freedom.

(a)

(b)
(c)

Fig. 5   Investigation techniques in molecular spintronics. a Placing a single molecule on a conducting 
substrate and use an STM tip as lead. b Placing a single molecule in a break junction. c Double-dot 
structure, where a single molecule is placed on a contacted quantum dot. Pictures adapted from Refs.   
[85, 86]. Reprinted with permission from Springer Nature
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In the following subsections, we will discuss the measurement techniques and 
its strengths and weaknesses on some state of the art examples. Eventually, we will 
discuss the drawbacks and draw a possible solution, which adapts techniques com-
monly used in biology to molecular spintronics.

3.2.1 � Quantum Transport and Basic Measurement Technique

In metals or semiconductors, electrons form continuous band structures owing to 
delocalization effects [56]. In molecules, electronic states are generally quantized 
and electrons are localized (except in a few delocalized groups that form � orbitals). 
Attaching a single-molecule to (metallic) electrodes leads to an interaction between 
the quantized energy levels of the molecule and the electron reservoir of the elec-
trodes [86]. This is due to an overlap of the electrode wavefunctions with the molec-
ular ones that finally may lead to a change of bulk molecular properties, where basic 
properties like quantum coherence or magnetic hysteresis of the molecule get lost 
[29, 30].

Due to the quantum nature of molecules, electric currents through molecules 
behave differently compared to classical systems, as illustrated in Fig. 7. The elec-
tronic states of molecules that are connected to electrodes are identical to states of 
quantum dots, and direct parallels to the conduction behaviors of quantum dots can 
be drawn. The conduction behavior of such molecular spintronic systems is deter-
mined from the stability diagram, where a conductance map is obtained by vary-
ing gate and source–drain voltage as shown in Fig.  6. By changing source–drain 

Fig. 6   Size effects on the electronic states, and molecular field-effect transistor (FET). a In a bulk metal, 
the solution of the Schrödinger equation yields a band structure for the delocalized electrons. The pic-
ture represents one band, which can be the conduction band, for instance. When decreasing the size of 
the metals below typically 10  nm, the electrons are no longer delocalized over the metal and start to 
form localized states. Then the band model does not hold any longer and such systems can be treated as 
quantum dots (QDs). b Circuit diagram for a typical quantum dot nanodevice in a field effect transistor 
scheme. The QD is coupled to leads (source and drain) via tunnel contacts. An additional gate voltage 
may be directly applied to the QD which shifts the energy levels within the QD. Picture adapted from 
Ref.  [86]. Reprinted with permission from Springer Nature
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and gate voltage, regions of higher and lower conductance are obtained, which 
can be presented as Coulomb-diamonds (Fig. 6b). From this representation, a rich 
family of parameters are obtained. One gains the energies of adding and removing 
electrons from the heights of the Coulomb-diamonds, and their widths represent 
the gate-coupling parameter. The slopes yield the source, drain and gate-coupling 
parameters [87]. As the stability diagram is affected by external stimuli like mag-
netic fields, molecular phenomena can be studied by investigating the characteristic 
Coulomb-diamonds.

3.2.2 � Molecular Spintronics on Surface‑Deposited Molecules

The simplest approach addressing single-molecule spin centers is by surface depo-
sition on a conducting substrate like gold or copper. However, not every SMM is 
equally suited. The deposition of the archetypal Mn12 clusters has been tried by sev-
eral scientists [88], but only with very moderate success and inconclusive results 
[89, 90]. The grafting of Mn12 clusters on a gold surface, for instance, comes along 
with reduction processes of the manganese ions, which eventually result in a loss 
of magnetic hysteresis at low temperatures. Albeit molecules themselves could be 
deposited well according to XAS measurements, XMCD spectroscopy revealed a 
change in the magnetic nature of the Mn12 cluster.

Fig. 7   Electric spectroscopy on quantum dots. a The schematics show the energy level diagram of a 
quantum dot between two leads, separated by tunnel barriers. Electron transport via tunneling is only 
possible, when either the highest occupied states of the electrodes are in line with an energy state of 
the QD [(second figure in (a)] or when both the potential of the drain electrode is lower than of the 
source and an available QD state lies in between both potentials [third figure in (a)]. When sweeping the 
source–drain voltage Vsd , peaks in the conductance are observed when additional transport channels are 
getting opened. In the ground state [(first figure in (a)], the numbers of electrons on the QD is fixed and 
thus no electron transport takes place. b By adjusting the gate voltage Vg , oscillating regimes of conduct-
ance can be detected. A similar behavior is observed when Vsd is varied. c By plotting the conductance 
against Vg and Vsd , so-called Coulomb-diamonds are obtained. d Co-tunneling processes occurring in QD 
devices with strong hybridization with the leads, which result in a conductance peak without any bias 
applied, denoted as Kondo ridge in (e). However, this effect vanishes when the QD does not carry a spin, 
i.e. it carries an even number of electrons. Picture adapted from Ref. [86]. Reprinted with permission 
from Springer Nature
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Besides interactions with the substrates, the deposition approach suffers from 
several disadvantages and particular requirements on the molecule [32]. It is advan-
tageous to functionalize molecules with binding ligands to make them stick on a sur-
face. Thiol-terminated aliphatic chains showed to stick well on gold surfaces [91], 
while phthalocyanines stick on Ni surfaces via non-covalent interactions [92]. Alter-
natively, adsorption via van der Waals forces can be sufficient on certain surfaces 
[93].

Since deposition is often performed at high temperatures and ultra-high vacu-
ums, some SMMs may decompose during the process [2, 33]. Therefore, proof of 
intact molecules is crucial. Thanks to the plethora of SMMs, some indeed resist the 

(a) (b)

(c)

(d) (e)

Fig. 8   Monolayer of Fe4(L)2(dpm)6 on a gold surface. a The schematic picture shows the thiol bridge of the 
molecule attached to a gold surface. The insight shows the molecular structure of the molecular magnet from 
the top. The green balls represent the exchange-coupled iron atoms and the arrows denote the orientations of 
the single spins. b Image from an STM measurement at room temperature, where the spots indicate the posi-
tions of the molecules. c Molecule-size distribution, which follows a log-normal distribution law. d Even on 
the gold surface, the Fe4 molecule maintains hysteresis behavior, as obtained from XMCD measurements. e 
Time dependence of the dichroic signal at 0.5 K after magnetizing the sample at +2 T and then ramping fast 
to – 0.25 T. The exponential decay is due to slow relaxation of magnetization below the blocking tempera-
ture. Pictures adapted from Ref. [91]. Reprinted with permission from Springer Nature
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deposition [2, 32, 94]. Furthermore, not all metal surfaces are equally suited. On 
the one hand, the substrate has to be reaction stable and should not catalyze chemi-
cal reactions. Otherwise, owing to oxidization changes or reorientation of chemical 
bonds, molecular properties are not preserved. On the other hand, the surface needs 
to be conductive and easy to handle. A good review about fabrication methods and 
molecular systems is available in Ref.  [95].

The Fe4(L)2(dpm)6 SMM [91] and the archetypal lanthanide SMM LnPc2 [20, 92] 
have been successfully deposited on gold and nickel surfaces, respectively (Figs. 8 
and 9). The terbium derivative TbPc2 is particularly interesting. Müllegger et  al. 
showed that its spin state can be manipulated via radiofrequency pulses as demon-
strated in Fig. 10. Since a spin change comes along with different conduction behav-
ior, the radiofrequency technique presents an interesting application for molecular 
spintronics. Promising studies use conformational switching [96] or different Kondo 

Fig. 9   TbPc and TbPc2 molecules on a Au(111) surface. a The STM images show TbPc species with four 
lobes and TbPc2 species with eight lobes. The gold surface is shown in the inset. b Randomly oriented 
TbPc molecules on gold. c A film of TbPc2 molecules. d Coexistence of both species on the substrate, 
where the white boundary marks the edge between these two. Picture adapted from Ref. [99]. Reprinted 
with permission from Copyright (2009) by the American Chemical Society
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Fig. 10   Radiofrequency STM of TbPc2 on Au(111). a Setup of the radiofrequency STM. Via an STM tip, 
tunneling voltage against the substrate can be measured. DC and AC currents are applied simultaneously 
by different sources. The picture on the right shows an STM image of the TbPc2 molecule at 5 K. Via 
DC measurements, the characteristic Kondo peak is observed. b By sweeping the AC frequency at 5 K, 
the conductance shows a peak at certain frequencies. These peaks correspond to spin excitations within 
the molecule resulting in conductance changes. The measurements conclude that transport through the 
molecule is directly connected to the molecular spin state of both the electrons and the nuclei, and thus 
depends on the spin transport channels. By varying the field, the resonance frequencies shift due to the 
Zeeman effect as denoted in (c). Remarkably, no resonances are observed when the tip is placed centered 
above the central ion. This is due to vanishing spatial parts of molecular orbitals. For reference, the spec-
trum of the bare substrate is shown. Pictures adapted from Ref. [100]. Reprinted with permission from 
Copyright (2014) by the American Physical Society

(a)

(c)

(b)

Fig. 11   Break junction example. a Structure of a Co(tpy-SH)2 complex. b Illustration of the break junc-
tion with the molecule between two gold electrodes. The mechanical axial distortion manipulates the 
axial anisotropy parameter D and thus the preferred spin state. Therefore, the conduction through the 
molecule can be controlled. c SEM picture of the break junction before deposition with molecules. Pic-
ture adapted from Ref. [102]. Reprinted with permission from AAAS
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signatures upon applying different voltages [97], which affect the hybridization with 
the surface. DFT analyses are applied to investigate the hybridization [98] and to 
find further interesting molecules for surface deposition.

3.2.3 � Molecular Spintronics on Break Junctions

An approach on which researches are more focused at the moment are break junctions. 
This technique offers the possibility to apply a gate voltage that shifts the energy of the 
conduction channels of the molecules. In this way, a full characterization of the conduc-
tion mechanisms is possible and the technique also enables direct integration of SMMs 
in field-effect transistors (FETs). An example of a break junction is illustrated in Fig. 11. 
However, this approach also shares some of the problems of the STM technique. The 
molecule is again in direct contact with leads which change the electronic structure of 
the molecule via overlaps of electronic wavefunctions. In addition to that, electrons flow 
through the metallic spin centers, which results in reduction and oxidization of the mol-
ecule. This phenomenon alters the magnetic anisotropy of the molecule.

Studies on Mn12-based break junctions showed that also here magnetic hysteresis 
vanishes upon grafting to electrodes [101]. Nevertheless, Jo et al. demonstrated the 
integration into a FET (see Fig. 12). Additional theoretical investigations on the per-
formance have been performed by Heersche et al. [4] enabling direct comparison.

The FET approach offers an elegant way to control the current flow via the gate 
voltage. Investigations on a vanadium-based dimeric molecule showed that the 
spin state can be changed from S = 0 to S = 1∕2 by applying a gate voltage. In 
the S = 1∕2 state, a Kondo signature can be measured and the magnetic impurity 
screens the current [105]. Their studies show that exchange-coupled centers can be 
used as switches for molecular spintronics. Dimeric systems are even more interest-
ing for quantum computation because they allow the possibility of forming superpo-
sition states. Perturbing the interactions between these centers is of current interest 
in research. Via distinct control of the voltage, the superposition can form either a 
pseudo-singlet state or a pseudo-triplet state, as illustrated in Fig. 13 [103].

However, to perform quantum logic operations, the quantum coherence time T2 
must be long (see also Sect.  4). An approach towards measuring quantum coher-
ence times has been shown by Vincent et al. [7] and Thiele et al. [104]. The setup is 
shown in Fig. 14 and the results are displayed in Fig. 15. The investigations clearly 
show that pulsed experiments can be performed on break junctions, enabling the 
possibility of conducting quantum logic manipulations, albeit on nuclear spins. 
Quantum manipulations on electron states are difficult to observe as they interact 
with leads.

Fig. 12   Mn12 Acand Mn12 Cl characterization via break junctions (T = 300 mK). a The variation of the 
voltage opens different conduction channels which result in steps in the I–V-diagram. These steps can be 
shifted upon applying a gate voltage. b Coulomb-diamonds at different magnetic fields for Mn12Ac. The 
green and yellow arrows indicate different transition lines. Only the yellow indicated line shifts upon 
applying a field. The green indicated line does not shift as it corresponds to an excited state of same spin. 
c Coulomb-diamonds at different magnetic fields for Mn12Cl. The yellow arrows mark co-tunneling pro-
cesses observable for small splittings. At 8 T, a clear Zeeman effect is visible. Pictures adapted from Ref.  
[101]. Reprinted with permission from Copyright (2006) by the American Chemical Society

▸
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(a)

(b)

(d)

(f) (g)

(c)

(e)

Fig. 13   Dimer coupled to a break junction. a Experimental setup. The co-dimer offers a conduction 
channel so that electrons do not flow directly through the metallic centers. Therefore, flowing electrons 
do not affect the oxidation state. b Molecular structure of the dimer. c Structure of the binding ligand. d 
Molecular orbital (MO) illustration of the energy levels. The 4T1g state is split via ligand-field and spin–
orbit interactions. Due to pairing, a pseudo-singlet state and a pseudo-triplet state are formed, where the 
pseudo-singlet state is the ground state. e, f Two I–V-characteristics have been repeatedly obtained. Type 
I (e) shows a zero bias anomaly similar to Kondo behavior (assigned as triplet state), while it does not 
appear in type II data (f). g Hysteresis behavior obtained directly after (f). This measurement explains the 
state assignments in (e, f). Via distinct voltage sweeping, one can manipulate the coupling between the 
cobalt ions so that either a triplet or a singlet state is favored. Pictures adapted from Ref. [103]. Reprinted 
with permission from Springer Nature
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(a) (b)

Fig. 14   Setup for pulse experiments on SMMs in break junctions. a Scheme (artist’s view) of the sand-
wiched molecule where the easy-axis (quantization axis) points perpendicular to the plane. b The flowing 
electron interacts with the electronic spin of the TbPc2 molecular magnet, which again is coupled to the 
Tb nuclear spin ( I = 3∕2). Picture adapted from Ref. [104]. Reprinted with permission from AAAS

(a) (f)

(g)

(b) (c)

(d)
(e)

Fig. 15   Spin dynamics of an SMM in a break junction. a Nuclear Zeeman effect of the spin ground state. 
The avoided crossings indicate quantum tunneling of magnetization (QTM). b Stability diagram of the 
quantum dot at 0.1 K. For the following measurements, Vg = 0.9 V and V = 0 have been chosen. c Jumps 
of the conductance when sweeping the field. d Histogram of the conductance jumps for 11,000 field 
sweeps. The four preferential field values are assigned to QTM. e Normalized hysteresis loops by inte-
grating over 1000 field sweeps showing typical QTM signatures. f Rabi oscillations between |3∕2 > and 
|1∕2 > states. The microwave pulse creates a coherent manipulation of the two states. g By exciting the 
system with two �∕2-pulses that are separated by a time delay � , the coherence time was determined to 
T∗
2
= 64 μ s. T1 was determined to 34 s for the |3∕2 > state, and 17 s for |1∕2 >. Pictures adapted from 

Refs. [7, 104]. Reprinted with permission from Springer Nature and AAAS
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3.2.4 � Molecular Spintronics on Double‑Dot Devices

The final approach makes use of grafting molecular magnets on low-dimensional 
substrates such as carbon nanotubes (CNTs) or graphene. The appealing feature 
of CNTs is definitively its possible integration in FETs where it serves as a con-
duction channel between the source and drain electrodes. Attaching molecules 
to the CNT influences the conduction behavior of flowing electrons in different 
interesting ways.

The anchoring of molecules on CNTs can be achieved either via covalent or 
non-covalent binding. Covalent binding is enabled via stacking on defects or 
direct binding on carbon sites (Fig. 16). However, this introduces further scat-
tering centers for electrons and thus degrades the performance of CNT-based 
devices. In contrast, non-covalent techniques have a way smaller impact on the 
CNT structure. In many cases, non-covalent stacking techniques imply �–� 
interactions. Pyrene or porphyrin materials are well suited to stack molecules 
on CNTs (see Fig. 16). By attaching pyrene-terminated alkyl chains, Fe4-based 
SMMs could be successfully grafted on CNTs [106]. Moreover, proteins can be 
bound on the CNT [107]. Furthermore, van der Waals interactions also proved 
to be suited, which has been shown for nanoparticles [108]. Encapsulation of 
Mn12 Ac SMMs is also reported [12].

The electron flow in CNT-fabricated FETs is manipulated by four main cou-
pling possibilities between the SMM and the CNT, which are illustrated in Fig. 17. 
The different couplings, however, strongly depend on the type of binding. For 

(a) (b)

Fig. 16   Covalent and non-covalent binding techniques on CNTs. a Anchoring on CNTs via �–� stacking 
of pyrene or porphyrin groups. b (1) Defects within CNTs serve as covalent binding sites. (2) Polymeric 
groups wrap around CNTs. (3) Fullerenes caught inside the CNT. (4) Stacking of molecules via �–� or 
van der Waals interactions. (5) Direct covalent stacking of carbon sites. Picture adapted from Ref. [109]. 
Reprinted with permission from Wiley-VCH
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non-covalent binding (so-called weak-coupling regime), dipolar coupling (Fig. 17a) 
is present. Dipolar coupling leads to a lowering of the conductance since flowing 
electrons see the SMM as a scattering center [29, 110]. Furthermore, magneto-Cou-
lomb interactions may significantly influence the conductivity. When the spin of the 
attached molecule is inversed, e.g. by a field sweep, a sudden jump in conductance 
is observed [111]. This has been attributed to a change of the Zeeman energy which 
shifts the chemical potential of the CNT. Direct exchange coupling is observed, 
when two molecules of the same species are attached to the CNT via covalent bind-
ing [2]. The covalent functionalization must allow an overlap of the orbital wave-
functions. Finally, the spin center can also interact with flowing electrons via flux 
coupling. This phenomenon is the one that enables detection with CNT-based super-
conducting quantum interference devices (CNT-SQUIDs) [112].

Experiments on pyrene-substituted TbPc2-molecules on CNTs reveal a very 
strong magnetoresistance effect up to 300  % below 1  K [113]. Therefore, such 
devices can be used as very efficient spin valves. The measurements are discussed in 
Fig. 18. Furthermore, nuclear spin-dependent magnetic hysteresis has been observed 
for similar systems in break junctions [114], which proves the suitability of the dou-
ble-dot method (see Fig. 19). Ganzhorn et al. investigated the electron–phonon cou-
pling within the nanodevice. Since the SMM is well decoupled from the leads, it can 
only couple to phonon modes of the CNT. Since phonon signatures appeared as lines 

Fig. 17   Different coupling mechanisms between the SMM and the CNT. The QD, which is a CNT in this 
case, can couple with the SMM via a dipolar interactions, b exchange interactions, c magneto-Coulomb 
interactions or d via flux interactions. The last case is only observable when the leads are in a super-
conducting state. Picture adapted from Ref. [29]. Reprinted with permission from the Royal Society of 
Chemistry
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in the conductance map (Fig. 19d), it was possible to determine the electron–phonon 
coupling constant, albeit with large error bars. It has to be noted that although the 
phthalocyanine complexes have proved to be well suited for CNTs, iron- and manga-
nese-based devices are also under investigations [12, 115].

Graphene can alternatively serve as a QD device. An FET based on graphene 
and multiple aggregated TbPc2-SMMs have been realized by Candini et al. [117]. 
They report the possibility of electrically detecting the magnetization state of many 
SMMs attached to the dot. Furthermore, they were able to determine the magnetic 
anisotropy just by conductance characteristics. Their results are displayed in Fig. 20.

3.3 � Concluding Remarks

In the scope of this chapter, we have presented the three prominent ways of inte-
grating molecular magnets into nanoelectronic circuits. The influences of single 
magnetic molecules on the transport characteristics could be studied and many new 
coupling phenomena on the quantum level have been observed and are still under 
discussion. Nevertheless, some points have to be considered when designing spin-
tronic devices.

Surface attachment of SMMs remains an issue. Only a minor part of the rich 
family of SMMs is suited for one of the three presented contacting methods. The 

(a) (b) (d)

(c)

Fig. 18   Giant magnetoresistance in CNTs with pyrene-substituted TbPc2-SMMs. a Experimental setup. 
The SMM stacks on the CNT via �–� interactions of the decker ligands. Several molecules are grafted 
on the CNT surface. b Conductance measurements at T = 40 mK for different field sweeps (red: up-
sweep, blue: down-sweep). Only in parallel orientation of the molecular spins a high conductance is 
observed, while a low one appears for the exchange-stabilized antiparallel orientation. c Orientation and 
magnetic field amplitude dependence of the magnetoresistance. The red region corresponds to bistable 
regions, while the white one indicates no changes (parallel orientation). The border between the regions 
marks the critical field. d Illustration of the spin valve phenomenon. Pictures adapted from Ref. [113]. 
Reprinted with permission from Springer Nature
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magnetic behavior of SMMs is enormously sensitive to their direct surrounding. 
Electron flow through the spin center may oxidize or reduce the metal ion, which 
results in totally different magnetic behaviors. Contacting to metal leads may also 
change the magnetization state, as shown for the archetypal Mn12 SMM. Therefore, 
a more practical approach is to use less manipulative contacting methods based on 
�–�-stacking that preserves magnetic properties more likely. Furthermore, current 
passing close to magnetic molecules rather than directly through the spin center 
showed to be advantageous, too, which is by the way the opposite of classical spin-
tronics. Therefore, the double-dot approach is the most promising one for the inves-
tigation of quantum spintronic effects on the single-molecule level and integration 
into nanocircuits. Anchoring SMMs in graphene devices could open a new range 
of possibilities in the near future due to the two-dimensional landscape, with novel 
architectures and yet unknown interaction phenomena. The interactions with mass-
less relativistic electrons in the Dirac model [118, 119] yield an especially fruitful 
ground for scientists [29].

In general, reproducibility remains a partially unsolved issue. The deposition 
and grafting processes are not reliable enough in a way that every nanodevice 

(a) (d) (e)

(g)
(b)

(c)

(f)

Fig. 19   Electron–phonon interactions in CNTs with pyrene-substituted TbPc2 -SMMs. a Chemical struc-
ture of the pyrene-substituted TbPc2-SMM. b SEM picture of the CNT-NEM (nanoelectromechanical 
system) grafted between two leads on a metallic gate (blue) and Si++ backgate (brown). c Single-elec-
tron tunneling mechanism (SET). Due to SET, the equilibrium position of the CNT is shifted along its 
rotational axis [116], which is proportional to the electron–phonon coupling constant. Therefore, the 
electron is caught in an excited vibrational state (marked red). If the tunneling rate �out is larger than 
the relaxation rate � , equidistant signatures parallel to the edges of the Coulomb-diamonds (d), marked 
with black arrows, are observed. d Stability diagram for different gate Vg and source–drain voltages Vsd 
obtained at B = 1.4 T and T = 20 mK. e Extracted energies of the vibrational states (black diamonds), 
fitted with a linear law, at Vg = 18 mV. The fit gives a longitudinal stretching mode energy of ℏ� = 180 μ

eV. From the current intensity, the electron–phonon coupling constant (blue circles) could be determined 
to g = 0.6 ± 0.3 , indicating strong coupling. f Zeeman splitting of the hyperfine-coupled ground state. If 
the energy difference fits to the phonon energy, the electron relaxes and goes into an excited vibrational 
state. g Magnetic hysteresis for a magnetic field parallel to the quantization axis of the CNT. The sudden 
jumps are due to changes of the total spin state. The absolute transition position depends on the popu-
lated nuclear spin state. The signature is similar to Fig. 15c. Pictures adapted from Ref. [114]. Reprinted 
with permission from Springer Nature
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behaves the same. However, by choosing proper ligands, the orientation of mol-
ecules can be controlled. Thus, chemical engineering of SMMs is still a very 
important field for molecular spintronics. Perhaps novel advanced routes in chem-
istry could solve this problem. Nevertheless, the control over the orientation of 
the nanoscopic gaps remains challenging.

Although many phenomena have been observed up to now, some of these 
are not yet fully understood. For instance, it is still unclear why no additional 
transverse anisotropy terms have been observed in the grafted SMMs, which one 
would intuitively expect due to the new surrounding [29]. Effects on the manipu-
lated phononic environment have been unclear for a long time, but first promising 
results have been reported recently [120]. The creation of new theoretical models 
is thus an important research field.

One goal of molecular spintronics, often mentioned in the literature, is the 
integration into quantum computational devices, which seems natural as it oper-
ates on the atomic level. To perform quantum logic operations, the quantum 
coherence time, particularly the phase-memory time, must be sufficiently large 
enough, but is decreased via dipolar and hyperfine interactions rapidly. The path 
towards quantum coherence measurements of the electron spins have not yet 
been achieved, but is currently under development. So far, coherence times of 
nuclear spins have been detected as shown in Sect.  3.2.3. Observed electronic 
phase-memory times of SMMs usually lie in the (sub-)μs-regime (see Sect.  4), 
which could be even lower when in contact with flowing electrons and would thus 

Fig. 20   Graphene FET transistor with a single pyrene-substituted TbPc2 -SMM. a Stacked SMM on a 
graphene lattice. b Idealized scheme of the FET. c SEM picture of the FET. The purple colour represents 
the SiO2 substrate and etched graphene. d Conductance mapping as Coulomb-diamonds. The structure 
indicates that the nanoelectronic device operates in the Coulomb blockade regime. e Conductance hyster-
esis at a fixed backgate voltage. The hysteresis origin is profoundly discussed in Ref.  [117]. The authors 
ascribe it to magnetization reversions of the SMM at small fields. f As the hysteresis depends on the 
easy-axis orientation (as typical for SMMs), a two-dimensional map of the conductance against the field 
direction reveals the orientation of the molecule, which agrees with crystalline data. Pictures adapted 
from Ref. [117]. Reprinted with permission from Copyright (2011) by the American Chemical Society
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require demanding readout-techniques. To gain insight the effect of flowing elec-
trons on quantum coherence, new approaches need to be developed.

4 � Pulsed and Transient Electron Paramagnetic Resonance 
Spectroscopy

Electron paramagnetic resonance (EPR) has proved to be a great tool to explain the 
spectroscopic and magnetic behavior of SMMs [8, 11]. In general, EPR covers a 
wide range of spectroscopic methods, in which the absorption either with or without 
an external magnetic field is measured in the range of ≈ 1–1000 GHz. EPR spec-
troscopy is a huge research area, and a plethora of techniques have been developed. 
As we will only discuss a small part here, the interested reader may have a look 
into Refs. [121–124] for an overview on EPR techniques. This chapter is mainly 
focussed on pulsed and transient EPR, which give a detailed view on relaxation 
and spin dynamics of molecules. Combining pulsed EPR techniques with spintron-
ics would yield an unprecedented picture of electron flow effects on magnetization 
dynamics. Therefore, we review the transient EPR technique, which allows studying 
perturbations between flowing electrons and spin centers in a well-defined geometry 
of donor-acceptor molecules.

4.1 � Motivation: Understanding Quantum Coherence in SMMs

In modern computers, information is stored and processed in forms of two states 
“1” and “0”. However, imagining storing information in more than two ways, for 
example, as any superposition of “1”s and “0”s (i.e. a|1 > +b|0 > ) as qubits, would 
greatly enhance computational power, and even overcome current encryption tech-
nology with ease [9, 125]. As theoretically demonstrated by Leuenberger and Loss 
[10], SMMs are able to perform Grover’s quantum search algorithm enabling storage 
of 22S+1 numbers, thus having some potential applications for quantum computation.

To perform quantum logic operations, the phase relationship must be maintained 
for a reasonable duration (coherence time T2 ) to allow finishing a computation with-
out any errors. Investigation of decoherence mechanisms, such as electron–nuclei 
or dipole–dipole interactions [126, 127], is crucial for the rational design of SMMs 
with long coherence times. Pulsed EPR gives direct access to the coherence times, 
so that decoherence sources can be studied profoundly.

Due to the possibility of controlling and manipulating molecular centers individ-
ually, SMMs are interesting objects for integration into quantum computation. The 
mesoscopic nature together with the large magnetic moment of SMMs enables eas-
ier control than atomic objects. Alternative approaches make use of quantum dots 
[128–130], superconducting qubits [131], entangled states in trapped atomic ions 
[132] and nitrogen-vacancy centers in diamonds [133, 134], where addressability or 
the maintenance of quantum behaviors are still important issues [9]. Via pulsed EPR 
the state of SMMs can be controlled and environmental perturbations investigated.
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The integration of SMM qubits in devices is an important issue for quantum 
technology. However, control mechanisms are not well developed yet and require 
innovative approaches. Therefore, integrating pulsed EPR in electronic nanodevices 
could enable a revolution for quantum computation.

4.2 � Basic Principles of Pulsed EPR

We consider a spin-1/2-system. The Zeeman effect (Eq. (3)), splits MS = +1∕2 and 
MS = −1∕2 states as shown in Fig. 21. Since MS = +1∕2 has a lower energy, it is 
stronger populated than the excited state following Boltzmann distribution. Accord-
ing to the magnetic dipole selection rules �S = 0 and �MS = 0,±1 [135], the system 
can be excited by an absorption of a photon. This energy lies typically in the micro-
wave regime.

Frequencies widely used in EPR spectroscopy lie in the X-band (9.5 GHz), Q-band 
(35 GHz) and W-band (94 GHz) ranges. To fulfill the resonance condition, the field 
needs to be swept. For a free electron with g = 2.0023 resonance at those frequencies 
appears at 0.3390 T, 1.213 T and 3.354 T, respectively. The measured signal typically 
has a derivative shape due to field-modulation in the measurement process. If the sys-
tem is continuously irradiated with microwaves at or close to resonance, the popula-
tion between these two states oscillates. This phenomenon is known as Rabi oscillation 
[136].

Access to the spin dynamics of magnetic clusters is achieved via time-domain exper-
iments such as pulsed EPR. Furthermore, performing quantum operations is quite simi-
lar to pulse EPR techniques, as both work with pulses of variable lengths and phases 
that match the energy difference between the involved states [11]. In the following we 
will discuss the phenomena on a qualitative point-of-view. The quantitative analysis of 
pulsed EPR is carried out extensively in [124] and only final results will be shown here.

(a) (b)

Fig. 21   Energy splitting of a spin-1/2-system in a magnetic field. a The energy splitting scales linearly 
with the magnetic field in any direction for a spin-1/2-system. However, for S > 1∕2 the splitting only 
scales linearly when the magnetic field is parallel to the quantization axis. The red lines show the transi-
tion frequencies. W-band experiments demand approximately ten times stronger magnetic fields com-
pared to X-band experiments, but the stronger splitting increases the resolution by a stronger population 
difference. b Typical derivative absorption signal of an EPR experiment
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One of the simplest pulse schemes in pulsed EPR is the “Hahn-echo” experiment 
demonstrated in Fig. 22, which is also known as “primary echo” [137]. The following 
descriptions are discussed in the reference frame of a rotating coordinate system. The 
Hahn-echo experiment consists of a �∕2 − � − � − �−echo sequence. During the evo-
lution time � , the magnetization processes in the xy-plane and interacts with the envi-
ronment, which perturbs the spin evolution. After 2� the magnetization in y-direction 
follows

where Tm denotes the experimentally accessible phase-memory time, which is a 
lower limit for the real spin–spin relaxation time T2 [11]. Moreover, T2 can also be 
extracted from linewidths of cw-EPR measurements. In contrast, the easiest way to 
gain the spin-lattice relaxation time T1 is via a simple �-pulse. It can be identified as 
the exponential time constant in the saturation recovery signal.

4.2.1 � Spin‑Lattice Relaxation

The spin-lattice relaxation time T1 originates from interactions of the spin with pho-
nons. In fact, it corresponds to the time to overcome the anisotropy barrier (Fig. 2a), 
where phonon interactions induce transitions with �MS = ±1, ±2 [8] thus caus-
ing “climbing” of the energy barrier that leads to a nonmagnetic equilibrium. The 

(10)My = My,0 ⋅ exp(−2�∕Tm) ,

(a)

(b)

(c)

Fig. 22   Hahn-echo experiment in the rotating frame approximation. a The Hahn–echo experiment con-
sists of a �∕2 − � − � − �−echo pulse scheme. At first, the sample is magnetized in z-direction, shown 
on a Bloch sphere in (b). A �∕2-pulse polarised in y-direction tilts the magnetization into the xy-plane, 
where it evolves freely for a certain time � . After � , a �-pulse adds a phase so that the spins evolve back. 
When all the single spins align again, which happens after another time delay � , a signal (“echo”) is 
measured. c By increasing � , the echo signal decreases exponentially due to decoherence effects originat-
ing from interactions with the environment. The time constant T2 denotes the coherence time
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relaxation time is temperature-dependent and follows an Arrhenius law (Eq. (1)). 
The inverse attempt frequency �0 can be understood as the slowest possible phonon-
induced spin transition, usually closed to the top of the energy landscape [11].

Access to T1 is enabled by performing saturation recovery measurements [124]. 
In the simplest case, this method uses a single �-pulse and the signal recovery is 
measured. More advanced is the inversion recovery technique, which involves a

� − �r − �∕2 − � − � − �−echo sequence (Fig.  23a) [141]. The acquired signal 
then obeys

where the evolution time �r needs to be varied and � is fixed, but small. Conse-
quently, T1 also limits the repetition rate of the experiment. Furthermore, in the satu-
ration recovery technique effects from spectral diffusion are detected if the inhomo-
geneous linewidth of the EPR signal is larger than the pulse excitation bandwidth. In 
this case, deviations from Eq. 11 and a dependence on the excitation pulse duration 
is observed [138]. Spectral diffusion is caused by molecular tumbling, nuclear spin 
interaction and cross relaxation [138, 142]. In many cases, spectral diffusion effects 
can be removed via echo-detected saturation recovery (Fig. 23b), which involves a 
longer initialization pulse with a lower amplitude [138, 143]. Moreover, via stim-
ulated-echo decay measurements involving a �∕2 − � − �∕2 − �r − �∕2 − �−echo 

(11)s(�r) = s0
[
exp(−�r∕T1) − 1

]
,

(a)

(b)

(c)

Fig. 23   Pulse sequences for the inversion recovery technique. a Inversion recovery. A �-pulse initiates 
the inversion. By varying �r and fitting with Eq. 11, the spin-lattice relaxation time T1 can be extracted. b 
Echo-detected saturation recovery. c Stimulated-echo decay. Picture adapted after Ref.  [138]
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sequence, spectral diffusion effects can even be enhanced [124]. In addition, two-
phonon-induced relaxation may also play a role. They are classified as Orbach relax-
ation, where an additional real excited state is involved, or Raman relaxation, where 
an excited virtual state plays a role [54, 144, 145]. We note that the relaxation kinet-
ics can also be acquired from dynamic magnetometry. By measuring the in-phase 
and out-of-phase magnetic moment in an alternating magnetic field, the spin-lattice 
time T1 can be extracted [8].

The first molecular magnetic compounds to show quantum coherence via 
pulsed EPR were the antiferromagnetically coupled rings Cr7 Ni and Cr7 Mn with 
S = 1∕2 and S = 1 , respectively [140]. From the results shown in Fig.  24 one 
can observe the typical Arrhenius-like temperature dependence of T1 indicating 
phonon-induced relaxation. Furthermore, the authors observed a variation of 
two in T1 when choosing different magnetic fields for the measurement, which is 
due to orientation-selective excitation of parts of the powder. This gives rise to 
the conclusion that magnetic anisotropy and the related zero-field splitting play 
an important role in relaxation. Furthermore, a follow-up by Schlegel et al. (see 

(a) (b) (c)

Fig. 24   Structure and T1 of powder samples from the antiferromagnetic rings Cr7Ni and Cr7Mn. a Chem-
ical structure of Cr7 M. b X-band Hahn-echo intensity in dependence of magnetic field measured at 4.5 K. 
The green curve for (B) corresponds to a simulation with parameters S = 1 , g = 2 , D = 21GHz and 
E = 1.9GHz . The (B) spectrum is quite broad due to its S = 1 spin nature and the zero-field splitting that 
exceeds the microwave frequency. c Temperature dependence of T1 for Cr7 Ni (blue circles) and Cr7 Mn 
(red squares). The exponential decay indicates typical phonon-induced relaxation behavior. Remark-
ably, although the spin is different (1/2 vs. 1), the temperature behavior is almost the same for both com-
pounds. Pictures adapted from Refs.  [139, 140]. Reprinted with permission from Wiley-VCH and Copy-
right (2007) by the American Physical Society

Fig. 25   Inversion recovery 
measurements on Cr7 Ni for 
different concentrations and 
temperatures. The inversion 
recovery measurement was 
performed using a more exotic 
� − � −

2

3
� − �fix −

2

3
� − �fix−

echo sequence. Picture adapted 
from Ref. [146]. Reprinted with 
permission from Copyright 
(2011) by the American Physi-
cal Society
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Fig. 25) at W-band frequency (94 GHz) revealed very similar T1 values (2.9 μ s at 
W-band (4.5 K) vs. 3.5 μ s at X-band (4.5 K)) [146]. The difference may originate 
from experimental errors like temperature shifts.

Two-phonon transitions also appear in SMM spectroscopy. The unusual strong 
temperature dependence of a trinuclear Fe3 SMM could only be explained by assum-
ing either Orbach or Raman relaxation [147]. Mitrikas et al. concluded that Orbach 
is more probable, as a Raman fit yields an unusually high fitting exponent.

Furthermore, different relaxation paths also may play a role. Takahashi et  al. 
revealed via stimulated-echo experiments on an Fe8 complex that two relaxation 
processes with different time-constants T1,short = 1 μ s and T1,long = 945 μ s occur at 
1.27 K (see Fig. 26). They attribute the shorter time to spin diffusion and the longer 
to real spin-lattice relaxation, but they note that it is probably too high compared to 
the literature values [148, 149].

4.2.2 � Spin–Spin Relaxation and Phase‑Memory Times

The first observations of quantum coherence on SMMs were published around 2000 on 
Fe8 and Mn12 clusters [151]. However, in this case quantum coherence was not meas-
ured via pulsed EPR. Early calculations yielded a lower limit for the coherence time of 
about 1 ns in a manganese-based dimer [152]. However, a large step towards possible 
application of molecular magnetic compounds as quantum logic elements was achieved 
by Ardavan et al. in 2007. Via pulsed EPR they observed quantum coherence in Cr7
Ni-clusters reaching a phase-memory time of 3 μ s at low temperatures [140]. This result 
demonstrates that coherence times can be actually much larger. The basic pulse scheme 
for determining the phase-memory time is shown and explained in Fig. 22. In subse-
quent years, many follow-ups both based on both transition metal and lanthanide ions 
have been reported [146, 147, 150, 153–158], where phase-memory times between 
hundreds of nanoseconds and 15 microseconds have been observed.

(a) (b)

Fig. 26   Determination of spin-lattice relaxation in an Fe8 SMM. a Chemical structure of the Fe8 SMM. 
b Measured echo intensity from stimulated-echo experiments and fitted relaxation time. Picture adapted 
from Ref. [150]. Reprinted with permission from Copyright (2009) by the American Physical Society
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(a) (b)

Fig. 27   Hahn-echo sequence on the antiferromagnetic rings Cr7Ni and Cr7 Mn. a Decay of the echo 
intensity upon the time delay for Cr7Ni. The perdeuterated Cr7 Mn sample (B) shows a slower decay 
yielding a longer coherence time. The overlaying oscillations are due to the ESEEM-effect (electron spin 
echo envelope modulation) [124, 159, 160]. The modulation occurs due to anisotropic hyperfine or quad-
rupolar interactions with nuclear spins I > 0 , where forbidden transitions with �mI ≠ 0 are involved. The 
modulation frequency amounts to 16.6 ± 0.1 MHz. ESEEM can be suppressed using long pulses, as done 
in (A). The green dashed line represents a fitted curve. b Temperature dependence of T2 for protonated 
Cr7 Mn (open red squares), protonated Cr� Ni (open blue circles) and deuterated Cr7 Ni (full blue circles). 
Deuteration enables a much higher coherence time. Figures adapted from Ref. [140]. Reprinted with per-
mission from Copyright (2007) by the American Physical Society

(a)

(b)

(c)

(d)

Fig. 28   Enhancing the phase-memory time of Cr7 Ni by chemical engineering. a Chemical structure of 
Cr7 Ni and the different substituents (Cr: green, Ni: dark green, F: yellow, templating cation: blue, bridging 
ligands: red). b X-band Hahn-echo decay at 1.5 K for Cs+ as central templating cation and d-Piv as bridging 
ligand. The extracted phase-memory time amounts to 15 μ s. c Effects of different bridging ligands on phase-
memory time Tm and stretch factor x in frozen h-toluene solution. Deuteration of Piv leads to a huge increase 
of Tm at low temperatures. As cations, Et2NH

+
2
 , d-Et2NH

+
2
 and Pr2NH

+
2
 , where used for 1, 2 and 3, respec-

tively. d Deuteration effects of the solvent on Cs+ templated compounds. Picture modified and adapted from 
Ref. [156]. Reprinted with permission from Copyright (2012) by the American Physical Society
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4.2.3 � Quantum Coherence Mechanisms in Cr
7
M

Ardavan et al. determined a phase-memory times of 379 ns at 4.5 K for Cr7 Ni by 
fitting the 2�-dependence with an exponential law. The ESEEM modulated signal 
in Fig. 27 indicates strong interactions between the spin center and the nuclear spin 
of protons. In fact, the phase-memory time can be increased by deuteration of the 
sample. Compared to hydrogen, the gyromagnetic ratio of deuterium is six times 
smaller and therefore the ESEEM frequency is reduced approximately by a factor 
of six, giving 2.556 ± 0.005MHz from the fit. At the same time, the phase-memory 
time is enhanced sixfold giving 2210 ± 20 ns. Therefore, main decoherence source 
are protons in this case.

Further investigations showed that the phase-memory time of Cr7 can be 
increased to 15 μ s by chemical engineering [156] (see Fig.  28b), including varia-
tions of the central templating ligand and carboxylate bridging ligands. To account 
for a distribution of relaxation dynamics, the fitting function has been modified to

where x denotes the stretching factor. A stretching value close to 1 indicates spin 
diffusion, while x > 1.5 is a hint for nuclear spin diffusion, where protons are sus-
ceptible to positional disorder [156]. Spectral diffusion due to rotation and libra-
tion of methyl groups in molecule 1 lowers Tm significantly (Fig. 28c). Bond vibra-
tions do not play a role at the investigated low temperatures. Deuteration leads to 
the same result as discussed before [140]: the weaker dipolar coupling of D leads to 
less spin-flips of electrons thus increasing Tm . Compound 3 has an increased rigid-
ity giving rise to an increase of Tm compared to compound 1. Although the nuclear 
spin-flop rate is small ( ≈ 10  kHz), the coupling to a large nuclear spin bath may 
increase decoherence [157]. Deuteration of the solvent has marginal effects on the 
alkyl-ammonium complexes, but considerable ones on Cs+-templated compounds 
(see Fig. 28d).

(12)s(2�) = s0 exp(−(2�∕Tm)
x),

(a) (b) (c)

Fig. 29   Halogen-modified Cr7 Ni. a Structure of investigated ligands. b Deuteration of the solvent does 
not show relevant effects on Tm for the fluorine bridging ligands (alkyl-ammonium-templated compound 
Pr2NH

+
2
 ). c Effect of deuteration on the Cs+-templated compound. Picture modified and adapted from 

Ref. [157]. Reprinted with permission from Copyright (2014) by the American Physical Society
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A more recent study investigates the effect of halogen-modification on Cr7 Ni 
(Fig. 29) [157]. ESEEM was observed for deuterated toluene at the characteristic 
deuterium Larmor frequency, due to the small magnetic moment of D compared 
to 1 H and 19 F. Due to the heavier 19 F atoms, spectral diffusion via rotation and 
libration of the methyl groups of the ammonium cation is less probable. Tm there-
fore increases with decreasing temperature continuously reaching similar values 
as for h-ben and d-ben in d-toluene. The hypothesis is supported by comparing 
the results with the Cs+-templated compound, which seems to not affect coher-
ence (see Fig. 29c).

Measurements at W-band frequencies reveal that the interactions between the 
electron and the proton spins are dipolar. The coupling strength is around 2 MHz 
[146]. Thus, the coupling to protons represents the largest decoherence path in 
Cr7 Ni rings.

More interesting for applications are measurements in the solid phase, but the 
interactions with neighboring molecules may efficiently decrease Tm . Therefore, 
a Cr7Zn-ring compound with S = 3∕2 was played as dopant into a diamagnetic 
Ga7 Zn host [161]. Depending on the probed transitions selected by different mag-
netic fields, phase-memory times of 870 ns, 660 ns and 580 ns were observed at 
2.1 K. Embedding molecular magnets in diamagnetic matrices is thus a promis-
ing way to find new possible molecular that directly show quantum coherence in 
the solid state, albeit the total spin density is reduced.

4.2.4 � Further Examples

Ideal investigation conditions for the W-band regime is given by an Fe4 SMM 
[146], where the zero-field splitting between the lowest ( MS = 5 ) and the first 
excited state ( MS = 4 ) amounts to 92.4 GHz, which is close to the central W-band 
frequency of 94.3  GHz. The phase-memory time could therefore be measured 
without an external field, while measurements with field showed ESEEM modu-
lation of the signal. In this case, coupling to protons of the molecular magnet does 
not lead significantly to decoherence, but the influence of the solvent is stronger. 
Exchanging the solvent by CS2 , which has almost no nuclear spin, increased the 
phase-memory time by a factor of two.

In another example of a V15-based SMM, local hyperfine coupling to vana-
dium with I = 7∕2 drives the main decoherence path. More interestingly, only 
the excited state with S = 3∕2 shows quantum coherence, while the ground state 
with S = 1∕2 does not [155, 162]. Furthermore, quantum coherence studies on 
molecular V(IV)-based complexes ( S = 1∕2 ), comprising a carbon-sulfur scaf-
fold, have attracted great interest. First results showed coherence times in the sub-
microsecond regime at 10 K, when dissolved in the, almost, nuclear-spin free sol-
vent CS2 , which forms a glassy matrix [163]. Measurements on different nuclear 
spin-free V(IV)-based complexes, dissolved in the polar non-glassy solvent SO2 , 
showed a similar range [164]. Via chemical methods, it was possible to inves-
tigate the distance dependence of decoherence caused by nuclear spin-bearing 
propyl groups. Interestingly, it was found that upon reducing the distance from 
6.6 to 4 Å  coherence times increased strongly [165]. This indicates that nuclear 



1390	 M. Slota, L. Bogani 

1 3

spin-bearing nuclei close to the V(IV) metal center do not contribute to decoher-
ence. Furthermore, charge densities of these complexes seem to play a role in 
decoherence [166].

It is envisaged to reach large coherence times not only at cryogenic, but also 
at room temperature. Here, coherence times are limited by spin-lattice relaxation. 
Therefore, it is also important to investigate the effects of vibronic modes and 
spin-phonon interactions on decoherence, which act over a broad temperature 
range. In vanadyl complexes, it was found that magnetic fields can have minor 
effects on T1 times, so that higher frequencies, which require larger fields, can be 
used in such potential molecular qubits [167]. This is, however, not always the 
case [168]. Moreover, vanadyl complexes show a strong spin-phonon bottleneck 
effect, where T1 times vary over orders of magnitudes depending on the crystallite 
size [169]. In a comparable studies with a Tris-chelated vanadium complex, vana-
dyl complexes outshine them. One reason is the larger phononic excitation energy 
of the V–O bond compared to an V–S bond. The exact mechanisms are still under 
discussion and thoroughly analysed in Ref.  [170].

Eventually, it is the goal to reduce the efficiency of spin-phonon interactions. 
A combination of experimental and theoretical design [170, 171], and knowledge 

(a)

(c)

(b)

Fig. 30   Influence of spin and spin–orbit coupling on decoherence. a Investigated compounds varying 
spin S and spin–orbit interaction � , respectively. b Echo intensity decay for compound 3 in water/glycerol 
at different temperatures. c Fitting results from echo intensity decays. Pictures and table adapted from 
Ref. [175]. Reprinted with permission from Copyright (2014) by the American Chemical Society
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on chemical building blocks [172], has the potential to create potent molecular 
qubits that can be used for spintronic applications [173, 174].

4.2.5 � Influence of Spin–Orbit‑Coupling and Spin State on Phase‑Memory Time

In the previous section, we mainly discussed the influence of nuclear spin bath of 
the surrounding. Generally, both the spin state itself and spin–orbit coupling are 
crucial points for the design of possible molecular magnetic materials that show 
quantum coherence. Graham et al. performed investigations on T2 for two compound 
series, where either the spin state or the spin–orbit interaction at fixed spin is varied 
(see Fig. 30) [175]. The general trend for the spin series shows a decrease in T2 for 
increasing spin. The authors note that this is due to increased intermolecular dipole 
interactions and stronger coupling to the nuclear spin bath. However, the maximum 
T2 at 22 K shows compound 2, which we attribute to the 90 % abundance of 50Cr, 
52 Cr and 54 Cr with no nuclear spin thus almost cutting off one decoherence path.

The spin–orbit series measurements reveal an increase of T2 with increasing 
spin–orbit interaction, which is counterintuitive since spin–orbit coupling mediates 
spin-phonon relaxation and would therefore introduce another decoherence pathway 
[175]. The authors concluded that spin–orbit interaction is minorly involved in deco-
herence, and interactions with the nuclear spin bath are thus the driving force for 
decoherence. They supported their conclusion with respect to T2 of compound 1, 
which shows the largest T1 in the spin series despite having the largest spin–orbit 
coupling. Perhaps spin–orbit coupling is even responsible for their observations, but 
the concrete coupling mechanism is not yet well understood.

In the investigations shown, we have seen many different interactions that lead 
to decoherence. However, it is not possible to generate a recipe for maximizing 

(a)

(b)

Fig. 31   Time-resolved transient EPR scheme. a A pulse controller triggers both the pulsed laser and the 
W-band spectrometer. It provides the possibility to set arbitrary delays between the pulses. Alternatively, 
the trigger of the laser can be used to trigger the spectrometer. The OPO (optical parametric oscillator) 
enables tuning of the wavelength. The sample is placed in a cryostat in an external magnetic field. b 
Hahn-echo sequence after initialization with a laser pulse. Scheme adapted after Ref.  [179–181]
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coherence. We have seen that decoherence mechanisms playing an important role 
in one compound may be negligible for another and vice versa (see Cr7 Ni and Fe4 
investigations). Every case has to be treated differently. Nevertheless, the publica-
tions showed how the single influences can be analytically determined and controlled 
by chemical engineering. However, the effect of flowing electrons on phase-memory 
times has not yet been studied. An approach towards electron flow interactions can 
be transient EPR, which is a powerful tool for studying biological samples and solar 
cells.

4.3 � Transient EPR (TrEPR)

Transient, which is the opposite of persistent, generally denotes processes that 
involve non-steady state and produce a decaying signal. The term “transient EPR” 
denotes EPR experiments, where the interesting properties are induced with light 
[176–178]. The typical transient EPR scheme is depicted in Fig.  31. Due to its 
novelty for molecular magnetism, we will first have a look on the possibilities 
TrEPR offers in other disciplines and draw perspectives for molecular spintronics 
with SMMs. Here, donor–acceptor dyads and triads, where in the latter a mol-
ecule is sandwiched between the donor and the acceptor, play key roles.

4.3.1 � TrEPR in Solar Cell Research

TrEPR can be used to determine the charge separation dynamics within organic 
solar cells. Here, the laser pulse first generates a Frenckel exciton and the exact path-
ways of charge separation can be followed using extensive TrEPR studies. A deep 
investigation on Si- and C-PCPDTBT:PCBM organic solar cells has been performed 
by Kraffert et al. [182]. By characterizing both the single precursors and their blends 

Fig. 32   Charge dissociation in PCPDTBT:PCBM organic solar cells. The photo-excited exciton is effi-
ciently separated in the Si-blends, but much less in the C-blends. In fact, C-blends tend to create triplet 
exciton states instead of free charge carriers. Therefore, such C-blends are less interesting for application 
in solar cells. Picture adapted from Ref.  [182]. Reprinted with permission from Copyright (2014) by the 
American Chemical Society
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for different magnetic field and time ranges (see Fig. 33), the authors were able to 
follow the dissociation route of a photo-excited exciton. The Si-blends tend to form 
free charge carriers, while in the C-blends electron back transfers (BET) dominate 
[183–185], leading to in a low net efficiency as shown in Fig. 32.

In this study, the possibilities offered by TrEPR are fully shown. The TrEPR spec-
tra display a significant difference between intersystem-crossing (ISC) generated tri-
plet states and BET triplets due to different populations of the subspecies [182, 186, 

(A)

(F)

(G)

(B) (D)

(E)

(C)

Fig. 33   TrEPR on organic solar cells. a Molecular structure of PCPDTBT (donor), blended with PCBM 
(acceptor). b–e Inversion recovery measurements reveal a two orders of magnitude larger T1 for C-PCP-
DTBT than for Si-PCPDTBT. Here, T1 represents the spin-lattice relaxation involving light-induced 
polarons. The authors attribute the much higher relaxation times to trapped polarons at defect sites of 
the C-blend. f, g CW-EPR after laser excitation (E: emissive signal, A: absorptive signal). The left fig-
ures show the evolution of the narrow-bandwidth X-band signal, indicating charge transfer (CT) pro-
cess induced by light. The CT comes along with generation of spin-correlated polarons, giving rise to an 
emissive signal for small time delays. For longer delays, the spectrum is purely absorptive. The centered 
graphs measured on pristine PCPDTBT (C and Si) show typical 70-mT-wide triplet signatures (dotted 
lines = simulations). The graphs on the right show the signal for thin films of PCPDTBT:PCBM blends. 
For Si-PCPDTBT:PCBM, the triplet signal is minimal due to efficient exciton dissociation. Pictures 
adapted from Refs. [182, 197]. Reprinted with permission from Wiley-VCH and Copyright (2014) by the 
American Chemical Society
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187]. The BET process follows a signature shown in the right graph in Fig. 33f for 
0.3 μ s delay, where either �T0⟩ or �T+⟩ and �T−⟩ are predominantly occupied, while 
ISC-generated triplet population depends on the zero-field splitting. With the help 
of the Easyspin toolbox for Matlab [188] the authors were able to simulate the time 
evolution of the triplet signal.

For further characterization of solar cells, new methods such as electrically 
detected magnetic resonance (EDMR) are under development [189]. EDMR is an 
ideal technique for any conductive material as magnetic resonance is detected by 
conductivity changes [190]. The most important benefit is its high sensitivity with 
samples below 100 spins having been tested [191–193]. The interested reader can 
find an overview on the different EDMR techniques in Refs.  [194, 195]. First results 
on transient EDMR showed good agreement with TrEPR experiments [196]. We 
foresee that this technique could be a promising tool to observe charge dynamics 
in molecular spintronic elements with photoexcitable or photoswitchable molecular 
components.

4.3.2 � TrEPR in Biochemistry

The interest in understanding the microdynamics of photosynthesis, which is one of 
the most important processes in nature for our life, motivated the development of the 
first TrEPR setups [176, 177]. A protein of central importance is the photosystem II 
complex, in which water-splitting takes place [198, 199]. TrEPR helped to identify 
in which chlorophyll the photogenerated triplet state is located and finally gave rise 
to its relative orientation by analysis of the anisotropy tensor [200]. Furthermore, 
various studies enabled distance measurements of the donor–acceptor pairs in pho-
tosynthetic reaction centers via extraction of the dipolar interaction constant [201, 
202]. Researchers try to mimic nature and create new artificial systems based on 
photosynthesis to build-up a biological source of renewable energies based on CO2 , 
also referred to as solar fuel in literature [203]. However, the overall complexity of 
photosynthesis has not been reproduced so far, as the construction of a concerting 
relationship between all involved reactions remains a challenge, and still some pro-
cesses remain unclear.

Quantum coherence is a phenomenon that has been observed in photosystems 
[204–206], with times of sub-μ s. More precisely, zero-quantum and double-quantum 
coherence were measured. Single quantum coherence involves the behavior of one 
spin, but photoexcitation comes along with formation of radical pairs. Zero-quan-
tum coherence (“quantum beats”) describes the process of a mutually-opposed spin 
flip of a spin pair ( MS = 0 ), while double-quantum coherence describes the spin flip 
of parallel-oriented spins of pairs ( MS = ±1 ). The observation of quantum beats 
strongly depends on the environmental spin bath that lead to decoherence [206]. 
Besides, other biologic matters such as enzymes also show quantum coherence, 
from which information on magnetic coupling could be extracted [207, 208].
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4.3.3 � Donor–Acceptor Triads for Molecular Spintronics

As shown in the last two subsections, spin physics plays an important role in photol-
ysis and in organic solar cells. By understanding their results, similar systems can be 
uses as molecular switches yielding interesting applications for molecular spintron-
ics [209]. The creation of electron donor–acceptor-based molecular switches (D–A) 
requires advanced chemical engineering [210].

One of the first theoretical attempts to integrate D-A1-A2 systems in molecular 
electronics was demonstrated in 1988 [211]. Such molecular assemblies can be real-
ized as shift registers (see Fig.  34) thus opening new perspectives for devices, as 
achieved 8  years later [212]. However, an investigation of spin–spin interactions 
with TrEPR is made difficult, in this case, by the small charge-transfer time, which 
lies in the sub-ps regime. The temporal resolution of EPR electronics, however, is 
around 10 ns.

This scheme motivated the development of donor–bridge–acceptor systems 
(D–B–A), where a bridge delays recombination and intramolecular electron flows 
can be studied via EPR. Nonetheless, the bridge can be functionalized enabling 

(a) (b)

(c)

Fig. 34   Molecular register based on donor–acceptor1–acceptor2 molecules ( D-A1 -A2 ). a Principle of a 
molecular register. The upper image shows the possible deexcitation path after photoexcitation: intra-
molecular charge transfer to A1 (solid line), charge-transfer to neighboring acceptor A2 (adjacent-dotted 
line) and fluorescent recombination (dotted line). The lower picture shows the next step: recombination 
either within the molecule or with adjacent ones. If recombination via QT to neighboring molecules is 
favored over fluorescence, a charged donor is left at the beginning of the chain, which can be interpreted 
as a ’0’. A ’1’ can be achieved via reduction. By repeating the light excitation n times, n bit data can be 
stored. b Possible D-A1-A2 molecule for realization of the register. c Real energy diagram of molecule 
(b). The scheme for hole transport (a) can be analogously adapted to free electron transport. Pictures 
adapted from Refs. [209, 211, 212]. Reprinted with permission from Wiley-VCH and Copyright (1996) 
by the American Chemical Society
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distinct investigations of interactions with a plethora of attachments. Chernick 
and co-workers synthesized a D–B–A–NIT-complex, where a nitronyl-nitroxide 
radical is attached to the bridge (Fig. 35) [213, 214]. The D–B–A building block 
is based on a work by Lukas et al. and Shaakov et al. [215, 216]. By adding the 
nitronyl-nitroxide radical, the lifetime of the charge-separated state is enhanced 
(101  ns vs. 73  ns), which the authors attribute to enhanced intersystem cross-
ing (EISC) by the magnetic field of NITs. Similar behavior was observed for 
TEMPO-attached D–B–A molecules [217, 218]. The interaction pattern leading 
to the shown fits are not trivial and result from ISC and exchange-interactions 

(a)

(c) (d)

(b)

Fig. 35   TrEPR on donor-bridge-acceptor nitronyl-nitroxide (D–B–A–NIT) molecules. a Chemical struc-
ture of the D–B–A–NIT complex. Via excitation with 416 nm light, a radical pair is generated and the 
electron travels via the bridge-molecule to the acceptor. On its way, it perturbs the attached nitronyl-
nitroxide molecule. b TrEPR results. The signal was acquired after a single �∕2-pulse (free induction 
decay, FID). The radical pair signal has been obtained by subtracting the FID for different fields. The 
blue curve is a pure signature of the NIT-radical, as the radical-pair (RP) signal (red) decays much faster. 
The excitation of radical pairs is known to be improbable with �∕2-pulses, but �∕4-pulses can be used 
instead [219, 220]. c X-band EPR of D–B–A–NIT in toluene (A) 60 ns and (B) 320 ns after laser pulse 
(absorptive type), and (C) before laser excitation (derivative type). Five lines are observed in absence of 
light due to hyperfine coupling (D) with two equivalent nitrogen atoms. The evolution shows the distor-
tion generated by the quasi flowing electron. d Energy level diagram of the molecule, resulting from 
exchange interactions within the triradical (CR: charge recombination). The arrows denote possible tran-
sition paths. Figures adapted from Ref.  [213]. Reprinted with permission from Copyright (2006) by the 
American Chemical Society
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between the three radicals, yielding doublet and quartet states (Fig. 35d). Inter-
estingly, the nitronyl-nitroxides remain spin-polarized after charge-recombination 
on a timescale of the radical-pair decay (Fig. 35b), which the authors attribute to 
spin-selective exchange interaction. Furthermore, the donor–acceptor spin–spin 
interactions remain unchanged.

A follow-up by Chernick et al. investigated the effect of different attachments 
to the bridge [221]. The use of BPNO radicals significantly manipulates the 
relaxation path ways. However, spin polarization on BPNO was not observed due 
to larger delocalization of the electron on the radical. Via TrEPR, spin dynamics 
can be tracked, attributed to doublet-quartet transitions [222], and distances be 
measured [223], a technique commonly used in protein research [124]. Another 
approach functionalizes either the donor or the acceptor with a radical group, 
where dynamic spin-polarization has been observed [224]. The rates for charge 
separation do not change considerably for different attachments to the radical, but 
the polarization transfer strongly depends on the exchange interaction between 
the donor and acceptor molecule [225]. While these investigations are valid for 
quasi-wire-like molecular structures, dipolar interactions become important for 
folded structures, where lower exchange interaction result in triplet spin dynam-
ics, rather that quartet ones [226].

The theoretical understanding of all these effects is both crucial and challenging. 
First developments of a toolbox for the investigation of spin dynamics and EISC are 
under development [227–230]. This becomes particularly important for the obser-
vation of unusual effects, e.g. when EISC-induced triplet states play a role in the 
polarization [231]. Zero-field splitting and quantum decoherence during transfer of 
population are reported to be one of the key mechanisms for dynamic spin polariza-
tion in doublet-quartet systems [230].

New approaches investigate the direct photogeneration of spin-polarized elec-
trons via magnetic donors, and spin-selective acceptors [232]. They overcome the 
use of spin valves for molecular spintronics as spin-polarized currents are gener-
ated intrinsically. Furthermore, control over the lifetime has been achieved using 
microwave �-pulses, allowing change of molecular spintronic properties by physi-
cal means [233]. To control the properties electronically, D–B–A systems can be 
functionalized with surface-binding groups [234–237], where basically developed 
techniques for functionalizing SMMs could be adapted and be used for logic gates 
[238]. The design of new D–B–A systems is enabled by a plethora of molecular 
bricks, which are reviewed elsewhere [210, 239–245]. The possibilities D–B–A sys-
tems offer are rich and yet wait to be combined with molecular spintronic systems 
discussed in Sect. 3.

4.4 � Photoswitchable Molecules

In the last section, we discussed the interactions between photogenerated electrons 
and spin centers, which lead to spin polarization. In addition to that, properties of 
molecular magnetic materials can be tuned by external stimuli in general. Beside 
temperature and magnetic fields, the spin state can be tuned by pressure [246], 
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electrical fields [247] and light [23]. As an ultra-clean and fast method, controlling 
nanomagnets with photons is an appealing feature, which we briefly outline here. 
Detailed reviews can be found in Ref. [23, 248, 249].

For long-term switching, where any spin state change is maintained for hours, 
three main concepts have been found so far [29]: valence tautomerism [250–253], 
spin-crossover [254, 255] and photoisomerization [256, 257]. At room temperature, 
such systems are usually in a high-spin state, and undergo a low-spin transition or 

Fig. 36   The three most common processes in photomagnetism. a Valence tautomerism (VT). The graph 
shows the temperature dependence of the magnetic moment. At room temperature, the VT complex is in 
a high spin state. It undergoes a transition to a low spin state centered at around 200 K, where a catecho-
late group is converted to a semiquinone. At low temperatures, the transition can be reversed partially 
by irradiation with light (red curve). When warming up above 40 K, the system relaxes again to the low 
spin state. This behavior is due to the fact that via light the system gets trapped in a meta-stable state. To 
relax, the system needs to overcome an energy barrier either thermally or via quantum tunneling. b EPR 
signal of the VT complex. The EPR-signal decreases upon irradiation. The light-generated (SQ)2 species 
are reported to be EPR-silent [263, 264]. c Spin-crossover complex. Also here, the system gets trapped in 
a metastable high-spin state upon light irradiation showing similar magnetic behavior. d Photoisomeriza-
tion process. Via interaction with different conformations of the azopyride ligand, the nickel ion either 
forms a triplet or a singlet ground state. This process is totally reversible by changing the irradiation 
wavelength from 365 to 455 nm, making it an interesting molecular switch. Figures adapted from Refs.  
[23, 251, 257, 263]. Reprinted with permission from Wiley-VCH, Royal Society of Chemistry and Copy-
right (2007, 2011) by the American Chemical Society
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even diamagnetic transition at lower temperatures. This process can be switched 
back using light at low temperatures. Some examples are depicted in Fig. 36. The 
critical temperatures of such systems usually are below 100 K, except when exci-
tation comes along with reversible reformation of bonds [23]. Such systems could 
soon be getting interested for room temperature applications. Short-term molecular 
switches can be realized using electronic transitions in chromium complexes [258], 
for instance.

Fast electron dynamics is involved in long-term switching [259]. TrEPR studies 
on Cu(hfac)2-NIT breathing crystals revealed that although the spin conversion is 
maintained for hours at liquid helium temperatures, self-decelerating spin dynamics, 
probably due to distribution of relaxation times, at the sub-μ s drive the spin transi-
tions [260–262].

5 � Conclusion and Perspectives

Transient EPR represents an informative tool for the investigation of excited spin 
dynamics, due to the vast amount of information that form the observed spectra, 
which range from zero-field splitting to metric distances between interacting spins. 
Decryption of the dynamics still remains a challenging task, especially when intrigu-
ing phenomena like dynamic spin polarization are observed the first time. The Ham-
iltonian of molecular systems can get enormously complex (see Eq. (2)), and pho-
toexcitation just adds another degree of freedom. Luckily, to a certain degree the 
use of different pulse sequences helps to distinctly select the properties which one 
wants to investigate [219]. Based on the observations, theoretical models have been 
developed. Many efforts have been undertaken to explain the spin polarization that 
occurs in radical-attached triads after photoexcitation, but in our point of view some 
conclusions originating from anisotropy terms [213] need to be investigated more in 
detail. Nevertheless, the results on spin dynamics helped to explain phenomena in 
neighboring disciplines [265].

Up to now, solar cell research and biochemistry mostly benefited from the TrEPR 
technique. Molecular spintronics on D–B–A triads is still a very fundamental field 
of research. Research groups around the world mainly focus on how attachments 
affect the dynamics of the D–B–A systems. However, for a step towards applications 
in spintronics we propose the opposite direction: how does the charge dynamics in 
D–B–A systems affect the properties of attachments, either on the bridge or on the 
acceptor? D–B–A systems provide a basis to investigate charge carrier dynamics not 
only on radicals, but also on spin centers like SMMs, which has not been tried yet. 
Furthermore, it is not yet clear how spin–orbit coupling manipulates the behavior of 
such systems. The studies on the presented radical-based triads give a first hint on 
how interactions via exchange coupling and dipole–dipole interactions drive such 
systems. Moreover, the TrEPR technique intrinsically gives access to the measure-
ment of quantum coherence, which is still a difficult task in SMM-based molecular 
spintronics owing to wavefunction overlaps with electrodes and interactions with 
the phonon bath, as well as device geometry. SMM-based triads have the potential 
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to answer the question how electron flows affect quantum coherence. We discussed 
how the environmental and chemical changes lead to a strong increase of the coher-
ence time, which is useful for the design of possible SMM-triads that could show 
quantum coherence. However, a foreseeable coupling of the spin with the D–B–A-
complex, particularly with its corresponding charge-separated state after photoexci-
tation, might create another decoherence path. Chemical engineering can overcome 
this issue.

Progress in functionalization enabled sticking of D–B–A molecules on surfaces 
[234]. However, the photomagnetism community has not benefited much yet from 
progress in SMM-based molecular spintronics. Integration into nanoelectronic 
devices is particularly appealing as such triads can act as ultra-clean electron donors, 
where interactions with electrons can be controlled with light. Bringing light onto 
such devices could be achieved using nanoantennas which are able to distinctly 
address single molecules [266, 267]. Nanoantennas, as depicted in Fig. 37, are nano-
scopic structures that collect light and transfer the energy to a receiver unit (and 
vice versa). For instance, they can be used to increase the performance of photo-
voltaic systems [268]. Together with nanoantennas, radical-attached triads could 
be an interesting building block for intrinsically generated spin-polarized currents. 
Furthermore, triads offer the unique feature of well-defined geometry, which means 
that the same photo-induced electron flow happens on the single-molecule level 
every time when the triad is being excited by light. Chemical engineering is able to 
draw on a plethora of donor and acceptor groups to tailor triads towards the needs of 
molecular spintronic applications, for which the mentioned results from other disci-
plines are of crucial importance.

An interesting substrate for such molecules are graphene nanoribbons, GNRs. With 
typical widths in the nanometer range, they represent quasi-one-dimensional systems 

(a) (b)

Fig. 37   Nanoantennas as possible building block for molecular spintronics. a Nanoantenna principle. 
The nanoantenna collects incoming light and direct the energy towards a receiver, and vice versa. b 
Structures of different kind of nanoantennes generated via electron-beam lithography and subsequent lift-
off. Figures adapted from Ref.  [266]. Reprinted with permission from Springer Nature
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with most types showing a finite bandgap [269, 270], in contrast to gapless two-dimen-
sional graphene flakes [119]. Such GNRs have recently emerged particular interest. 
Due to advances in fabrication methods, it is now possible to synthesize ultra-clean 
GNRs via an bottom-up approach [271–273]. This allows us to chemically bond mol-
ecules, carrying a spin centre or photoswitchable unit [23, 248, 274, 275], and directly 
integrate into spintronic devices for which fabrication methods exist [276]. Recently, 
it has been able to clearly observe the topological edge state in graphene nanoribbons 
[277], which represented a mainly theoretical concept thus far and experimental hints 
were scarce until then. The edge state is an additional magnetic state in GNRs with 
zigzag-type edges [278, 279], and superior spin filtering properties are predicted [280, 
281], making them promising materials for future spintronic devices. The method of 
choice to investigate spin phenomena is EPR. Using advanced techniques, we can 
decouple the spins from the nuclear spin bath yielding competing quantum coher-
ence times nearly reaching milliseconds, as it has been shown for graphenoids [282, 
283]. Addressing single molecules via EPR can then happen using magnetic scanning 
tunnelling tips [284]. The possibility of chemically grafting molecules allows us with 
endless possibilities to create an entirely new class of spintronic devices and come up 
with new theories on the physical properties of graphene nanoribbons.

The possibility of introducing ultra-fast light-switchable elements in molecular 
spintronic systems on SMM-basis could create a revolution in the field, not only as a 
new control parameter, but also for performing quantum logic operations.
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