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Abstract
For an Artificially Intelligent (AI) system to maintain alignment between human desires and its behaviour, it is important

that the AI account for human preferences. This paper proposes and empirically evaluates the first approach to aligning

agent behaviour to human preference via an apologetic framework. In practice, an apology may consist of an acknowl-

edgement, an explanation and an intention for the improvement of future behaviour. We propose that such an apology,

provided in response to recognition of undesirable behaviour, is one way in which an AI agent may both be transparent and

trustworthy to a human user. Furthermore, that behavioural adaptation as part of apology is a viable approach to correct

against undesirable behaviours. The Act-Assess-Apologise framework potentially could address both the practical and

social needs of a human user, to recognise and make reparations against prior undesirable behaviour and adjust for the

future. Applied to a dual-auxiliary impact minimisation problem, the apologetic agent had a near perfect determination and

apology provision accuracy in several non-trivial configurations. The agent subsequently demonstrated behaviour align-

ment with success that included up to complete avoidance of the impacts described by these objectives in some scenarios.

Keywords AI apology � Multi-objective reinforcement learning � Human alignment � Impact minimisation �
AI safety

1 Introduction

In human-to-human interactions, an apology is a powerful

social tool to communicate awareness of harm caused and

to repair trust [1, 2]. This trust and mutual understanding is

a cornerstone of the functional society in which we work

and live as humans. As Artificial Intelligence (AI) systems

further increase their presence, this trust and mutual

understanding needs to be similarly shared between

humans and machines. Thus, in human/AI scenarios, it is

reasonable to replicate apology in AI systems for use in

human-agent interactions. This paper will introduce the

first framework for an autonomously apologetic AI system,

and provide the results of an implementation of one such

system.

AI apology crosses between AI safety and explainability

(XAI), as an approach for human-alignment and layperson-

accessible explanations of decisions. An apology consists

of three key components: acknowledgment that harm
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occurred, indication of understanding of responsibility for

the harm, and commitment to avoiding causing this harm

again in the future. Apology as a tool for reconciliation

given broken trust in human–machine interactions has been

studied [3], with findings that support the development of

autonomous apologetic agents.

Beyond human behavioural perspectives, practical and

communicative approaches for improving trust in AI have

similarly been proposed. Explainable AI (XAI) focuses

upon improving the transparency of AI decision-making

processes, to provide clarity and justification to actions

such as those that result in undesirable behaviour [4, 5].

Publications in AI Safety include pragmatic approaches for

harm avoidance and self-supervisory wrapper systems

[6, 7] as well as social approaches including exploration of

legal regulation [8]. Recent work in Impact Minimisation

(IM) seeks to generalise and penalise against any impactful

behaviours that are not explicitly aligned with the agent’s

primary objective [9, 10]. The goals of each of these areas

is to improve the practical and perceived standing of risks

that improperly regulated AI systems pose. However, no

prior work exists in which an agent may address both the

practical and social consequences of undesirable behaviour

through apology. This work presents the first framework

and proof of concept for such an agent.

This paper presents the Act-Assess-Apologise frame-

work for application to robotic and agent-based systems

with a requirement for sensitivity to human needs and

preferences. The framework proposes that following each

action, the agent observes the user for a response that is

assessed in context of its recent actions, and apologises

where it recognises the need. In an AI context, behaviour

improvement is demonstrated through prioritisation of

objectives according to these user preferences. Human

alignment in AI is best represented as a multi-objective

(MO) problem [11, 12]. The framework proposed within

this paper has been applied to one such problem, with a

basis of reinforcement learning (RL) to represent a robotic

system in a controlled environment.

This paper makes the following contributions:

• This is the first work to propose a framework for an AI

agent to autonomously identify the need for and

generate a formal apology.

• It proposes an approach for layperson-accessible inter-

active policy selection, to identify a desirable policy

without explicit direction.

• It expands upon multi-objective impact minimisation

by introducing contested additional auxiliary

objectives.

2 Background: apology in human-aligned AI

This section presents the relevant literature from three key

areas: apology, human-alignment in AI and multi-objective

reinforcement learning. This describes the existing

knowledge that has been consulted to inform the contri-

butions of this paper, and provides support for the premise

of apologetic AI.

2.1 What is an apology?

An apology is a social exchange, usually between two

human parties, enacted in atonement for wrongful actions.

It is a fundamental aspect of human communication [2].

When used appropriately, an apology communicates

remorse and supports the repair of trust and relationship

[3].

The definition of an apology is a well-traversed question

within the fields of philosophy and psychology. Smith [2]

deconstructed the complex social ritual to eleven compo-

nents, practical aspects comprising; recognition of and

responsibility for the harm, identification and endorsement

of the moral underpinnings, regret and reform [2]. These

are in addition to implicit considerations regarding per-

formance, intention and reception. A culmination of other

proposals on the matter [1, 13–15] converges with a central

theme for a more concise working definition, consisting of

affirmation, affect and action.

Affirmation involves the recognition of harm caused and

an explanation and ownership of the actions preceding the

harm. This involves an acknowledgement of the self and

the impact of the self on the recipient of the apology. Affect

involves the expression of remorse; the desire that harm

had not occurred. Finally, action involves the implemen-

tation of behaviours that address the consequences of the

harm. In practice, these components are an acknowledge-

ment, an explanation, and a promise to do better [1].

Previous works have addressed the use of apology to

repair trust and build relationship in human-computer

interactions. Considerations for the delivery of the apology

in the establishment and repair of trust in these interactions

is well researched, from the existence [16] and magnitude

[17] of the apology, to the timing of the delivery [17, 18],

to the language used for conversation elements [17, 19] and

the attribution of blame [3, 20]. The research has found that

apology may be beneficial to mitigating negative social

effects of undesirable actions in human-robot interactions.

The effectiveness of this approach depends on how the

agent or robot is perceived [3, 21], as more social and

anthropomorphic agents found greater success. However,

these notable contributions are limited in scope to user

studies with pseudo-AI agents and do not explore the
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implementation of such an agent or of AI-generated apol-

ogy. Applications for AI-generated apology are not repre-

sented in the literature, and thus there is no benchmark

established for this problem. Rather, this research provides

significant insight to the motivations of this paper: that an

approach for practical implementation is required.

2.2 Human alignment and safe AI

Human alignment in AI speaks to addressing the chal-

lenges and opportunities in the field to best suit the needs

and requirements of the human user. This encompasses

practical considerations of safe and beneficial practices,

avoidance of harm to the agent or to the user, and social

considerations of emotional well-being, comfort and

understanding. Adherence to these requirements has been

described as a social contract [22]. AI research without

human alignment is inhibited by these issues [8, 23].

Humans and AI agents interpret and operate within the

world in inherently different ways [24]. These differences

need to be taken into consideration when proposing AI that

operates within human spaces. Similarly, undesirable

behaviours between humans and AI are born of different

origins. For example, in agents driven by the maximisation

of an expected utility (MEU), undesirable behaviour usu-

ally originates from inaccuracies in the agent’s definition of

this utility [9]. It is an inevitability that the agent might

select an action misaligned with the desired outcome,

improperly prioritised or otherwise unwanted: a mistake.

Many approaches to AI safety make use of restrictions,

such as self-supervisory wrapper systems [6, 7]. The folly

of these approaches is that it is not possible to infallibly

define every undesirable outcome [25]. Other approaches

address this issue through internal measures to disincen-

tivise undesirable behaviours. Researchers have argued that

a multi-objective approach is required to support human

alignment in AI [11, 12]. Impact minimisation is one such

approach that penalises against all environmental impacts

outside a defined set of desirable changes [10].

2.3 Multi-objective reinforcement learning

Reinforcement Learning (RL) is an AI development

approach that uses random exploration and prior experi-

ence to determine optimal patterns of behaviour. RL agents

seek to maximise a reward that is provided upon the suc-

cessful completion of a goal, through selection of a policy

that corresponds to the greatest expected reward. Multi-

objective RL (MORL) uses a vector of rewards corre-

sponding to multiple objectives. MORL policy selection

seeks to find and select from the set of Pareto dominant

policies, one for which no improvement against a specific

objective is possible without a loss against some other

objective, as according to a set of priorities [26].

MORL-based Impact minimisation (IM) uses auxiliary

objectives associated with undesirable environmental

impacts, to produce low-impact agents [10]. This founda-

tional algorithm is capable of recognising and considering

prioritisation of impact management as an auxiliary

objective, in opposition to a primary goal. The Act-Assess-

Apology framework as proposed and implemented in this

paper has been applied to an extension of MORL-based

IM. In this application, it refines the agent’s behaviour

through the prioritisation of each auxiliary objective in

accordance with the preferences of the user.

3 The Act-Assess-Apologise framework

An apologetic approach to AI, consisting of acknowl-

edgement, explanation and change in behaviour, can be

leveraged for both practical and social benefits in human-

alignment. For the purpose of this paper, we propose an

apologetic process that may be applied to an AI beha-

vioural cycle for autonomously generated apology. This

process is described as the Act-Assess-Apologise (AAA)

framework, and is a novel contribution of this research.

This framework proposes a step-wise approach to gen-

erating an apology. It is an augmentation to an AI agent’s

action cycle, and relies upon observation of a human user.

The framework consists of three stages, presented in a

recursive cycle as shown in Fig. 1. In the Act stage, the

agent undertakes an action as according to its underlying

algorithm. In the Assess stage, the agent observes the

human user for a reaction. The agent must also consider the

impact of its prior actions as to whether there is reasonable

correlation and potential for these actions to have been

harmful. Implementation requires an assumption based

upon specifics of the application for reasonable inference

of causation to assign self-blame. If the user has reacted

negatively and the agent has determined causation due to

its action, the agent will proceed to the apologise stage.

The apologise stage involves the articulation of an

apology that requires expression of this predetermined self-

Fig. 1 The Act-Assess-Apologise framework presents a three-stage

approach to implementing apology within an AI system
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blame and the reason for the negative reaction. The agent

may acknowledge that they have recognised the user is

upset, and explain the impact of their prior actions that

caused it. The agent completes the apology by describing

and implementing the manner through which it will avoid

this upsetting behaviour in the future. This concludes the

apologetic cycle, and the agent will proceed to the next

action.

This framework has been applied and empirically

evaluated in the context of multi-objective reinforcement

learning, but the same approach could be used in other

agent-based systems.

3.1 Apology-augmented RL

The apologetic framework has been implemented using a

MORL approach. The agent-environment framework,

illustrated in Fig. 2, describes the relationship between this

agent, its environment, and the overlaid apologetic

framework. The traditional RL action sequence defines Act

and determines the agent’s next action as according to its

current policy, analogous to the arrow between Act and

Assess in the AAA framework (Fig. 1). This environment

information in addition to the user reaction is used to

Assess the need for apology. If an Apology is required, it is

provided alongside an adjustment to the agent’s policy

selection, prior to the next Act.

Apology extends the application of IM agents by pro-

viding an approach for interactively adjusting prioritisation

of various objectives [10]. The RL agent will have a pri-

mary objective (P) describing its key task. In addition, it

will have one or more auxiliary objectives (ðAiÞi2f1::kg)
corresponding to other aspects of the environment that the

agent may impact in its attempt to maximise P.

Apology is applied only after the agent has been trained

and exploration is deactivated, as we have assumed that the

agent is fully trained in its task prior to live operation.

What is unknown during training is the preferences of the

human user, and this post-training adjustment approach

allows the agent to select for different preferential beha-

viours for different users. Figure 3 presents this process an

adaptation of a ‘review and adjust’ scenario as discussed in

the MORL literature [11]. The behaviour change enacted

during the apology does not occur due to changes to the

state-action value function, but rather through contextual-

isation of these values. During the training phase, the agent

learns a set of Pareto dominant policies to define a Pareto

front. The policy selection process is dependent upon

hyper-parameters that are adjusted during apology to

switch between these predetermined policies. The resulting

agent is reactive to an aspect of its environment such that it

adjusts its policy selection to align with this environmental

feedback.

3.2 Determination of fault

The process for the determination of fault includes recog-

nition of an expression of discontentment from the user and

discernment of potentially harmful recent actions. When a

human experiences harm, they may express this through

emotions, such as anger or sadness [27] or through other

modes of expression such as verbalisation or altered pat-

terns of behaviour. This does not confirm that harm has

occurred, but is an indication that it may have. A real-life

apologetic system will involve the employment of sensory

capabilities to detect this discontentment in the user. This

was out of scope for this implementation and instead a

simple simulated system has been used based upon

assumptions discussed in the methodology (Sect. 4).

Determination of candidature for harm is a separate

process to identifying the user’s reaction. For each possible

reason that the agent may become upset, an auxiliary

objective should be defined. For each objective, a candi-

dature state must be defined or the agent may be given

guidelines for it to be defined. This state would correspond

to an undesirable outcome with respect to that objective.

These two components may then be combined using an

application of logic as required by the implementation;

potentially though correlation, proximity or prior

experience.

3.3 Policy selection and thresholding

Reinforcement learning agents seek to maximise expected

utility by selecting an action a that, given the current

system state s, maximises a utility function U(s, a). In a

multi-objective context, this utility function is a vector

U~ðs; aÞ with elements corresponding to the utility contri-

bution associated with each of the objectives. To switch

Fig. 2 The Act-Assess-Apologise framework may be combined with

the RL Agent-Environment framework for apology-augmented RL.

The RL action-reaction process is analogous to the arrow between Act
and Assess in Fig. 1. The process is separable from RL in that the

agent is not directly responding to a reward signal to update a Q-table,

but rather undergoing hyper-parameter adjustment that contextualises

the Q-values.
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between prioritisation of separable objectives, a distinctly

nonlinear multi-objective action selection approach is

required. The change in behaviour following an apology

occurs via alterations to hyper-parameters used in this

policy selection. Thresholded Lexicographical Ordering

(TLO), introduced by Gabor et al. [28] for MORL and used

by Vamplew et al. [10] for impact-minimising agents, is

one such parameterised, nonlinear multi-objective action

selection approach. TLO selects an action that maximises

the reward of the second objective, subject to having

reached the threshold specified for the first objective

[10, 28].

If this approach is extended to apply thresholding

against both objectives, then a minimum performance as

described by this threshold will be sought for each prior to

maximising against either. Thus, the agent must prioritise

any objective that has not yet satisfied its threshold before

prioritising any remaining objectives. Dynamic alteration

of these threshold values allows for manipulation of the

prioritisation of objectives, such that an objective that

penalises an undesirable outcome for the user can be given

an increased priority so that behaviour is subsequently

avoided.

TLO may be extended to multiple auxiliary objectives,

to require a specified minimum performance against all

objectives prior to unbounded maximisation. Such an

extension is proposed within the IM paper, but an approach

was not proposed [10]. A default prioritisation order

defines consistent preferential selection between equiva-

lently thresholded objectives in exchange for a slight

simplification. The three objective case used in this paper

resolves to TLOPMI3 , as defined in Eq. 1. In this context,

the superscript PMI is in reference to the prioritised multi-

impact approach, and the subscript 3 clarifies the three

objective case. The following shorthand notation has been

introduced for readability: Uiðs; aÞ ! Ui, Uiðs; a0Þ ! U0
i ,

and minðUiðs; aÞ; TiÞ ! si, where i takes values of 1, 2, and
3 to reference the primary objective and two auxiliary

objectives, respectively.

8s; a; a0U~ðs; aÞ[ TLOPMI3U~ðs; a0Þ
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In written terms, this equation seeks to maximise each

objective until the threshold value is achieved, following a

prioritisation order of U1, U2, then U3. If each threshold is

achieved, then there will be unbounded maximisation of

the variables following this same prioritisation, with

improvements against subsequent objectives as tie-break-

ers. Thresholding can be ‘‘switched off’’ for a specific

objective with a threshold value below the minimum pos-

sible reward. This causes the thresholding condition for

that objective to be always satisfied and thus is silent in

Eq. 1 above. Once the remaining threshold values are

satisfied, the objective is revisited for maximisation, with

respect to any higher priority objectives. This PMI

approach provides a natural means to manage objective

prioritisation via dynamically specified thresholds, to

facilitate constrained optimisation.

When using a threshold-adjustment approach to select

for optimisation against conflicting objectives, inter-de-

pendencies between the objectives also require considera-

tion. For example, a primary objective that incurs a time-

step penalty will exert a selection pressure between two

auxiliary objectives if satisfaction of one requires a greater

number of actions than satisfaction of the other. If this

selection pressure is not intended to overwhelm thresh-

olding prioritisation between these objectives, then the

maximal threshold specified for the primary objective must

be sufficiently lax as to be able to be met with satisfaction

of either auxiliary. If the time sensitive objective is

Fig. 3 The apologetic agent

evolves through two phases of

learning, applying a ‘review and

adjust’ process based on the

user’s predicted needs
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thresholded in this manner, it will only exert selection

pressure between the auxiliary objectives post-thresholding

if the auxiliary objectives remain otherwise equivalent.

3.4 Demonstrative problems

A demonstration of apology in MORL requires a problem

that an agent is unable to perfectly solve. Previous

benchmark environments posed in AI Safety allow for a

solution that is entirely ‘safe’. If the agent were to learn this

solution, it would have no candidate for which to apolo-

gise, or otherwise no alternative preferential behaviour to

select. As such, we propose that this apology framework is

best applied to a conflicted environment that cannot be

fully solved. To complete its task in such an environment,

the agent must learn policies that satisfy any combination

of objectives to their fullest extent, as specified by the

threshold values and prioritisation order (Fig. 3). All

objectives cannot be satisfied simultaneously. Thus, an

apologetic approach is required to determine which

objective, if any, can be ignored based on this user pref-

erence. Hence, allowing the agent to adapt its behaviour to

the preferences of the individual user without any addi-

tional training as the underlying optimal policies are

already known to the agent. One such environment has

been used in this implementation.

4 Evaluation methodology

Implementation of the apologetic agent was demonstrated

through an extension of Mmpact Minimisation [10]. As no

prior work exists demonstrating an apologetic approach,

there exists no benchmark against which to compare. The

agent’s behaviour was evaluated by comparison to pre-

apologetic behaviours, in context of alignment to the user’s

preferences.

The problem environment was modeled after a domestic

living room: a discrete and otherwise static grid-world

consisting of an assortment of obstacles. This environment

was selected as it is both reflective of a plausible real-life

robotic service scenario and facilitates the flexibility and

problem complexity required as discussed in Sect. 3.4. The

agent is presented with a primary objective: collect the

rubbish and return home (P). The agent must also manage

multiple auxiliary objectives: avoid leaving the table dis-

placed (A1) and avoid running over the cat’s tail (A2).

Penalties against these objectives are rewarded when the

agent moves into the respective locations, however, the

table can be moved back into place to revoke the penalty.

Two environment configurations were proposed and

described in Fig. 4. Environment A and Environment B

both represent non-trivial scenarios wherein the agent is

unable to satisfy both auxiliary objectives at once, whilst

still completing the primary objective of collecting the

rubbish. Each environment maintains a discrepancy

between the auxiliary objectives in problem complexity

and time to complete, resulting in a selection bias. These

environments are complementary in that the direction of

this bias against the auxiliary objectives is exchanged

between the two environment configurations.

The agent was a low-impact MORL agent, that used the

TLOPMI (Eq. 1) action selection process. The primary

objective, P, takes values in the interval [-999, 50], con-

sisting of a ?50 reward for completing the task and a -1

time-step penalty for each action required. The auxiliary

objectives are each 0 unless a -50 penalty is evoked when

the associated impact occurs. The actual values provided as

rewards and penalties to the agent are not significant

beyond their relations to each other, and thus these values

have been adopted from literature [10]. The representative

threshold set, consisting of eight combinations of maxi-

mum/minimum threshold values is given in Table 1. Using

the maximum and minimum reward values obtainable for

each objectives as threshold values acts as an on/off switch

for prioritisation of these objectives. Any objectives with a

minimum-reward threshold value will always meet the

threshold value and thus will not be prioritised in the

Fig. 4 In these two non-trivial environment configurations, the agent

is unable to collect the rubbish and satisfy both auxiliary objectives.

The optimal policy for prioritisation of the table (A1) and the cat (A2)

are given by the blue (dashed) and red (solid) paths, respectively

Table 1 Eight threshold sets represent each possible on/off combi-

nation of the final reward values for the three objectives (P, A1, A2).

For each objective, the maximum value approaches the highest

achievable reward under reasonable execution of the task, thus rep-

resenting a reasonable goal, while the minimum value is the lowest

achievable result such that the reward always satisfies the threshold

Identity Thresholds Identity Thresholds

Index 0 T0~ ¼ ð35; 0; 0Þ Index 4 T4~ ¼ ð�1000; 0; 0Þ
Index 1 T1~ ¼ ð35; 0;�50Þ Index 5 T5~ ¼ ð�1000; 0;�50Þ
Index 2 T2~ ¼ ð35;�50; 0Þ Index 6 T6~ ¼ ð�1000;�50; 0Þ
Index 3 T3~ ¼ ð35;�50;�50Þ Index 7 T7~ ¼ ð�1000;�50;�50Þ
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reward optimisation process until optimum outcomes are

obtained in the other objectives. Similarly, maximum-re-

ward threshold values are not met unless the given objec-

tive is satisfied, and are prioritised as such. The maximum

threshold value for P was given as 35, to correspond with

the 15 step minimum required to satisfy the more complex

auxiliary objective in each scenario, as represented by the

blue (dashed) path in Environment A and the red (solid)

path in Environment B in Fig. 4.

The experiment consisted of two phases. In the first

phase, the agent was trained in a traditional, non-apologetic

scenario according to a pre-determined threshold protocol

to establish the set of Pareto dominant policies. A repre-

sentative set of thresholds consisting of all possible pri-

oritisation configurations between the three objectives

(Table 1) guided the agent to learn a best-effort represen-

tation of the Pareto front. In the second phase, the agent

was tested in an apologetic scenario against four configu-

rations of user. During this phase, exploration and

Q-table updates were disabled and the agent’s behaviour

was altered exclusively by the changes made to the

thresholds following provision of an apology.

A simulated user reacts to changes in the environment.

Responses were determined by the user’s sensitivity, which

is a vector of boolean values corresponding to each

objective. Four configurations of user sensitivities were

considered; each auxiliary alone (denoted as A1, A2), both

auxiliaries (A1?A2), and none. A reactive state condition

has been described for each objective: an episode length

greater than 50, displaced table or disturbed cat. Algo-

rithm 1 describes the heuristic approach through which the

simulated user responds to any of these changes in the

environment. In this implementation, the user’s attitude is

fully observable by the agent, thus demonstrating the

capabilities of this framework given perfect predictive

ability. The user is exclusively reactive to the presence of

impacts compatible with its sensitivities, without interfer-

ence with external stimuli. As a result, this system does not

give opportunity for false-positive errors.

Given the user has a negative attitude, the agent must

consider its recent actions to identify any candidates for

offence. In this implementation, the undesirable state for

each objective is defined and candidature is determined if

an objective is in that state and has recently transitioned to

that state. Self-blame against this objective is assigned

where this candidature corresponds with a step in which the

user has become upset. Thus, this implementation repre-

sents a minimalist and somewhat under-nuanced approach

to determination of blame, as a baseline for future

enhancement. Algorithm 2 describes the agent’s assess-

ment and apologetic process.
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Once the misaligned objective has been identified, the

apology may be constructed. This implementation focused

on behaviour correction rather than generation of the

explanation, and so used a templated approach (Algo-

rithm 3). The agent is restricted against apologising more

than once per episode, as the apology does not remove the

offensive state. The apology does not undo a mistake, but

rather promises not to repeat it in future.
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The key components of this algorithm align with the

affirmation, affect and action components of apology.

Previously established priorities consist of those for which

the agent has previously apologised, and are not over-

written for subsequent apologies. If the agent is apologising

for an objective that has already been prioritised, the agent

articulates that they are unable to further improve that

behaviour. This apology provides a concise but articulate

overview of the recognised harm and the subsequent

behaviour alteration.

5 Results

5.1 Pre-apologetic behaviour

The agent was pre-trained by alternating through the

threshold configurations specified in Table 1, for 4000

online training episodes. This demonstrated the closest

adherence to the expected policies and the fewest

infringements against max-thresholded objectives, of 18

considered approaches. 10 independent trials were per-

formed, with the final trained agent from each trial retained

for use in the apologetic agent trials.

The agent demonstrated behaviour that was aligned with

expectation of existing literature for such a problem [10].

The agent found and converged to the simple solution, the

red path in Environment A and the blue path in Environ-

ment B, with consistent success. Environment A allows for

two alternative paths, equivalent in P and A1 but impactful

against A2, that the agent learns to avoid. For thresholds

prioritising this simple solution, the agents demonstrate

success in managing both P and this easier objective

simultaneously (see Environment A, T2~ and Environment

B, T1~ in Table 2).

In no trials in either environment does the agent suc-

cessfully learn the complex pathway required to promptly

complete the task and simultaneously satisfy the condition of

the more complex auxiliary objective. This aligns with

known limitations of MO exploration wherein the agent’s

path does not vary far from an easily identified ’good

enough’ solution and thus struggles to find the true optimal

policy [29]. The agent does, however, learn a policy that

avoids impact against this objective by sacrificing P and not

completing the primary task at all. The agent stumbles upon a

time-inefficient solution that it exploits, in some cases, or

else repetitively selects a redundant action for 1000 time-

steps as to satisfy the Environment A, A1 or Environment B,

A2 objectives (Table 2). This behaviour arises when the

threshold configuration prioritises this objective but not the

primary objective, as thresholding against the primary

objective takes priority over either auxiliaries.

5.2 Apologetic scenarios

The apologetic experiment consisted of 10 independent

trials, each consisting of three stages of 10 episodes each. In

all three stages, the agent’s exploration and Q-table updates

were disabled, and the agent referenced the same final

Q-table described in the pre-apology results (Table 2). The

first and final stages consisted of a traditional offline RL

scenario that demonstrated the agent’s behaviour before and

after the apologetic framework was applied. In the
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intermediate stage, the apologetic framework was enacted

and the agent apologised as according to Algorithms 1, 2

and 3. This experiment was undertaken for each of four user

configurations across the two environments, and results were

averaged between the 10 trials. The ‘‘none’’ user mimics the

pre-apologetic results, as this implementation involves no

interpretation error and the apology sequence is only acti-

vated if the user has become upset, thus this configuration

evokes no apology-driven behaviour changes.

Rewards for the auxiliary objectives A1 and A2 took

binary values corresponding to whether or not the objective

was satisfied. For the primary objective P, the distribution of

data clustered heavily around the maximum threshold value,

with the exception of results of�999, corresponding with an

incomplete task. This data was coerced into a binary result of

satisfied or unsatisfied, aligned with the auxiliary objectives.

Figure 5 demonstrates that the proportions of satisfied and

unsatisfied results differ with the user type.

In most cases, sensitivity to a given objective by a user

results in greater proportions of satisfaction in that objective,

post-apology. This is true in all cases of single-sensitivity

scenarios, and for one of the objectives in each of the dual-

sensitivity scenarios. Statistical analysis of the prior and sub-

sequent proportions of satisfaction of objectives corresponding

to the user’s sensitivity found this proportionality difference to

be significant given a ¼ 0:05 for each of these cases. This

statistical analysis is further detailed in Appendix A.

In Environment B, the bias towards satisfaction of

objective A1 over A2 is stronger than for Environment A

(Table 2). The agent only differed from its A1-preferential

policy for threshold configurations where A1 is minimal

and A2 is maximal. This is likely expounded by the

deviance in the paths and physical distance between the

associated impacts, limiting exploration of A2-preferential

policies as the agent seeks to exploit that which it has

already learned. Unlike in Environment A, the agent does

not tend towards a holding pattern, demonstrated by an

unsatisfied P, to wait the episode out. Thus, when asked to

prioritise both A1 and A2 objectives by the A1?A2 user,

the agent eagerly selected this A1-preferential policy and

neglected A2 entirely. In following this policy, the agent

continues to disturb the cat, apologise and repeat the

behaviour. It is aware of the reason the user is upset as

beyond the first episode, A2 is the only possible candidate,

thus demonstrating a 99% apology provision accuracy.

However it cannot avoid this impact, thus it continues to

upset the user and subsequently needs to apologise during

every episode, resulting in the maximum possible total

apology count of 800 (10 episodes in 10 trials of 8 con-

figurations, Table 3).

It can be inferred that a similar result occurred for A1 in

Environment A. The fewer apologies reported in this

environment is likely due to a greater, yet imperfect, rate of

success in realigning behaviour post-apology. Further evi-

dence of this can be observed in the inverted pattern of

change in proportion of satisfied outcomes and number of

apologies given (Table 3, Fig. 5). This suggests that the

agent continues to apologise when it fails to correct the

behaviour, which is the expected and desired result.

The agent is less accurate in the A2 and A1?A2 sce-

narios in Environment A, and behavioural alignment is less

pronounced. This is likely due to the increase in noise

associated with the Environment A threshold results

(Table 2). The bias in Environment A towards its simpler

objective is less pronounced than in Environment B, likely

due to the physical closeness of the two impact triggers.

Approaches for improving the determination of fault,

such as those that appeal to human behaviours surrounding

apology, may improve the agent’s accuracy in these cir-

cumstances. These behaviours include verifying the

Table 2 Final reward outcomes for pre-apologetic agent for each threshold configuration

Thresholds (P, A1, A2) Final rewards

Environment A Environment B

RP RA1
RA2

RP RA1
RA2

T0~ ¼ ð35; 0; 0Þ 37.2 - 40 - 20 47 0 - 50

T1~ ¼ ð35; 0;�50Þ 37.8 - 40 - 20 47 0 - 50

T2~ ¼ ð35;�50; 0Þ 43.2 - 50 0 40.9 - 10 - 45

T3~ ¼ ð35;�50;�50Þ 45 - 50 0 47 0 - 50

T4~ ¼ ð�1000; 0; 0Þ - 718.5 0 - 15 47 0 - 50

T5~ ¼ ð�1000; 0;�50Þ - 718.5 0 - 15 47 0 - 50

T6~ ¼ ð�1000;�50; 0Þ - 75.2 - 50 0 - 183.9 - 50 0

T7~ ¼ ð�1000;�50;�50Þ 30 - 50 0 47 0 - 50

Rewards that do not meet the threshold are highlighted in italic. For single- or no-priority thresholds (in bold), all thresholds are satisfied
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justification of an apology through conversation with the

user, and using this knowledge to improve future beha-

viours by avoiding repeating mistakes.

The agent learns the user’s preferences through an

association between negative user feedback and the pres-

ence of stimulus by way of a candidate objective. Available

knowledge that this approach does not utilise is the

presence of this stimulus in absence of the negative feed-

back. This information could be leveraged to decrease the

likelihood of selecting a particular objective for apology, if

this objective has also been present while the user was not

upset. In human learning this is referred to as stimulus

discrimination [30].

Fig. 5 The proportion of post-

apology episodes for which

each objective is satisfied and

unsatisfied is demonstrated by

the three parallel plots.

Darkened emphasis is applied to

user-prioritised objectives. In

general, greater proportions of

satisfied objectives correlate

with the user prioritisation

Table 3 Accuracy and apologies provisioned (Accuracy% / total apologies) for each user, behavioural index and environment

User Initial Threshold Configuration (Accuracy% (Total Apologies)) Average (all)

T0~ T1~ T2~ T3~ T4~ T5~ T6~ T7~

Environment A

A1 95% (37) 95% (37) 95% (37) 95% (37) 93% (30) 93% (30) 90% (91) 93% (46) 94% (345)

A2 29% (31) 29% (31) na (0) na (0) 8% (12) 8% (12) na (0) na (0) 9% (86)

A1 þ A2 41% (37) 41% (37) 51% (37) 51% (37) 10% (30) 10% (30) 55% (91) 59% (46) 40% (345)

Environment B

A1 na (0) na (0) 100% (2) na (0) na (0) na (0) 90% (10) na (0) 24% (12)

A2 100% (10) 100% (10) 94% (18) 100% (10) 100% (10) 100% (10) na (0) 100% (10) 99% (78)

A1 þ A2 99% (100) 99% (100) 100% (100) 99% (100) 99% (100) 99% (100) 99% (100) 99% (100) 99% (800)

Bold highlight has been applied where the accuracy is greater than 90%
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6 Conclusion

This paper has made three main contributiosn to knowl-

edge regarding the establishment of AI apology. It has

proposed a framework for an AI agent to autonomously

identify the need for and generate a formal apology. In so

doing, it has also presented an approach for interactive

policy selection for a layperson. Finally, it has explored an

expansion of Impact Minimisation to learn two auxiliary

objectives, where these objectives are in conflict.

This paper has introduced and successfully demon-

strated the Act-Assess-Apologise framework for AI apol-

ogy. This framework has demonstrated success in specific

environments to recognise undesirable behaviours and

adjust behaviour in accordance, while also providing a

templated articulation of apology. Variation in behaviour

and apology provision accuracy was observed between

configurations of problem complexity and prioritisation,

demonstrating accuracy of up to 99% in some non-trivial

scenarios. High accuracy was associated with complex

problems and those with a distinct solution complexity

bias. Post-apologetic behaviours demonstrated statistically

significant improvements in user-sensitive objectives for

all single-sensitivity scenarios, and in one of the objectives

for multi-sensitivity scenarios. The behaviour improvement

was resilient against configurations that resulted in lower

apology accuracy. This agent also demonstrates selection

of a policy that rejects the primary objective entirely to

avoid causing harm to a user that is sensitive to both

auxiliary objectives, where satisfaction of both objectives

is incompatible with the primary goal. This is desirable for

an Impact Minimisation problem where the consequences

of a breach is high, in that the agent is able to recognise this

requirement and cease pursuit of its primary goal.

Future work will consider prospects for improvement to

the determination of blame and apology provision pro-

cesses, in addition to investigations of impacts of more

realistic user scenarios. It will also seek to validate the

intrinsic assumptions made within this paper in respect to

the value of AI apology used in this manner, for estab-

lishing trust and relationship with a user and for its capa-

bility to understand the needs of a user. In a real-life

application, AI apology may be applied as a tool for

improved user experience, to facilitate real-time acknowl-

edgement and realignment of behaviours in accordance

with the preferences of a human user.

Appendix A: Statistical analysis

The difference between the proportion of satisfied out-

comes in the prior state and the subsequent state have been

recorded in Table 4. A McNemar test for the statistical

significance of the proportionality differences between the

Table 4 Change in proportion of satisfied outcomes, given initial threshold configuration

User ? Obj Initial threshold configuration p-value (All)

T0~ T1~ T2~ T3~ T4~ T5~ T6~ T7~

Environment A

A1 (table) P - 0.7 - 0.7 - 0.7 - 0.7 0 0 - 0.1 - 0.6 3.3E-09

A1 0.7 0.7 0.9 0.9 - 0.1 - 0.1 0.3 0.8 9.8E-10

A2 0.1 0.1 - 0.3 - 0.3 0 0 - 0.4 - 0.3 0.0045

A2 (cat) P - 0.1 - 0.1 0 0 0 0 0 0 0.41

A1 0.2 0.2 0 0 - 0.2 - 0.2 0 0 1

A2 0.1 0.1 0 0 0.2 0.2 0 0 0.014

A1?A2 (both) P - 0.7 - 0.7 - 0.7 - 0.7 - 0.1 - 0.1 - 0.1 - 0.6 1.2E-09

A1 0.8 0.8 1 1 0 0 0.3 0.9 2.8E-11

A2 0.1 0.1 - 0.3 - 0.3 0 0 - 0.4 - 0.3 0.0045

Environment B

A1 (table) P 0 0 0 0 0 0 0.1 0 0.32

A1 0 0 0.2 0 0 0 1 0 5.3E-4

A2 0 0 - 0.1 0 0 0 - 1 0 9.1E-4

A2 (cat) P - 0.1 - 0.1 - 0.1 - 0.1 - 0.1 - 0.1 0 - 0.1 0.0082

A1 - 1 - 1 - 0.7 - 1 - 1 - 1 0 - 1 7.3E-16

A2 1 1 0.8 1 1 1 0 1 1.6E-16

A1?A2 (both) P 0 0 0 0 0 0 0.1 0 0.32

A1 0 0 0.2 0 0 0 1 0 5.3E-4

A2 0 0 - 0.1 0 0 0 - 1 0 9.1E-4

Statistically significant changes in proportion (given by McNemar differences in proportionality test, a ¼ 0:05) are in bold. The prioritised

objectives for each scenario are highlighted in italic.
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prior and subsequent state was undertaken. Given a

threshold of a ¼ 0:05, the statistical analysis suggests that

the behaviour change is significant in all of the examined

scenarios. The exception to this is the dual prioritisation

case in both environments, in which proportion of satisfied

outcomes decreases in the subsequent state for one of the

objectives. This is aligned with the outcomes discussed in

the main body of the paper, in that the agent does not

demonstrate capability to consistently find a policy that

allows for satisfaction of both auxiliary objectives.
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