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Abstract
In this paper, we have proposed a hybrid bio-inspired algorithm which takes the merits of whale optimization algorithm

(WOA) and adaptive particle swarm optimization (APSO). The proposed algorithm is referred as the hybrid WOA_APSO

algorithm. We utilize a convolutional neural network (CNN) for classification purposes. Extensive experiments are per-

formed to evaluate the performance of the proposed model. Here, pre-processing and segmentation are performed on 120

lung CT images for obtaining the segmented tumored and non-tumored region nodule. The statistical, texture, geometrical

and structural features are extracted from the processed image using different techniques. The optimized feature selection

plays a crucial role in determining the accuracy of the classification algorithm. The novel variant of whale optimization

algorithm and adaptive particle swarm optimization, hybrid bio-inspired WOA_APSO, is proposed for selecting optimized

features. The feature selection grouping is applied by embedding linear discriminant analysis which helps in determining

the reduced dimensions of subsets. Twofold performance comparisons are done. First, we compare the performance against

the different classification techniques such as support vector machine, artificial neural network (ANN) and CNN. Second,

the computational cost of the hybrid WOA_APSO is compared with the standard WOA and APSO algorithms. The

experimental result reveals that the proposed algorithm is capable of automatic lung tumor detection and it outperforms the

other state-of-the-art methods on standard quality measures such as accuracy (97.18%), sensitivity (97%) and specificity

(98.66%). The results reported in this paper are encouraging; hence, these results will motivate other researchers to explore

more in this direction.

Keywords Medical imaging � Artificial intelligence � Feature extraction � Hybrid WOA_APSO � Convolutional neural
network

1 Introduction

According to WHO statistics, the estimated worldwide

death of people from cancer is 9.6 million in 2018. How-

ever, it is observed that 30–50% of people can be prevented

from cancer by providing preventive measures and treat-

ment at an early stage of cancer. Lung cancer is also

referred to as lung carcinoma characterized by uncontrol-

lable cell growth in tissues which generally have been

categorized as small cell and non-small cell carcinoma on

the basis of cellular structure [1]. On the basis of tumor

lymph node location and tumor size, there are four stages

of lung cancer from I to IV [2, 3].

Computed tomography (CT) imaging is considered the

finest way of analyzing and visualizing the abnormalities

present due to less distortion [4]. Image pre-processing
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consisting of normalization and enhancement is usually

performed to improve the quality of the image and reduce

the distortion. There are different types of filters applied for

image enhancement techniques in spatial and frequency

domain [5]. The wiener filter minimizes the noise using a

low pass filter and performs deconvolution using high pass

filter (Inverse filtering) on lung CT image obtained from

the Lung Image Database Consortium [6]. The segmenta-

tion is the most challenging task in medical imaging for

appropriately extracting the features from the segmented

tumor nodule region. There are various segmentation

techniques [7] such as Watershed transform edge-based

segmentation, Region-based segmentation [8] and

Thresholding [9]. The global thresholding and morpho-

logical post-processing operation are performed for

detecting the tumored region from surrounding and seg-

menting the lung region nodule. The different statistical

features, textural features, shape and geometrical-based

features are extracted from the segmented region [10]. The

number of features is prominently more in neuroimaging,

so the technique used for feature extraction is Gray-Level

Co-occurrence Matrix (GLCM), Gray-Level Run-Length

Matrix (GLRLM), Histogram features, Gray-Level

Dependence Matrix (GLDM) and Local Binary Pattern

(LBP) [11, 12]. These sets of extracted features provide

significant information from medical imaging which helps

in evaluating the pattern and decision-making process. To

reduce the dimensional features space of different modal-

ities of the image, the hybrid WOA_APSO feature selec-

tion algorithm is proposed, which removes the redundant

features [13, 14]. The feature selection technique optimizes

the selection of extracted features and provides more

dominant information. The extracted feature selection is

grouped using a linear discriminant algorithm [15–18] for

selecting the more dependent and relevant features on class

values to improve the performance of classification. The

subset of the best feature is selected to reduce the dimen-

sionality of problem space and to maximize the perfor-

mance of the learning algorithm (Fig. 1).

Classification is the most critical aspect in determining

the performance parameters, i.e., accuracy, sensitivity and

specificity of the model that helps in the process of

prognosis of lung cancer done by the experts. The com-

parative classification analysis is performed by considering

techniques such as artificial neural network, support vector

machine and convolutional neural network [19, 20]. Sup-

port vector machine uses the multiclass model learning

technique to determine the prediction of medical imaging.

The support vector machine (SVM) considers a linear

function hypothetical space in higher dimension features

which are instructed using a learning bias originated from

statistical learning theory [21]. The artificial neural net-

work represents a multilayer network consisting of three

different layers with the backpropagation algorithm

[22, 23]. Deep learning [24] is a promising field and pro-

vides enhanced performance in various medical imaging

applications [24, 25]. The fully connected convolutional

neural network consisting of a mesh connection of neurons

comprises activation function and backpropagation for

adjustment of weights [26, 27]. The presented state-of-art

outperforms for the fully connected convolutional neural

network in computer-aided diagnosis of lung cancer

imaging by showing better performance.

1.1 Motivation and contributions

Metaheuristic hybridization is the recent trend in the field

of optimization, achieved by combining one metaheuristic

algorithm with a complementing metaheuristic algorithm.

The novel variant of whale optimization algorithm and

adaptive particle swarm optimization, hybrid bio-inspired

WOA_APSO, is proposed for selecting optimized features.

Hybrid WOA_APSO is implemented for the selection of

the optimized features subset. The whale optimization

algorithm is a recently developed metaheuristic algorithm

with many good properties like few parameters, covers a

broader area in the search space, and exploration of the

search space is made efficient by using randomly selected

search agents in place of the best search agent so far.

Further, APSO uses additional adaptive parameters—

adaptive factor fa and perturbation factor Ga to improve the

convergence speed of the algorithm and to achieve a bal-

ance between exploitation and exploration of the search

space [28–32]. Thus, WOA_APSO performs better than

other common algorithms in terms of convergence speed

and balancing between exploration and exploitation

[28, 29, 33]. So, the hybridization of WOA and APSO is

proposed and is explained in detail in the paper.

The key contribution of this paper is highlighted as

follows:

• Firstly, we propose an intelligent lung tumor segmen-

tation algorithm for the detection of tumor and treat-

ment of cancer patients.(i) Tumored (ii) Non-tumored

Fig. 1 i Tumored lung CT image ii Non-tumored lung CT image
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• Secondly, we show the hybridization of two meta-

heuristic algorithms, namely, whale optimization algo-

rithm (WOA) and adaptive particle swarm optimization

(APSO). The proposed algorithm is referred as the

hybrid WOA_APSO algorithm. Hybrid WOA_APSO is

implemented for the selection of the optimized features

subset. Here, feature selection grouping is performed by

embedding linear discriminant analysis. Our proposed

model utilizes a CNN for classification purposes.

• Thirdly, extensive computer simulations are performed

to determine the effectiveness of the proposed model.

We reported a twofold performance comparison. First,

the performance of the proposed model is tested against

different state-of-the-art classification techniques and

evaluated accuracy, sensitivity and specificity. Sec-

ondly, the performance of the proposed algorithm is

compared with the standard WOA and APSO algo-

rithms based on the computational cost of convergence

to the optimal results.

1.2 Organization

The remainder of the paper is organized as follows: Sect. 2

presents the related work; the proposed model is compre-

hensively discussed in Sect. 3; Sect. 4 represents the

experimental results and computational performance mea-

sures; the conclusion and future avenue of the proposed

work is given in Sect. 5.

2 Related work

Cancer is the deadly disease worldwide whose detection at

an early stage provides preventive measures and treatment

to increase the survival rate of patients. The research in

medical imaging is growing rapidly to recognize the pat-

tern of disease showing the development of computation-

ally intelligent systems. Data visualization for medical

image analysis is one of the most promising fields in the

development of a robust expert system using artificial

intelligence [34, 35], computer vision [36] and pattern

recognition application [37–39]. The computer-aided

medical diagnosis is the most challenging task in the

interpretation of the decision-making process by a radiol-

ogist for extracting the abnormalities in the image [40, 41].

The related research work and findings are presented in this

section.

Uzelaltinbulat et al. [42] presented a lung tumor seg-

mentation technique using Otsu thresholding and mor-

phological operations. Kumar et al. [43] proposed a hybrid

of the 2D Otsu method and modified artificial bee colony

method for the segmentation of the lung CT image. The

performance is computed by evaluating the correlation

values. Joon et al. [44] showed the segmentation of

cancerous and non-cancerous lung region nodule using

k-mean clustering and fuzzy c-mean technique. The

structural and texture extracted features are used in the

classification performed by the support vector machine.

Prabukumar et al. [45] proposed a hybrid segmentation

technique comprising Fuzzy C-means (FCM) and region

growing algorithm to segment the nodule. The statistical,

texture and geometrical features are extracted from the

segmented nodule, and the optimized features are selected

using a cuckoo search algorithm. The optimal features are

considered for evaluating the classification using a support

vector machine while obtaining the overall accuracy of

98.5%. Mittal et al. [46] proposed a methodology for

multilevel image thresholding for segmentation and intro-

duced the exponential kbest gravitational search technique.

Shankar et al. [47] stated a methodology for Alzheimer

detection in which various features are extracted using

gray-level run-length matrix, histogram features, gray-level

occurrence matrix, the local binary pattern features and

scale-invariant transform. The feature selection is per-

formed using the gray wolf optimization algorithm to attain

the optimized features for performing the classification.

The convolutional neural network classification technique

is used to achieve the accuracy, sensitivity and specificity

as 96.23%, 94% and 96%. Vijh et al. [48] proposed an

approach for developing the computer-aided lung tumor

segmentation system. The whale optimization algorithm is

used for feature selection and support vector machine for

classification. The performance of methodology is com-

pared using different SVM kernels. However, the RBF

support vector kernel provided the accuracy, sensitivity and

specificity of 95%, 100% and 92%.

Reddy et al. [49] presented algorithm consists of parallel

thresholding, feature extraction and fuzzy neural network

for identifying the lung tumor on CT imaging evaluating

the accuracy of 96.5%. Zhang et al. [50] stated a novel

approach for computer-aided diagnosis for lung tumor

detection by implementing a multiscale mask region-based

convolutional neural network on PET imaging. The per-

formance computed by estimating recall, precision and F-

value as 1, 0.90 and 0.95. Uçar et al. [51] presented the

methodology for automatic detection of lung nodules using

deep learning convolutional neural network architecture

with Laplacian of gaussian filter model obtaining the

accuracy of 72.97%. Naqi et al. [52] proposed a novel

hybrid approach consisting of 3D neighborhood connec-

tivity, active contour model (ACM) and geometric prop-

erties for 3D nodule candidate detection. The comparative

analysis of classification is performed using Naı̈ve Bayes,

KNN, SVM and AdaBoost to evaluate the model effec-

tiveness. Table 1 presents a summary of the existing works.
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Fig. 2 Flow process of proposed methodology

Table 1 Comparative study of the existing techniques

Author Dataset Segmentation methods Classification Performance

Manikandan

et al. [53]

Lung CT images Fuzzy auto seed cluster SVM kernel’s Specificity-

93%

Accuracy-

94%

Kavitha et al.

[54]

Lung CT images Otsu’s Thresholding and

Morphological segmentation method

Artificial neural network Accuracy-

92.68%

Precision-

87.50%

Recall-

100%

Kumar et al.

[55]

Brain MRI T1

weighted

Gradient vector flow model Principal component analysis and Artificial

neural network (PCA-ANN)

Accuracy-

91.17%

El Abbadi

et al. [56]

MRI brain images Morphological segmentation Probabilistic neural network Accuracy-

98%

Nibali et al.

[57]

LIDC/IDRI dataset-

Lung CT images

– Residual network (ResNet)—deep residual

network

Accuracy-

89.90%

Sensitivity-

91.07%

Specificity-

88.64%

Ali et al. [58] LIDC/IDRI dataset—

lung CT images

– Reinforcement learning convolutional

neural network

–

Duarte et al.

[59]

MIAS Fisher discriminant analysis and

texture features

– Accuracy-

0.94 ±

0 .019

Esteva et al.

[60]

Clinical images Deep learning convolutional

neural network architecture

Accuracy-

72%

Vijh et al.

[61]

Brain MRI Otsu Thresholding ? APSO,

morphological operation

Convolutional neural network (CNN) Accuracy-

98%

Loss

function-

4%

The comparison is done based on the dataset, segmentation methods, classification method and performance of the techniques. For performance

standard, measures such as specificity, accuracy, precision and recall have been reported
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3 Proposed methodology

This section sheds light on the proposed methodology. The

simulated phases implemented in the proposed methodol-

ogy of computer-aided automatic diagnosis system for the

detection of lung tumor as shown in Fig. 2 are (1) Image

Acquisition and Normalization, (2) Image pre-processing,

(3) Image segmentation, (4) Mathematical morphological

operations, (5) Feature extraction, (6) Feature selection

with grouping and (7) Classification.

1. 120 samples of lung CT images are obtained from the

NCI Lung Cancer Database Consortium [62]. After the

acquisition of lung CT images, the normalization is

performed on tumored and non-tumored CT images

which are available in the cancer imaging archive.

2. Image pre-processing is considered an important phase

in clinical research application of neuroimaging for

improving the quality. Image enhancement is achieved

by applying a Wiener filter for denoising the image

with a minimum mean square error. The Wiener

filtering is the statistical approach for reducing the

blurring and smoothing effect in the image. F n½ �
represents the outcome of the Wiener filter as depicted

in Eq. (1).

F n½ � ¼
Xn

k¼0

akw n� i½ � ð1Þ

3. Image segmentation is the process of partitioning the

image in multiple regions consisting of a different set

of the pixel. The global thresholding technique is

projected to partition the image depending upon the

intensity of the gray-level pixels for threshold T. The

segmented image acquired from global thresholding

can be represented as H(x, y) and using Eq. (2). Here,

t x; yð Þ is the pixel value of the image.

H x; yð Þ ¼ 1 if t x; yð Þ[ T
0 if t x; yð Þ� T

�
ð2Þ

4. Mathematical morphological operations are estimated

by applying the certain structuring element at all

possible location for smoothing the region of interest.

The mathematical operations are performed where D is

binary image and F is the structuring element as

depicted in Eqs. (3), (4), (5) and (6), respectively.

Erosion : D � F ¼ Aj Fð ÞA � D
� �

ð3Þ

Dilation : D� F ¼ Aj Fð ÞA \ D 6¼ ;
� �

ð4Þ

Opening : D � F ¼ D � F � DF ð5Þ

Closing : D � F ¼ D�F�F ð6Þ

5. Feature extraction is the most important phase in

obtaining the pattern information of the segmented

nodule. In the proposed methodology, the total 60

different geometrical, statistical, texture and structure

features are extracted from each segmented nodule.

The techniques used for extraction are Gray-level co-

occurrence matrix (GLCM), Gray-level run-length

matrix (GLRLM), Histogram-oriented gradient fea-

tures (HOG), Gray-level dependence matrix (GLDM)

and Local binary pattern (LBP). GLCM is referred to

as a second-order statistics method which considers the

spatial relationship between a couple of pixels.

GLRLM helps in obtaining higher-order statistical

features consisting of a set of continuous pixels having

similar gray levels [63]. GLDM extracts the features by

computing a gray-level absolute difference method

between two pixels separated by specific displacement

[64]. Histogram-oriented gradient extracts feature by

focusing on the structure of the image and uses the

feature descriptor for counting the occurrence of

gradient orientation in localized portion [65]. LBP

considers the shaping-based LBP operator for the lung

CT image which threshold the neighboring pixels

based on the value of current pixels [66]. Table 2

shows the name of the features extracted from the

segmented tumored and non-tumored lung images for

the analysis.

6. Nature inspired metaheuristic optimization algorithms

mimic a physical or biological phenomenon for solving

real-world optimization problems. The novel hybrid

algorithm comprising whale optimization algorithm

and adaptive particle swarm optimization

(WOA_APSO) is proposed for the selection of the

optimized dimension of features and for providing

effective results.

6:1 Mathematical formulation of the hybrid WOA_APSO

optimization algorithm

Initially, the hybrid of WOA_APSO algorithm

begins with a random solution. However, search agents

modify their position with respect to specific agent

behavior. The objective function Fitob used for each

iteration is outlined in Eq. (7) and also 2D Matlab plot

is depicted in Fig. 3

Fitob ¼ E 	 1þ bð Þ=RF ð7Þ
RF ¼ m=S ð8Þ
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where E calculates the overall error, b is constant having

value 0.5, m represents no of selected features, S is the no

swarms. The parameters and the values used in hybrid bio-

inspired algorithm are represented in Table 3.

The hunting functionality is performed with the help of

the best search agent chasing the position of prey to

encircle. This behavior can be mathematically represented

using Eqs. (9) and (10), respectively.

E~ ¼ L
!� Y	�!ðiÞ � Yð

�!
iÞ

���
��� ð9Þ

Y~ðiþ 1Þ ¼ Y	�!ðiÞ � P � E~ ð10Þ

L and P are the coefficient vectors, i is the latest ongoing

iteration, Y
!

shows the position vector and Y	 represents

the position vector of the best solution acquired. However,

the coefficient vector is shown in Eqs. (11) and (12).

P ¼ 2 b � r � b ð11Þ
L ¼ 2 � r ð12Þ

where b is linearly decreasing from 2 to 0 and r is random

vector [0, 1].

The bubble net phase formulation for a spiral updating

position to mimic the helix-shaped movement of humpback

whales and prey is shown using Eq. (13).

Y iþ 1ð Þ ¼ E0 � eal cos ð2plÞ þ Y	 ið Þ ð13Þ

The humpback whales revolve around the prey within a

spiral-shaped and shrinking circle simultaneously. The

prey updates their location by using Eqs. (14), (15) and

(16).

Y~ðiþ 1Þ ¼ ðCi
tj 	 viþ1Þ þ f1 	 vi1j 	 Rt

Best;t � xitj

� �h i

þ f2 	 vi2j 	 Rt
Best;t � xitj

� �h i
: ð14Þ

Here, Rbest represents the local best search

ytj iþ 1ð Þ ¼ ytjðiÞ þ fa 	 Ctjðiþ 1Þ ð15Þ

Gbest ¼ Gbest þ Ga ¼ Gbest þ max yj
	 


�min yj
	 
	 



 rand

ð16Þ

Here, fa represents Adaptive factor and Gbest global best

location

In the exploration phase, the coefficient vector P is used

for searching the prey, and it can be shown through

Eq. (17).
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Y~ðiþ 1Þ ¼ Yrandom
����!� P~ � E~ ð17Þ

Time Complexity The proposed hybrid bio-inspired

algorithm has two inner loops for population ‘n’ and one

outer loop for iteration ‘t’ where n = 20 and t = 35. The

extreme case complexity of hybrid WOA_APSO can be

O(n2). However, when the population size is large, the time

complexity of the algorithm can be represented as follows:

T(n) = 2n ? s ? nlog(n)�t = O(nlog (n)�t).

6:2 Feature selection grouping is performed using linear

discriminant analysis for reducing the dimensions

and selecting the best-optimized subsets which

enhance the classification performance effectively.

7. Convolutional neural network is a deep learning

classification technique for training and testing the

learning network [67, 68]. The neural network

Table 2 Extracted features

Feature Name of feature Formula Feature Name of feature Formula

GLCM Dissimilarity Pg

i;j

i� jj jH i; jð Þ GLCM Cluster prominence Pg�1

i;j¼0

Hij i� Fi þ j� Fj

	 
3

Energy Pg�1

i;j¼0

�log Hijð Þ2
Inverse difference moment

normalized (IDM)
Pg�1

i;j¼0

Hij

1þ i�jð Þ2

Inverse difference

normalized (IDN)
Pg�1

i;j¼0

Hij

1þ i�jj j
Sum variance

�
P2g

i;j¼1

1� lð Þ2IH i; jð Þ

Autocorrelation Pg

i;j¼0

ijð ÞH i; jð Þ LBP Local binary Pattern PH�1

h¼0

2gy Gh � G Za1Za2ð Þð Þ

Contrast Pg�1

i;j¼0

�H i; jð Þ i� jð Þ2
GLDM GLDM prob Ka e; rð Þ½ �

Maximum probability Max(GPij) HOG Skewness Pg�1

h¼0

oi �meanð Þ3H oið Þ

Sum of squares Pg�1

i¼0

Pg�1

j¼0

i� lð Þ2H i; jð Þ
Kurtosis Pg�1

h¼0

oi �meanð Þ4H oið Þ

Sum average P2g�2

i;j¼2

iHiþj ið Þ
Mean Pg�1

h¼0

oiH oið Þ

IM of correlation 1 Xij�Xij1

max Xi ;Xjf g
Variance Pg�1

h¼0

oi �meanð Þ2H oið Þ

Sum entropy P2g�2

i;j¼0

Hiþj ið Þlog Hiþj ið Þ
	 
 Stand Deviation

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pg�1

h¼0

oi �meanð Þ2H oið Þ
s

IM of correlation 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� exp Xij2� Hijð Þ

p
High gray-level Run Emphasis 1

t

P
i;j

i2H i; jð Þ

Cluster shade Pg�1

i;j¼0

Hij i� Fi þ j� Fj

	 
4 GLRLM Run-length non-uniformity II
1
t

P
i

P
w
H i; jð Þ

� 2

Homogeneity Pg�1

i;j¼0

Hij

1þ i�jð Þ2
Run percentage

P
i;j

w
H i;jð Þw

Correlation Pg�1

i;j¼0

Hij
i�lð Þ j�lð Þ
1þ i�jð Þ2

Inertia Pg�1

i¼0

Pg�1

j¼0

i� jð Þ 	 H i; jð Þ

Difference variance Pg�1

i¼1

1� lð Þ2H i; jð Þ
Long run emphasis I 1

t

P
i;j

w2H i; jð Þ

Difference entropy
�

Pg�1

i¼0

Hiþj ið Þlog Hiþj ið Þ
	 
 Low gray-level run emphasis 1

t

P
i;j

X i;wð Þ
i2

Angular second moment Pg�1

i¼0

Pg�1

j¼0

H i; jð Þ2
Gray-level non-uniformity

1
t

P
i

P
w
H i; jð Þ

� 2

Energy Pg�1

i;j¼0

�log Hijð Þ2
Short run emphasis 1

t

P
i;j

H i;jð Þ
i2
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comprises three densely connected layers consisting of

activation function connecting one neuron to another

neuron as depicted in Fig. 4. The backpropagation

algorithm is used for updating the weights and deltas

with a learning rate of 0.001. The testing is performed

on different parameters to identify the best combina-

tion for determining the robustness of the experiment.

The various parameter are as follows: Layer neurons:

[5, 10] [10, 15], [15, 20]; Activation function: relu,

softmax; Validation split: 0.1, 0.2, 0.3; Batch size: 1, 2,

3; Learning rate: 0.1, 0.01, 0.001; and Epochs: 10, 20,

40, 60, 80, 100, 200. Table 4 represents the parameters

and values used for the CNN.

4 Experiment result and analysis

The 120 lung CT tumored and non-tumored images were

acquired from the lung cancer database consortium for

evaluation of experimental results. The optimized features

that are taken as input for classification are segregated in

7:3 ratio for training and testing purpose.

The optimized threshold value achieved from the

WOA_APSO algorithm is compared with the whale opti-

mization algorithm (WOA) and adaptive particle swarm

optimization (APSO). The achieved threshold value of

WOA_APSO, WOA and APSO is 1.16, 2.09 and 1.9. So,

the proposed bio-inspired hybrid WOA_APSO algorithm is

giving precise informational optimized features subsets

(Tables 5, 6).

The performance measures of intelligent lung tumor

diagnosis systems are acquired by comparing the different

classification algorithms. The evaluation analysis parame-

ters used for determining the effectiveness of the model are

accuracy, sensitivity and specificity shown in Eqs. (18),

(19) and (20), respectively.

Accuracy : TPþ TN=Total½ � 	 100 ð18Þ
Sensitivity : TP=TPþ FN½ � 	 100 ð19Þ
Specificity : 1� FPR½ � 	 100 ð20Þ

where TP depicts the total number of correctly segmented

images of true positives which are classified properly, FN

depicts a total number of correctly segmented images of

true negatives which are not classified properly, FPR is the

number of incorrect segmented images which are classified

properly.

The time complexity of the proposed algorithm (Algo-

rithm 1) is presented in Sect. 3. The computational time of

the proposed algorithm against the standard WOA and

APSO is reported in Table 7. Table 7 reveals that the

proposed algorithm takes less time to converge as com-

pared to the other two existing algorithms.

Fig. 4 Fully connected convolutional neural network

Table 4 Parameter and values used in convolutional neural network

Algorithm Parameter Value

CNN Layer 3

Activation function relu, softmax

Optimizer Adam

LOSS categorical_crossentropy

Epochs 200

validation_split 0.2

BATCH SIZE 2Fig. 3 2D Matlab plot for F(x, y) = E * (1 ? b)/RF

Table 3 Usage of hybrid bio-inspired algorithm parameters and

values

Algorithm Parameter Values

WOA_APSO Lb 1

Ub 160

Dim 20

Max_iteration 35

Gamma 0.5

SearchAgents_no 25
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Table 5 Optimized selected features subset

Sum

average

Long run

emphasis

Run-length non-

uniformity

Low gray-level

run emphasis

High gray-level

run emphasis

Mean Skewness Kurtosis Run-length

non-uniformity

Class

value

2.29 19,218.84 96.4479 100.4414 5893.224 1.1447 2.01957 5.0786 96.44796 0

2.1947 28,150.36 163.6982 97.12592 5331.39 1.0971 2.7202 8.3994 163.6982 0

2.2103 25,320.4 80.3332 95.31727 5074.938 1.1049 2.57784 7.6452 80.33326 0

2.1522 47,876.4 78.6185 83.83347 3964.353 1.0759 3.20094 11.2460 78.61852 0

2.5389 12,683.62 128.558 106.8538 6759.883 1.2689 1.04237 2.0865 128.5588 0

2.5003 13,692.13 118.406 106.0758 6529.926 1.2496 1.15684 2.3382 118.4067 0

2.2186 26,600.17 85.7822 95.54607 5105.718 1.1090 2.50816 7.2908 85.78228 0

2.2494 30,015.29 79.6508 92.85763 4770.801 1.1244 2.27514 6.1762 79.65085 0

2.2017 27,257.69 92.2708 95.26133 5067.48 1.1006 2.6546 8.0468 92.27081 0

2.0691 101,773.3 232.107 49.68066 2765.702 1.0345 5.10078 27.01794 2.0691 1

2.0328 121,067.6 330.5319 39.3437 2633.991 1.01636 7.62568 59.15096 2.0328 1

2.0493 104,101.7 285.0864 50.65326 2781.266 1.02461 6.13689 38.66141 2.0493 1

2.0441 107,260.8 293.685 47.32784 2730.529 1.02203 6.51332 43.42328 2.0441 1

2.0268 141,059.5 439.4875 27.46381 2541.249 1.01336 8.4763 72.84769 2.0268 1

Run-length non-uniformity LBP 1 LBP 2 LBP 4 LBP 6 LBP 8 LBP 18 LBP 20 LBP 22 Class value

96.4479 0.6241 3.9027 5.6613 5.5266 9.4334 166.0049 178.3931 209.1352 0

163.6982 1.38394 14.4269 6.4487 14.8731 14.9557 187.4467 158.0956 183.8711 0

80.3332 0 2.6145 3.5119 2.0653 1.9645 120.6988 126.473 160.5806 0

78.6185 0 1.2176 0.5654 3.2268 2.6067 71.84998 70.3722 101.3662 0

128.5588 3.75799 8.1659 10.0845 8.1010 11.4551 203.7716 186.0544 235.3808 0

118.406 2.97823 9.1889 12.3220 8.2400 10.1207 201.6179 162.3591 225.4596 0

85.7822 0.68514 1.3914 5.8027 6.5657 4.9089 136.2018 135.387 166.0467 0

79.6508 0.97669 1.5798 4.3095 3.8455 1.6442 143.2166 137.4865 156.7091 0

92.2708 0 6.0355 3.6341 6.9010 4.4248 146.1222 153.3348 176.1286 0

2.0691 0.88508 0.9473 0.8688 2.6195 1.6197 30.97928 55.0529 32.1778 1

2.0328 0 0.8622 0 2.6543 0 52.63489 20.3920 39.4177 1

2.0493 0 1.3256 0.6096 0.6547 2.0256 14.30879 47.1313 16.4106 1

2.0441 0 0.884 1.6993 0.9474 1.4987 45.7859 38.8361 28.7902 1

2.0268 0 0.9572 0.9010 0 0 11.9131 15.9448 17.2959 1

LBP 24 LBP 34 LBP 36 LBP 38 LBP 40 LBP 50 LBP 52 LBP 54 LBP 56 Class value

195.0578 351.533 301.095 312.6975 319.8348 176.9504 203.6467 190.9865 161.6447 0

148.8005 302.4375 208.926 291.9901 216.2246 158.332 182.0684 151.3116 185.1942 0

155.4493 292.4331 207.4571 249.5617 208.6418 123.4223 158.4634 151.4662 119.5931 0

102.5716 181.7596 147.5484 147.1823 136.703 66.70948 101.6018 98.88786 72.21412 0

223.4218 395.9502 286.0657 329.443 339.4295 187.1072 235.5035 225.1967 199.3057 0

217.505 367.9648 290.6264 302.8536 318.8569 165.3334 224.8615 220.4193 198.9715 0

191.1737 366.9759 243.2482 293.0461 228.3787 132.0325 168.4901 186.2506 136.3982 0

161.79 332.7053 170.2044 315.1821 155.3123 136.9516 157.8566 162.9077 145.1957 0

169.3257 332.2018 213.7075 301.8197 231.957 151.542 176.2257 167.812 146.2633 0

55.4414 79.2554 54.8933 66.2689 56.7798 55.1357 31.49076 54.7443 30.1848 1

14.1459 61.3162 22.4648 82.7475 17.5012 18.6852 38.5865 12.4575 51.8421 1

58.1105 41.1567 50.6474 33.6050 52.2777 44.1412 15.8069 55.8905 12.3614 1

36.9702 52.3596 57.4833 62.0686 47.2138 38.1989 26.5194 36.2923 43.05667 1

22.5867 49.9930 18.9753 41.1125 18.3220 15.1034 16.4373 21.7003 11.0442 1
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4.1 Result and discussion

Figure 1 shows the sample of considered CT tumored and

non-tumored lung images taken from the cancer imaging

archives. The segmented image result analysis of the pro-

posed algorithm at each successive for efficient detection

of the nodule is shown in Figs. 5 and 6, respectively.

Table 5 contains the optimized and discriminant set of

grouped features obtained by applying the proposed hybrid

whale optimization algorithm and adaptive particle swarm

optimization (WOA_APSO) grouped by applying linear

discriminant analysis (LDA). The comparative perfor-

mance analysis of different classification techniques is

shown in Table 6. Figure 7 depicts that a convolutional

neural network provides better accuracy, sensitivity and

specificity in comparison to support vector machine and

Table 6 Comparative performance analysis of classification

Parameters SVM ANN CNN

Accuracy 80 95.79 97.18

Sensitivity 85 89.33 97

Specificity 95.12 95.45 98.66

Table 7 Comparison of efficiency in terms of time taken by different

metaheuristic technique

Algorithm WOA APSO WOA_APSO

Time taken in seconds 189.9583 193.55621 184.48222

Fig. 5 The sample result

analysis on lung tumored image

for detection of nodule
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artificial neural network. The achieved accuracy, sensitiv-

ity and specificity are 97.18, 97 and 98.66.

5 Conclusion and future work

In this paper, we have presented a novel approach for early

detection, diagnosis and prediction to improve the treat-

ment of patients and take preventative measures. Here, we

implemented a hybrid WOA_APSO algorithm (see Algo-

rithm 1). Image pre-processing and segmentation technique

is applied for partitioning and segmenting the tumor region.

The different features are extracted to gather the statistics

information analysis which assists in the decision-making

process. The proposed state-of-art method provides a better

consolidated optimized dimension of features selection

grouping approach by implementing a hybrid WOA_APSO

algorithm embedding LDA. The convolutional neural net-

work classification technique outperforms by providing an

accuracy of 97.5% in comparison to support vector

machine and artificial neural network. The methodology

demonstrates the effectiveness and promising results for

clinical application as compared to existing algorithms.

The proposed method limits the working for 3-dimensional

medical imaging. In the future, the work can be extended

by using different modalities of medical imaging, and other

metaheuristic techniques can be incorporated for enhancing

the system performance.

Fig. 6 The sample result analysis on lung non-tumored image for detection of nodule
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