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Abstract
Fewest-switches surface hopping (FSSH) is employed in order to investigate the nonadiabatic excited-state dynamics of 
thiophene and related compounds and hence to establish a connection between the electronic system, the critical points in 
configuration space and the deactivation dynamics. The potential-energy surfaces of the studied molecules were calculated 
with complete active space self-consistent field and time-dependent density-functional theory. They are analyzed thoroughly 
to locate and optimize minimum-energy conical intersections, which are essential to the dynamics of the system. The influ-
ence of decoherence on the dynamics is examined by employing different decoherence schemes. We find that irrespective of 
the employed decoherence algorithm, the population dynamics of thiophene give results which are sound with the expecta-
tions grounded on the analysis of the potential-energy surface. A more detailed look at single trajectories as well as on the 
excited-state lifetimes, however, reveals a substantial dependence on how decoherence is accounted for. In order to connect 
these findings, we describe how ensemble averaging cures some of the overcoherence problems of uncorrected FSSH. 
Eventually, we identify carbon–sulfur bond cleavage as a common feature accompanying electronic transitions between 
different states in the simulations of all thiophene-related compounds studied in this work, which is of interest due to their 
relevance in organic photovoltaics.
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1  Introduction

Chemistry is known to be at the boundary of both the appli-
cability of classical models and the necessity of quantum 
mechanical concepts. On the one side, theories that are at 
least partially based on assumptions from classical mechan-
ics like transition-state theory (TST) [1, 2] and classical col-
lision theory [3, 4] can accurately predict reaction rates in 
certain parameter regimes, but on the other side are usually 

insufficient to give a general description of chemical reac-
tions, particularly when quantum-nuclear effects such as 
zero-point energy, quantum tunneling [5] or nonadiabatic-
ity [6] play an important role [7–10]. For the case of TST, it 
was realized early by Wigner that it is not possible to rein-
troduce these quantum effects in a simple way after making 
the classical assumption along the reaction coordinate [8], 
because all degrees of freedom are coupled together [9, 10].

Hence, finding a way to describe a continuous quantum-
to-classical transition in chemical dynamics is highly desir-
able in order to treat systems computationally as efficient as 
possible but also with the necessary accuracy. The concept 
of quantum decoherence is a promising approach to accom-
plish this transition [11–14]. It comprises the consideration 
of molecules as open quantum systems interacting with their 
environment. The correct treatment of the quantum-to-clas-
sical transition is essential for gaining a deeper understand-
ing of chemical dynamics and in particular for introducing 
new well-grounded semiclassical approximations.

One of the most popular methods for simulating nonadi-
abatic dynamics is Tully’s fewest-switches surface-hopping 
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(FSSH) algorithm [15]. While it can be remotely connected 
to the quantum-classical Liouville equation [16], it lacks 
such a solid theoretical foundation. One of the major defi-
ciencies of FSSH is the absence of decoherence, widely 
known as overcoherence problem. In the seminal work of 
Schwartz et al. [17] the authors address this issue by deriv-
ing a decoherence rate based on a frozen-Gaussian approxi-
mation of the nuclei. Their central expression suggests that 
decoherence is caused by the differences in nuclear forces 
on the various potential-energy surfaces, which drive the 
different parts of the nuclear wavepacket apart.

Since then, various correction schemes have been pro-
posed by numerous authors in order to rectify the problem 
of overcoherence in FSSH [18–22]. However, as the variety 
of different approaches suggests, there is no general way to 
correctly implement decoherence in the FSSH algorithm, 
because the problem originates from the fundamental idea 
of using an ensemble of independent trajectories in order to 
approximate the time evolution of the nuclear wavepacket. 
The absence of coupling between the different trajectories 
entails that the bifurcation of the wavepacket cannot be 
described adequately, because different trajectories within 
the ensemble have no information about when in time they 
should maintain or lose phase relations (coherences) with 
each other. The utilization of independent trajectories, how-
ever, is in fact one of the main strengths of the FSSH tech-
nique with respect to computational costs and parallelization 
enabling it to be applied even to large molecular, biological 
and condensed-phase systems [23–25]. Hence, the correc-
tion schemes retain the independent-trajectory picture, so 
as to preserve the computational strengths of the algorithm.

Many of the proposed decoherence correction schemes 
are yet to be extensively examined comparatively for molec-
ular chemical problems for which FSSH is most relevant 
due to its computational efficiency. Previous tests on model 
systems have already shown that the (approximately) cor-
rect description of decoherence in FSSH is essential to 
obtain accurate results for reaction dynamics and rates, 
though different decoherence algorithms lead to different 
outcomes [26].

The effect of decoherence on the dynamics and the transi-
tion rates that derive from it is usually far from trivial. The 
rate of a transition process depends in an intricate way on the 
coupling of the electronic system to the environment, in our 
case to the classical nuclei. Although in the case of very strong 
coupling to the environment the rate is expected to decrease as 
this corresponds to the well-known quantum Zeno effect [27], 
for intermediate coupling the rate can even increase with 
respect to the uncoupled case, which is then called an anti-
Zeno effect [12, 28]. Hence, decoherence can cause the rate of 
a transition process both to speed up or slow down.

Therefore, the aim of this work is to clarify the influence 
of different decoherence correction schemes on the results 

of FSSH simulations for chemically relevant systems, while 
also emphasizing the importance of correctly describing 
such effects.

For this purpose, we employ uncorrected, coherent FSSH, 
the widely used energy-based correction by Granucci and 
Persico [18], and the augmented-FSSH (AFSSH) algorithm 
by Subotnik et al.  [29, 30] to explore the excited-states 
dynamics of thiophene and related systems. The electronic-
structure calculations were performed using the complete 
active space self-consistent field (CASSCF) method and 
linear-response time-dependent density-functional theory 
(TDDFT).

Since the interpretability of FSSH results hinges on an 
in-detail knowledge of the pivotal features of the potential-
energy surfaces (PESs), critical points on and between the 
different surfaces were optimized and proven to be essential 
for correctly describing the dynamics.

Eventually, the overall objective is to get a coherent pic-
ture which encompasses the potential-energy surfaces, the 
dynamics taking place on them and the role of quantum 
decoherence. Due to their relevance in organic photovoltaics, 
extensive literature on thiophene-based materials [31–35] 
is available, which was used to constantly test our results.

A comprehensive understanding of the deactivation path-
way and excited-state lifetimes for these thiophene-based 
materials including effects of decoherence is therefore not 
only of fundamental scientific interest, but also plays a key 
role in explaining and maybe even predicting the success of 
promising materials in different fields of application.

2 � Computational methods

For performing the dynamics simulations, state-averaged 
CASSCF calculations of thiophene were realized using 
the OpenMolcas program  [36] with the cc-pVDZ basis 
set [37] including three singlet and triplet states, respectively 
(SA(3S + 3T)-CASSCF). In addition, the Columbus pro-
gram [38–40], utilizing the Dalton program for calculating 
atomic orbital integrals [41], was used to carry out the static 
calculations and optimizations [42, 43]. These calculations 
were performed using three singlet states (SA(3S)-CASSCF) 
in conjunction with the 6-31G∗ basis set [44], which led to 
the values given in Tables 1 and 2.

For all CASSCF calculations, an active space composed 
of ten electrons in nine orbitals was employed. The active 
orbitals are shown in Fig. 1. Five valence � and �∗ orbitals 
were included to correctly describe the aromaticity of the 
thiophene molecule, while two pairs of � and �∗ orbitals 
were needed to accurately describe the C–S bond cleavage 
occurring during the dynamics

The long-range corrected �B97XD exchange-correla-
tion functional as implemented in the Gaussian09 program 
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suite [45] with a 6-31G∗ basis set was employed for the 
calculation of the electronic states using linear-response 
TDDFT. Here, we followed the recommendation of Barbatti 
et al. [34] for thiophene-based systems.

The molecular-dynamics simulations were performed 
using the SHARC ab initio dynamics package version 
2.0 [46, 47] within the diagonal representation and includ-
ing spin–orbit couplings in the CASSCF calculations. For 
each of the CASSCF and TDDFT calculations, 500 and 200 
initial conditions, respectively, were generated based on a 
Wigner distribution, computed from harmonic vibrational 
frequencies for the optimized ground-state equilibrium 
geometry. The number of trajectories starting in each of the 
excited states was chosen stochastically, based on the exci-
tation energies and oscillator strengths associated with the 
respective excited states at each initial geometry.

The classical nuclear degrees of freedom were propagated 
using the velocity-Verlet algorithm with a time step of 0.5 fs , 
while the time step for evolving the quantum system was 
chosen as 0.02 fs . For analyzing the influence of the deco-
herence-correction scheme on the trajectories, the follow-
ing methods were applied: (1) standard (coherent) FSSH (in 
the diagonal representation) as implemented in the SHARC 
program package [47], (2) the energy-based correction by 
Granucci and Persico [18] with a parameter of � = 0.1 a.u. , 
and (3) the augmented-FSSH (AFSSH) algorithm by Sub-
otnik et al. [29].

The energy-based decoherence algorithm is motivated by 
the idea that close to a point of (near) degeneracy between 
the currently active state (labeled by j), on which the trajec-
tory travels, and an inactive state (labeled by i) coherent 
superpositions between the states will emerge and hops are 
expected. After leaving this area of strong coupling, how-
ever, the forces on different potential-energy surfaces will 
most definitely drive the populations in different directions 
which should lead to a rapid decay of the previously built-
up coherences. In order to understand how the decoherence 

corrections take effect, we have to make a quick detour into 
the basics of the surface hopping algorithm. In the surface-
hopping framework, the total electronic wavefunction 
Ψ(t, r;R(t)) at time t along a single classical trajectory R(t) 
is expanded in a basis of (adiabatic) wavefunctions {�k}

where r are the electronic coordinates. Plugging this expan-
sion into the time-dependent Schrödinger equation leads 
equations of motions for the wavefunction coefficients ck(t) , 
or equivalently the elements of the electronic density matrix 
�kl(t) = c∗

k
(t)cl(t)  [15]. Introducing decoherence is hence 

synonymous to changing these equations of motions. In 
particular, the algorithm of Granucci and Persico [18] con-
sists in damping the wavefunction coefficients belonging to 
the inactive states by an exponential factor which is mainly 
determined by the energy difference to the active state while 
the coefficient of the active state is renormalized accordingly 
at each time step1: 

(1)Ψ(t, r;R(t)) =
∑

k

ck(t)�k(r;R(t)),

(2a)c�
i
= ci e

−Δt∕2�ij i ≠ j,

(2b)c�
j
=

cj

|cj|

[
1 −

∑

i≠j

|c�
i
|2
]1∕2

,

(2c)�ij =
ℏ

|Ei − Ej|

(
1 +

�

Ekin

)
.

Fig. 1   State-averaged CASSCF 
molecular orbitals included in 
the active space of thiophene. 
The orbitals were obtained 
using the 6-31G∗ basis set at 
the SA(3S)-CASSCF opti-
mized ground-state equilibrium 
geometry. They are shown in 
a perspective view for better 
visibility

1  Note that in comparison with Ref.  [18] an additional factor of 
1

2
 occurs in the exponent in Eq.  2a. This is because the formula in 

Ref. [18] should be applied to populations (as the authors mention in 
Ref.  [19]). When applied to wavefunction coefficients, an additional 
factor of 1

2
 has to be added [47].
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 Here, Ekin is the nuclear kinetic energy, Ei and Ej are the 
potential energies of the respective states, � is a free param-
eter, and Δt is the time step for evolving the quantum system.

In contrast, in AFSSH an additional set of variables, 
called moments of classical position and momenta, is prop-
agated for every inactive state. Solving the equations of 
motions for these moments essentially means to integrate 
the force difference between the different adiabatic states. 
As opposed to the decoherence method of Persico and Gra-
nucci, where the central object of the decoherence rate is the 
energy difference between the states, in AFSSH the differ-
ence in forces is the pivotal quantity. This is in accordance 
with the decoherence rate in Ref. [17] and well-grounded in 
the mapping between FSSH and quantum-classical Liouville 
equation [48]. The propagation of these auxiliary variables 
provides the active trajectory at least with partial informa-
tion about trajectories on the other states and therefore about 
when different parts of the wavepacket decohere. Following 
the derivation in Refs. [29, 30, 49] one obtains a parameter-
free decoherence rate.

Due to the inability of linear-response TDDFT to cor-
rectly describe nonadiabatic couplings involving the ground 
state [50, 51], no couplings to the ground state were com-
puted in the optimization. Instead, the trajectories were ter-
minated in the ground state when the energy gap between S1 
and S0 reached a value smaller than 0.1 eV , so as to obtain 
a realistic estimate of the deactivation time to the ground 
state and to prevent unphysical behavior arising after a tra-
jectory’s passage through a conical intersection between 
an excited state and the ground state. The populations 
were corrected accordingly. An approximate optimization 
scheme implemented in the ORCA program [52] without 
explicit calculation of nonadiabatic coupling vectors [53, 
54] was employed for optimization and comparison of the 
minimum-energy conical intersections. The optimization 
was facilitated by the SHARC utility programs with param-
eters � = 3.5 and � = 0.02Eh . In this way, it was possible to 
optimize conical intersections between excited states using 
TDDFT. The fits of the state populations were performed 
with the program Maxima [55], in combination with the 
SHARC utility programs.

3 � Results and discussion

From the generated initial conditions, excitation spectra 
can be obtained from the excitation energies and oscillator 
strengths associated with each geometry. Figure 2 shows 
the resulting spectra calculated with CASSCF and TDDFT. 
Although the excitations lie within a similar energy range, 
the CASSCF spectrum clearly shows a double band, which 
is present also in the experimental gas-phase spectrum [56]. 
With TDDFT, this double band is not resolved. However, 

both spectra illustrate the importance of including both low-
lying excited singlet states when simulating the low-band 
excitations of thiophene.

As mentioned above, critical points on and between dif-
ferent potential-energy surfaces have to be optimized and 
analyzed, before the dynamics  reliably can be interpreted 
and discussed. The CASSCF and TDDFT results are com-
pared to more sophisticated but also more computationally 
expensive methods in Table 1. Therein, the energies of the 
three lowest singlet states are displayed for different geom-
etries, such as local minima and minimum-energy conical 
intersections. Comparing the results of the calculations, we 
find the calculated energies to agree relatively well for the 
different methods at the considered geometries. The average 
deviation lies between 0.5 and 1.0eV . The DFT ground-state 
energy in the Sa

1
 minimum geometry alone deviates more 

significantly.
However, the energies in the remaining structures corre-

spond well to CASSCF and reference values. Even the S2∕S1 
conical intersection is well described by TDDFT using the 
approximate optimization scheme described in Sect. 2. As 
a single substantial difference, the dihedral angle given in 
Table 2 indicates that the corresponding molecular structure 
is not entirely planar, which is in contrast to the CASSCF 

Fig. 2   Absorption spectra of thiophene calculated on the SA(3S + 3T

)-CASSCF level (a) and TDDFT level of theory (b) based on a 
Wigner sampling around the ground-state minimum. The absorption 
intensities are normalized relative to the maximum of the respective 
total intensity.
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results. The structural data given in Table 2 further confirm 
the similarity between CASSCF and TDDFT results. Only 
the S1∕S0 conical intersection and the Sb

1
 minimum structures 

cannot be described adequately by a single-reference method 
such as linear-response TDDFT, due to the multiconfigura-
tional characteristics of the underlying ground state.

In summary, the accuracy of the CASSCF calculations 
with the selected active space makes the method well 
suited to describe the photochemical deactivation process 
of thiophene on a qualitatively correct level. On the other 
hand, TDDFT constitutes a computationally more efficient 
method, which is appropriate for describing the dynamics 
between the excited states. Based on these observations, we 
believe TDDFT to be a good approximation to the excited-
states dynamics of the chosen thiophene molecule, but also 
of other, larger thiophene-based systems.

It has been suggested that the transition between two 
of the singlet states, generally being mediated by a coni-
cal intersection, is accompanied by the cleavage of a car-
bon–sulfur bond [32, 34, 35]. In order to attain a better 
understanding of the connection between the electronic and 
nuclear systems, the gradients and nonadiabatic coupling 
vectors (NACs) were analyzed during the conical-inter-
section optimization (using the Columbus program). Both 
involved potential-energy surfaces in the branching space, 

which is spanned by the corresponding NAC vector � and 
energy gradient difference vector � , were plotted close to the 
minimum-energy conical intersection. The potential-energy 
surfaces are approximated linearly by

whereby the parameters �x , �y , �gh and Δgh describe the pitch, 
inclination and ellipticity of the cone and x ∝ g , y ∝ h . The 
corresponding data are given in Table SI.1. The resulting 
plots as well as the corresponding molecular structures are 
depicted in Fig. 3.

The S2∕S1 conical intersection has a steep gradient, with 
an only marginally tilted double-cone shape. Additionally, 
its underlying molecular structure is located relatively close 
to the Franck–Condon region. Both facts suggest that a fast 
transition to the S1 state occurs following an initial excitation 
to the S2 state. Moreover, in the molecular structure a sub-
stantial C–S bond elongation is clearly visible. In the struc-
ture corresponding to the S1∕S0 conical intersection, this 
elongation is even more pronounced and leads to cleavage 
of the C–S bond. However, the S1∕S0 conical intersection is 
strongly tilted and has a smaller slope than ConI S2∕S1 . Fur-
thermore, its corresponding molecular structure is located 

(3)Ei∕j = �xx + �yy ± �gh

√
x2 + y2

2
+

Δgh(x
2 − y2)

2
,

Table 1   Energies of the 
involved singlet states of 
thiophene at the relevant 
structures in eV.

The energies of the optimized states are depicted in bold. CASPT2 [35, 57, 58] and MRCI/DFT [33] results 
serve as references. All energies are given relative to the ground-state minimum energy calculated with the 
respective method. Minima and conical intersection are labelled as Min and ConI, respectively. The corre-
sponding molecular structures are depicted in the SI
aCASPT2(8/7)/6-31G∗ , Ref. [35]; bMRCI/DFT, Ref. [33]

Structure CASSCF TDDFT Literature

S
0

S
1

S
2

S
0

S
1

S
2

S
0

S
1

S
2

Min S0 0.00 6.07 7.03 0.00 6.18 6.54 0.00a 5.58a 5.92b

Min Sa
1

0.90 5.62 7.10 3.44 4.36 6.64 1.49a 5.08a −
Min Sb

1
3.32 3.48 5.96 − − − 3.55a 4.00a −

Min S2 2.35 6.73 6.95 2.05 5.26 6.60 − − 5.05b

ConI S2∕S1 1.31 6.69 6.69 0.92 5.59 5.59 − − −
ConI S1∕S0 3.50 3.50 − − − − 4.08a 4.08a −

Table 2   S
1
C
2
 bond length (r) 

in Å as well as S
1
C
2
C
3
 angle 

( � ) and S
1
C
2
C
3
C
4
 dihedral 

angle ( � ) in deg. of the relevant, 
optimized geometries of 
thiophene. CASSCF(8, 7)/6-
31G

∗ results serve as 
references [31, 32]

The atom labeling is defined in Fig. SI.2

Parameter CASSCF TDDFT Literature

r � � r � � r � �

Min S0 1.78 110.1 0.0 1.73 111.6 0.0 1.73 111.5 0.0
Min Sa

1
1.80 107.3 14.0 1.79 99.0 27.9 1.80 108.2 12.0

Min Sb
1

1.75 126.4 0.0 − − − 1.73 − 0.0
Min S2 1.77 111.3 18.8 1.75 111.3 19.6 1.80 108.7 8.5
ConI S2∕S1 1.92 111.1 0.0 1.93 111.3 12.5 1.98 106.5 0.0
ConI S1∕S0 1.73 127.0 0.0 − − − − − −
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farther away from the Franck–Condon region and can only 
be reached by overcoming a small barrier from the Sb

1
 mini-

mum [32]. Thus, a population transfer through the S1∕S0 
conical intersection is expected to be slower than through 
the one connecting the states S2 and S1 [59].

The following analysis of the thiophene dynamics is 
based on the CASSCF simulations which give a qualitatively 
correct description of the dynamics through both conical 
intersections. Whenever we discuss TDDFT-based results 
in the following, we will state so explicitly.

Figure  4 shows the potential-energy profile of the 
involved singlet states for a selected trajectory, together with 
snapshots of the respective thiophene structures. It is appar-
ent that a structure similar to the S2 minimum geometry is 
reached shortly after initial excitation. The first hop to the 
S1 state appears at t = 28 fs at a structure close to that of the 
S2∕S1 conical intersection. Shortly after, at t = 53 fs the C–S 
bond has broken and the structure strongly resembles the 
one of the Sb

1
 minimum shown in Fig. SI.3. By overcoming 

a small barrier the molecule hits the S1∕S0 conical inter-
section [32], and a transition to the ground state follows. 
The potential energy remains relatively high over the course 
of the whole trajectory. This implies that the closed-ring 
ground-state minimum is not reached within the simulation 
time. Instead, new bonds are constantly being formed and 
broken resulting in intermediary three- and four-membered 
rings as well as in open-chain structures.

For a statistical analysis of the ensemble evolution, Fig. 5 
depicts the C–S bond lengths as function of simulation time 
for our set of independent trajectories. It turns out that bond 

cleavage as a result of electronic transitions in thiophene 
is not only an occasional feature of some trajectories, but 
occurs in the majority of the simulations. While the C–S 
bond length is close to its equilibrium value at the begin-
ning of all trajectories, large elongations are observed in 
most simulations at later times. Using the AFSSH simula-
tion from Fig. 5 as an example, at 300 fs more than 80% of 
the trajectories exhibit one C–S bond that is elongated by 
more than 55% of its value in the ground-state minimum. 
We conclude that the C–S bond cleavage and transitions 

Fig. 3   Conical intersections between singlet states S
2
 and S

1
 (left) and between S

1
 and S

0
 (right) with corresponding molecular structures

Fig. 4   Potential energy profile along a single, characteristic trajec-
tory (using the energy-based Granucci decoherence correction) initi-
ated from the S

2
 state. Energies are given relative to the ground-state 

minimum. For illustration, structures at crucial points are depicted as 
insets together with the time at which they occur
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in the electronic system are strongly connected within the 
excited-state dynamics of thiophene. The residual trajec-
tories without C–S bond cleavage either do not reach the 
ground state within simulation time (e.g. due to intersystem 
crossings) or undertake different, less pronounced deactiva-
tion pathways such as ring puckering [34, 35]. Compared 
to similar studies of thiophene [35], we find a higher ratio 
of trajectories which exhibit a transition to the ground state 
accompanied by C–S bond cleavage. This difference is likely 
to be rooted in the fact that, as compared to previous CAS-
SCF studies, we also include the second excited singlet state 
in our simulations. As recognized in the TDDFT study of 
thiophene by Fazzi et al. [34] and in accordance with the 
computed spectra in Fig. 2, this state cannot be ignored when 
the photoexcitation of thiophene is sought to be described 
appropriately. Therefore, the trajectories we sampled pos-
sess on average a higher initial energy which enables them 
to quickly explore different areas of configuration space 
and also reach the S1∕S0 ConI though it is not in immediate 
vicinity of the Franck–Condon region. Moreover, the small 
barrier separating the Sb

1
 minimum and S1∕S0 ConI [32] can 

be facilely overcome hence promoting the deactivation via 
bond cleavage.

As a result of this analysis, a clear connection has been 
observed between the structural and the electronic systems. 
Moreover, the evolution of the molecular structure for the 
ensemble of trajectories has been examined with a focus on 
the statistical behavior of the C–S bond length.

We will now turn to the exploration of the ensemble’s 
electronic population dynamics. These are shown in Fig. 6 
for three different FSSH variations, using the same initial 

conditions. Due to the high potential energy associated 
with the molecular structure after excitation, the molecular 
intermediates break and form new bonds before reaching the 
ground-state minimum. It is vital to a correct description of 
these processes that the molecular orbitals corresponding to 
these bonds are contained within the active space, otherwise 
the calculations would most likely fail. This is particularly 
important for describing transitions to and time evolution 
in the ground state, due to the high kinetic energy of the 
system after the electronic transition. As a consequence, the 
calculated transition rates to the ground state would be too 
small, because only stable trajectories are considered. How-
ever, transitions back from the ground state to the excited 
states are unlikely, especially for the decoherence-corrected 
methods, because the respective couplings vanish on short 
timescales. Thus, we include trajectories that terminated 
after reaching the ground state, due to failure to converge 
the electronic structure, into the calculation of the ground-
state population from the time they reached the ground 
state onwards until the end of the simulation. Although this 
approach is less justified for the coherent FSSH method, as 
we will discuss in the following, it can help to correct the 
ensemble population for some of the overcoherence errors.

Although all of the methods produce similar results in 
Fig. 6 at first glance, the populations obtained with the 
energy-based correction of Granucci exhibit a more pro-
nounced population transfer between S2 and S1 , as well as 
between S1 and S0 than for the other two methods. This cor-
responds to an anti-Zeno effect, where the transition rate is 
enhanced as compared to the coherent FSSH results, because 

Fig. 5   Statistical analysis of the time dependence of the C–S bond 
length in the trajectory ensemble of the AFSSH simulation. The color 
code indicates the number of trajectories that exhibit a bond in the 
respective length interval at a given time. In 80% of the trajectories 
at 300 fs one of the original C–S bonds of thiophene is longer than 
2.79Å and therefore more than 56% longer than the ground-state 
equilibrium distance

Fig. 6   Ensemble populations given by the ratio of trajectories propa-
gated on the respective electronic state at a given time for coherent 
(C) and augmented (A) FSSH as well as for FSSH with the energy-
based decoherence correction of Granucci and Persico (G). Although 
also three triplet states have been included into the simulation, their 
populations are not shown here as intersystem crossing takes place on 
a longer timescale (see Table 3) and hence plays a subdominant role
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the decoherence correction leads to a quick decrease of 
the electronic coupling between the states after reaching a 
strong-coupling region and hence inhibits transitions back 
to the initial state or other weakly coupled states. Coherent 
FSSH and AFSSH mainly differ in the description of the S2 
population: while it practically vanishes in the force-based 
corrected AFSSH scheme after 200 fs, the S2 population 
calculated with the fully coherent FSSH method remains 
on a higher level also at long times and shows persistent 
oscillations.

The calculated time-dependent populations can be fit-
ted to a system of elementary reactions. Based on the hops 
occurring during the first 300 fs , the proposed deactivation 
mechanism, illustrated in Fig. SI.4, incorporates the tran-
sition from S2 to S1 with the corresponding deactivation 
time �21 . Potential subsequent reactions could include the 
population transfers to the ground state ( S0 ) or to one of the 
triplet states with deactivation times �10 and �ISC , respec-
tively. The resulting lifetimes are shown in Table 3 for the 
different FSSH variations and a set of TDDFT-based AFSSH 
simulations.

In a few cases, Table 3 reveals significant deviations 
between the lifetime values calculated with different meth-
ods. This indicates a substantial dependence of the ensem-
ble’s electronic populations—and the whole dynamics—on 
the incorporation of decoherence. Thus, lifetimes obtained 
from surface-hopping simulations are a rather “fragile” 
quantity. Substantial dependencies of the calculated lifetimes 
on the inclusion of triplet states [35] or on the electronic 
structure method [34] are well-known and have been studied 
already. The fundamental difference with the dependence 
on the decoherence implementation is, however, that deco-
herence is a ubiquitous phenomenon in every nonadiabatic 
multi-state simulation, no matter how simple the potential-
energy surfaces or how low the number of relevant states 
might be. Apart from that, it is not currently clear how to 
evaluate the influence of decoherence as well as decide 
which algorithm is appropriate for each particular prob-
lem [60]. Rather than being just a tool to partially restore 
internal consistency [18] within the surface-hopping frame-
work, an approximately correct treatment of decoherence is 
essential for making reliable predictions.

In Table 3, nonetheless, all methods show the �21 value 
to be significantly smaller than the respective �10 lifetime. 
This confirms the predictions based on the shape of the 
two conical intersections. The fully coherent FSSH method 
exhibits the largest �10 lifetime with a comparable intersys-
tem crossing lifetime �ISC . This can be explained by the fact 
that this method has the highest transition probability from 
the S0 ground state to S1 and triplet states due to the lack of 
decoherence. In comparison, the results obtained with the 
energy-based Granucci correction, which tends to be overly 
incoherent [26], exhibit a large difference between the small-
est �10 and largest �ISC lifetime values out of all CASSCF-
based methods. The approximation, described in the com-
putational methods section, for obtaining a �10 lifetime with 
TDDFT should generally lead to overly rapid decay rates to 
the ground state, as no transitions back to excited states are 
possible. Yet, the resulting total lifetime of 101.6 fs is clos-
est to the experimental value of approximately 105 fs [61], 
which reflects the fragility of the surface-hopping lifetimes. 
Thus, in this article the discussion solely focuses on qualita-
tive arguments.

In order to obtain a better understanding of how different 
decoherence mechanisms affect the electronic populations, 
it is worth taking a closer look at the evolution of the elec-
tronic system in a single trajectory. For this purpose, we 
picked out a single trajectory from the ensemble simula-
tions with all three FSSH schemes, that was started from 
identical initial conditions. The magnitudes of the wave 
function coefficients as a function of time along this trajec-
tory are depicted in the top panels of Fig. 7, while the cor-
responding magnitudes of the nondiagonal elements of the 
electronic density matrix, which correspond to the coupling 
and coherence between the various states, are shown in the 
lower panels. As opposed to the ensemble populations, the 
displayed graphs look considerably distinct for the different 
FSSH variations.

Although the stochastic nature of surface hopping makes 
it sometimes difficult to compare results for single trajec-
tories, even when started from the same initial conditions, 
the features we choose to discuss are easily compared for 
all of the trajectories of the respective FSSH method. As 
shown in Fig. 7a, the results obtained with Granucci’s deco-
herence scheme confirm the pronounced incoherent char-
acter of the energy-based correction. For the most part of 
the chosen trajectory, the electronic system is dominated 
by a single electronic state. Since here we chose the same 
trajectory to study the coupling between the states as we 
did to examine the evolution of the molecular structure in 
Fig. 4, we can directly identify which points on the potential 
energy surfaces the different coupling regions correspond to. 
Therefore, starting from the S2 state the trajectory reaches 
the S2∕S1 conical intersection, which coincides with a strong 
coupling region, at about t = 25 fs , as can be seen in Fig. 7d. 

Table 3   Nonradiative lifetimes for different electronic transitions 
resulting from fits of the ensemble populations, as shown in Fig. SI.4. 
The TDDFT simulations do not include triplet states, and therefore no 
lifetime for the intersystem crossing (ISC) can be given

AFSSH Granucci Coherent AFSSH
TDDFT

�21 (fs) 23.5 20.6 16.0 33.2
�10 (fs) 206.2 161.4 317.2 68.4
�ISC (fs) 449.0 560.5 484.7 −
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Accordingly, the electronic system enters a region with 
significant coherent superposition between the two excited 
singlet states. Shortly after at t = 55 fs , the traversing of the 
S1∕S0 conical intersection causes the electronic system to 
be in a superposition of all three singlet states. This region 
of coherent coupling, however, is very localized both in 
space and time. Therefore, shortly after the transition to the 
ground state (at t = 60 fs ), the electronic system is almost 
exclusively dominated by the S0 state, except for a second 
coupling region at 270 fs . As expected, this is consistent with 
reaching the adiabatic, incoherent limit.

On the contrary, both the coherent and the augmented 
FSSH algorithms show much more delocalized couplings 
and thus more prolonged periods for which the system is 
in a coherent superposition of multiple electronic states, as 
shown in Figs. 7b, c, e, f. The general similarity between 
these two methods is consistent with the incorporation 
of a lower bound for the decoherence rate immanent in 
AFSSH  [30]. Coherences in AFSSH are therefore not 
as strongly damped as in the energy-based decoherence 
algorithm.

The main difference between the two methods, how-
ever, can also  clearly be seen in the corresponding pan-
els of Fig. 7. While the electronic system propagated with 
AFSSH also reaches the incoherent limit, wherein the only 
significant contribution to the dynamics at large simulation 
times comes from S0 , the electronic system of the trajectory 
propagated with standard FSSH remains in a superposition 

of multiple electronic states for the whole simulation, even 
though multiple hops to the ground state occur. Thus, the 
transition probabilities for coherent, uncorrected FSSH 
remain on a constantly high level leading to multiple hops 
between almost all of the included potential-energy surfaces. 
This results in a highly complex, overly coherent superposi-
tion of electronic states, which is in accordance with previ-
ously observed persistent oscillations of ensemble popula-
tions, as well as the large �10 lifetime and the comparatively 
small value of �ISC.

The similarity between the ensemble populations for the 
three different methods arises through averaging over the 
ensemble of trajectories. This key feature of  surface hopping 
is the decisive factor for its broad success in spite of severe 
shortcomings such as the lack of decoherence. Hence, it is 
desirable to use an alternative way to quantify the effect of 
ensemble averaging on the results. In addition, defining (de-)
coherence via the nondiagonal elements of the reduced den-
sity matrix inherently carries a basis dependence. In order to 
obtain a basis-independent quantity, the purity of the ensem-
ble density matrix is defined as the trace of the ensemble 
averaged electronic density matrix squared, Tr {�2} , whose 
evolution during the simulation is illustrated in Fig. 8.2

(a) (b) (c)

(d) (e) (f)

Fig. 7   Top: magnitudes of the wave function coefficients corre-
sponding to the considered singlet states for one selected trajectory 
simulated with three different FSSH variations. The simulations were 
started from the same initial conditions. Bottom: magnitudes of the 

nondiagonal elements of the electronic density matrix corresponding 
to the coherence between the singlet states for the same trajectory. 
For reasons of clarity, coefficients of the triplet states are not shown 
as they do not play a decisive role in the selected trajectories

2  The elements of the electronic density matrix of a single trajectory 
labeled by the index � consist of products of wavefunction coeffi-
cients ��

kl
= c

�∗
k
c
�
l
 . The electronic density matrices of all N trajectories 

are then averaged over the ensemble to obtain � =
1

N

∑
� �

� at every 
time step.
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As can be seen from Fig. 8, the qualitative evolution of 
the purity is very similar between the different methods. 
From the very beginning of the simulation, the initial purity 
is already smaller than 1, because the simulations comprise 
trajectories starting both in the S2 and S1 states. The maxi-
mum in the purity that occurs at around 25 fs with all meth-
ods originates from the quick transition from S2 to S1 and is 
consistent with the corresponding lifetimes in Table 3. As 
a consequence, most of the trajectories are situated in the 
S1 state at this time. It might seem unexpected that the fully 
coherent FSSH algorithm exhibits the smallest value of the 
purity among the different methods at 300 fs . This is because 
the here defined purity is mostly a measure of the dissipa-
tion of the electronic population among the various elec-
tronic states. Due to the previously mentioned, constantly 
high transition probabilities to other states in the coherent 
FSSH method, the population is widely distributed among 
different states, resulting in the small purity value at 300 fs 
compared to the other two methods. Moreover, this explains 
why the results on the ensemble level are relatively similar to 
those obtained with the decoherence-corrected algorithms, 
although the evolution of the electronic system within the 
single trajectories significantly differs [62].

The different curve shape obtained with AFSSH at early 
times is caused by the fact that only trajectories which are 
stable for at least 300 fs are taken into account for the cal-
culation of the purity.  The number of stable trajectories, 
especially the ones started in S2 , was significantly higher 
for AFSSH than for the other two methods, as can be seen 
from Table SI.2. Before reaching the maximum, the AFSSH 
purity exhibits a kink showing that here the intermediary 
accumulation of trajectories in the S1 state is preceded by 
an initial delocalization of the population into other states. 
This process is likely to be driven by the high-energy trajec-
tories which explore different areas of configuration space 
more rapidly and are therefore also more likely to become 
unstable.

Despite the rather different number of stable trajectories 
in the simulations with the energy- and force-based decoher-
ence correction, both methods reach practically the same 
purity value toward the end of the simulation. This further 
confirms that, in contrast to the fully coherent FSSH, both 
decoherence-corrected methods reach the incoherent limit 
with the majority of the electronic population in the ground 
state as expected.

In general, the extent of decoherence is expected to 
rise with an increasing number of nuclear degrees of free-
dom [63, 64]. The increasing dimensionality of the system 
raises the likelihood of forces on different potential-energy 
surfaces to drive the electronic populations in different direc-
tions, which leads to rapid decoherence. At the same time, 
we need to  bear in mind that many systems studied by sur-
face hopping are molecules relevant, e.g., in organic pho-
tovoltaics. Thus, they often possess an extended � electron 
system. By increasing the size of the � system, the number 
of low-lying excited states which are energetically close 
together grows as well, meaning that coherent superposi-
tions can still play an important role. This can be seen from 
the TDDFT-based simulation results of oligothiophenes (up 
to four rings) and two further thiophene-based compounds 
shown in the supporting information, where both standard 
and augmented FSSH show again relatively similar results 
for the ensemble populations over the first 300 fs . Although 
the number of trajectories we ran for these systems are not 
sufficient to make reliable statistical statements about their 
decay dynamics, the breaking of C–S bonds accompany-
ing electronic transitions is clearly an essential feature for 
all of the investigated molecules. Whether this is a practi-
cally relevant degradation mechanism for materials based on 
these compounds or whether, e.g., a substrate can prevent 
this deactivation pathway remains to be investigated in more 
detail.

4 � Conclusions and outlook

Based on the analysis of the photochemical decay process 
of the thiophene molecule following a low-band excitation, 
the role of decoherence for the excited-state dynamics has 
been studied and evaluated in detail. Thus, a clear con-
nection between the accessibility of conical intersections, 
the accompanying carbon–sulfur bond cleavage and the 
treatment of decoherence has been drawn. Similar to other 
recent studies [60, 65], we addressed the influence of dif-
ferent implementations of decoherence within the surface-
hopping framework on the dynamics of molecular systems, 
which are to a large extent only tested for low-dimensional 
model problems. It has been shown that different treatments 
of decoherence produce significantly different decay rates 
and lead to considerable deviations in the evolution of the 

Fig. 8   Evolution of the purity of the ensemble density matrix for 
three different FSSH variations. It is defined as the trace of the 
squared ensemble averaged density matrix Tr {�2}
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electronic system for individual trajectories. Consequently, 
implementation of decoherence is not only a tool to approxi-
mately realize internal consistency, but is a crucial factor to 
make the surface-hopping simulations more meaningful and 
consistent with what is observed in experiment, especially 
for longer simulation times.

Furthermore, it has been shown that the effect of a deco-
herence correction on the population dynamics is in general 
not easily predictable, because various factors pertaining to 
electronic and nuclear systems have to be taken into account. 
Depending on the coupling strength between the electronic 
system and the nuclear bath state-to-state transitions can be 
both sped up or slowed down compared to the uncorrected 
algorithm leading to the occurrence of Zeno and anti-Zeno 
effects. Due to the inability of surface hopping to correctly 
describe decoherence on the ensemble level, as a result of 
the use of independent trajectories, FSSH simulations might 
not be the best choice to test the characteristics of decoher-
ence for a special problem [66]. However, during the last few 
years different methods have emerged which are similar to 
surface hopping, but address the problem of decoherence on 
the ensemble level [67, 68]. Overall, our results indicate that 
if one strives for an accurate description of the dynamics, 
it is not only necessary to thoroughly study the potential-
energy surfaces, but also to examine how exactly decoher-
ence takes effect.

From the FSSH variations considered here, the Granucci 
correction is expected to work well for strongly incoherent 
dynamics, where coupling and coherence appear very local-
ized and are damped shortly after. However, due to the ad 
hoc character of the approximation, which is essentially only 
based on the energy difference between the different states, it 
is not clear whether the method is able to correctly describe 
branching ratios and the dependence of the dynamics on 
the size of the nuclear system. In contrast, the dimensional-
ity of the system directly enters into the AFSSH algorithm, 
which is based on the difference of forces on the various 
potential-energy surfaces. Also considering the performance 
in model problems, AFSSH should be preferred for systems 
with pronounced coherent character.

Despite the sensitive dependence of the population 
dynamics for single trajectories on decoherence, it was pos-
sible to catch the main features of the thiophene dynamics 
with all three FSSH variations, due to the effect of ensem-
ble averaging, which has been characterized by defining the 
purity of the ensemble density matrix. Thus, the main dif-
ferences between the AFSSH and standard FSSH algorithms 
are only expected to be significant for longer simulations, 
where the correct asymptotics play an important role.

Finally, the TDDFT simulations of oligothiophenes and 
other thiophene-based systems relevant for organic photo-
voltaics showed an intrinsic connection between electronic-
state transitions and the elongation and cleavage of a C–S 

bond, as has also been observed in previous results for 
bithiophene [69]. The phenomenon occurred at hopping 
geometries of all investigated molecules without exception. 
Hence, although not explicitly optimized, the structures at 
the respective minimum-energy conical intersections are 
very likely to exhibit an elongated or broken C–S bond just 
as in thiophene itself. Therefore, transitions in the electronic 
system seem to be induced very locally, which could be 
associated with the exciton self-localization mechanism in 
these systems [34]. Another possibly interesting prospect is 
to study whether this is a relevant degradation pathway in 
the devices based on these materials or if, for instance, the 
substrate is altering the decay pathway. Therefore, this is 
again a question for which environment-induced dissipation 
and decoherence must be considered.
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