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Preface

This book contains the papers presented at the 13th International Workshop on Field Programmable Logic and Applications (FPL) held on September 1–3, 2003. The conference was hosted by the Institute for Systems and Computer Engineering-Research and Development of Lisbon (INESC-ID) and the Department of Electrical and Computer Engineering of the IST-Technical University of Lisbon, Portugal.

The FPL series of conferences was founded in 1991 at Oxford University (UK), and has been held annually since: in Oxford (3 times), Vienna, Prague, Darmstadt, London, Tallinn, Glasgow, Villach, Belfast and Montpellier. It brings together academic researchers, industrial experts, users and newcomers in an informal, welcoming atmosphere that encourages productive exchange of ideas and knowledge between delegates.

Exciting advances in field programmable logic show no sign of slowing down. New grounds have been broken in architectures, design techniques, run-time reconfiguration, and applications of field programmable devices in several different areas. Many of these innovations are reported in this volume.

The size of FPL conferences has grown significantly over the years. FPL in 2002 saw 214 papers submitted, representing an increase of 83% when compared to the year before. The interest and support for FPL in the programmable logic community continued this year with 216 papers submitted. The technical program was assembled from 90 selected regular papers and 56 posters, resulting in this volume of proceedings. The program also included three invited plenary keynote presentations from LSI Logic, Xilinx and Cadence, and three industrial tutorials from Altera, Mentor Graphics and Dafca.

Due to the inclusive tradition of the conference, FPL continues to attract submissions from all over the world. The accepted contributions were submitted by researchers from 32 different countries:
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</tr>
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<tbody>
<tr>
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<tr>
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<td>29</td>
</tr>
<tr>
<td>Germany</td>
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<tr>
<td>Japan</td>
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</tr>
<tr>
<td>Portugal</td>
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</tr>
<tr>
<td>Italy</td>
<td>9</td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>8</td>
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<tr>
<td>France</td>
<td>7</td>
</tr>
<tr>
<td>Belgium</td>
<td>6</td>
</tr>
<tr>
<td>Netherlands</td>
<td>6</td>
</tr>
<tr>
<td>Mexico</td>
<td>5</td>
</tr>
<tr>
<td>Greece</td>
<td>4</td>
</tr>
<tr>
<td>Poland</td>
<td>4</td>
</tr>
<tr>
<td>Switzerland</td>
<td>4</td>
</tr>
<tr>
<td>Australia</td>
<td>3</td>
</tr>
<tr>
<td>Ireland</td>
<td>3</td>
</tr>
<tr>
<td>China</td>
<td>2</td>
</tr>
<tr>
<td>Brazil</td>
<td>2</td>
</tr>
<tr>
<td>Canada</td>
<td>2</td>
</tr>
<tr>
<td>Hungary</td>
<td>2</td>
</tr>
<tr>
<td>Iran</td>
<td>2</td>
</tr>
<tr>
<td>Korea</td>
<td>2</td>
</tr>
<tr>
<td>Romania</td>
<td>2</td>
</tr>
<tr>
<td>Singapore</td>
<td>2</td>
</tr>
<tr>
<td>Austria</td>
<td>1</td>
</tr>
<tr>
<td>Egypt</td>
<td>1</td>
</tr>
<tr>
<td>Estonia</td>
<td>1</td>
</tr>
<tr>
<td>Norway</td>
<td>1</td>
</tr>
<tr>
<td>India</td>
<td>1</td>
</tr>
<tr>
<td>Slovakia</td>
<td>1</td>
</tr>
<tr>
<td>Slovenia</td>
<td>1</td>
</tr>
</tbody>
</table>
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Reconfigurable Circuits
Using Hybrid Hall Effect Devices

Steve Ferrera and Nicholas P. Carter

Department of Electrical and Computer Engineering, University of Illinois, Urbana-Champaign, Illinois 61801, USA

Abstract. Hybrid Hall effect (HHE) devices are a new class of reconfigurable logic devices that incorporate ferromagnetic elements to deliver non-volatile operation. A single HHE device may be configured on a cycle-by-cycle basis to perform any of four different logical computations (OR, AND, NOR, NAND), and will retain its state indefinitely, even if the power supply is removed from the device. In this paper, we introduce the HHE device and describe a number of reconfigurable circuits based on HHE devices, including reconfigurable logic gates and non-volatile table lookup cells.

1 Introduction

Over the last two decades, CMOS circuitry has become the dominant implementation technology for reconfigurable logic devices and semiconductor systems in general, because advances in fabrication processes have delivered geometric rates of improvement in both device density and speed. However, CMOS circuits suffer from the disadvantage that they require power to maintain their state. When power is removed from the system, all information about the state of a computation and the configuration of a reconfigurable circuit is lost, requiring that the reconfigurable device be configured and any information about the ongoing computation be reloaded from non-volatile storage each time the system containing it is powered on.

Magnetoelectronic circuits [1] overcome this limitation of CMOS systems by incorporating ferromagnetic materials, similar to those used in conventional hard disks. The magnetization state of these materials remains stable when power is removed from the device, allowing them to retain their state without a power supply and to provide “instant-on” operation when power is restored.

Much of the previous work on magnetoelectronic circuits has focused on the use of magnetoelectronic devices to implement non-volatile memory. In this paper, we describe a new class of magnetoelectronic device, the hybrid Hall effect device [2,4], that can be reconfigured on a cycle-by-cycle basis to implement a variety of logic functions, and present two initial applications for these devices: reconfigurable gates and non-volatile lookup table elements.

In the next section, we describe the HHE device and its basic operation. Section 3 presents two reconfigurable gate designs based on HHE devices, while Section 4
illustrates how the HHE device could be used to provide non-volatile storage for conventional lookup-table based reconfigurable systems. In Section 5, we present simulation results for our circuits. Related work is mentioned in Section 6, and Section 7 presents conclusions and our plans for future work.

2 HHE Device Description and Operation

The hybrid Hall effect device [2] is a semiconductor structure that contains a ferromagnetic element for non-volatile storage. Fig. 1 shows the physical structure of an HHE device along with a functional block diagram. The input to the device is a current along the input wire, which is at the top of Fig. 1(a). As shown in the figure, the current along the input wire creates a magnetic field in the ferromagnetic element beneath it. If the magnitude of the current is high enough, the induced magnetic field in the ferromagnetic element will magnetize it in the direction of the magnetic field, and the magnetization will remain stable once the input current is removed. An input current of sufficient magnitude in the opposite direction will magnetize the ferromagnetic element in the opposite direction, creating two stable states that can be used to encode binary values. If the magnitude of the input current is below the value required to change the magnetization state of the ferromagnetic element, which is a function of the dimensions of the device and the material used to implement the ferromagnetic element, the ferromagnetic element will retain its old magnetization state indefinitely.

The output voltage of the device is generated by passing a bias current through the insulated conductor at the bottom of Fig. 1(a). According to the Hall effect [3], the interaction of this bias current with the magnetic field generated by the magnetized ferromagnetic element produces a voltage perpendicular to the bias current. The sign of this voltage is determined by the magnetization of the ferromagnetic element and its magnitude is proportional to the magnitude of the bias current. Depending on the intended use of the device, a fabrication offset voltage may be added [4], making the

![Fig. 1. HHE diagrams. (a) Physical structure. From top to bottom, the blocks represent an input wire, ferromagnetic element, insulator, conducting output channel, and bottom insulator. (b) Functional block.](image-url)
output voltage approximately 0V for one magnetization state and VDD for the other. Adding this fabrication offset makes it significantly easier to integrate the HHE device with CMOS circuits. Previous experiments [4] have fabricated HHE devices a small number of microns on a side, and the technology is expected to scale to significantly smaller devices in the near future, which will also reduce the amount of current required to set the magnetization state of the device.

The behavior of the HHE device is summarized by the hysteresis graph in Fig. 2. The Hall resistance, which relates the magnitude of the output voltage to that of the bias current, is plotted as a function of the magnetic field generated by the current along the input wire. As shown in the figure, there are two stable states when the input current, and thus the magnetic field, is 0, which correspond to the two magnetization states of the ferromagnetic element. A magnetic field of approximately ±90 Oersted is required to change the magnetization state of the ferromagnetic element and shift the Hall resistance from one half of the hysteresis curve to the other.

3 HHE as a Reconfigurable Gate

Fig. 3 shows a high-level block diagram of the circuitry required to implement a reconfigurable gate using an HHE device. Signals A and B are the inputs to the gate, while signals G0 and G1 select the logic function to be performed by the gate. In the following subsections, we present two designs for the interface circuitry that converts the CMOS-compatible gate inputs into appropriate input currents for the HHE device.
3.1 HHE Reconfigurable Gate with Reset

Our first reconfigurable gate design uses a reset-evaluate methodology similar to that used in dynamic CMOS circuits. In the reset phase of each clock cycle, an input current of fixed magnitude and direction is applied to the device to set its magnetization state. In the evaluate phase, a current in the opposite direction whose magnitude is determined by the inputs to the reconfigurable gate is applied, possibly switching the magnetization state to the opposite value. An HHE-based gate using this clocking methodology has been demonstrated in [4].

Fig. 4 illustrates the interface logic for a 2-input HHE reconfigurable gate using this methodology. To simplify the interface logic, we assume the use of an HHE gate with two input wires that are vertically stacked in different metal layers. Our conversations with researchers working at the device level indicate that such an extension to the base HHE device is possible, and we are initiating efforts to fabricate a test device with this design.

As shown in the figure, one of the input wires is only used in the reset phase. During this phase, the RESET signal is high, causing a current to flow upward through transistor MR and setting the magnetization state of the HHE device in the direction that corresponds to a logical 0. The PULSE input is held low during this period to ensure that no current flows through the other input wire.

During gate evaluation, the PULSE input is pulled high while the RESET input remains low. Depending on the inputs to the gate, any or all of transistors Ma, Mb, and MG0 may be turned on, allowing a current I_{in1} to flow downward through the input wire. These three transistors are sized such that at least two of them must be on in order for I_{in1} to be large enough to reverse the magnetization state of the HHE device, creating a majority function. Depending on the value of the G0 configuration input, this causes the device to compute either the AND or OR of its other inputs. Similarly, the value of the G1 input shown in Fig. 3 determines whether or not the inputs to the gate are inverted before they connect to the HHE device, allowing the gate to compute the NAND and NOR of its inputs as well.

![Fig. 4. Interface logic for HHE reconfigurable gate with reset. Current in the left input wire may only flow downwards, while current in the right input wire may only flow upwards.](image)
Fig. 5 illustrates the operation of the reconfigurable gate when configured to compute the AND of its inputs \((G_0 = 0, G_1 = 0)\). During each reset phase, the magnetization state of the HHE device is configured in the direction that represents a logical 0 by the reset path of the gate. During each evaluation phase, the magnetization state of the gate is conditionally set in the direction that represents a logical 1 based on the value of inputs A and B.

The circuit shown in Fig. 4 can be extended to compute functions of additional inputs by adding additional transistors to the pull-down chain shown in the figure and appropriately sizing the transistors in the pull-down chain. In Section 5, we present simulation results for a four-input reconfigurable gate of the type described in the next subsection. In addition, structures that connect additional configuration inputs in parallel with the transistor MG0 are also possible, allowing the gate to compute threshold or symmetric functions [5,6].

### 3.2 HHE Reconfigurable Gate with Output Feedback

One drawback to the circuit shown in Fig. 4 is that it consumes power each time the RESET signal is asserted, regardless of the value of its inputs and configuration. If the output of the gate remains constant from one cycle to the next, this can result in significant wasted power. To address this limitation, we have designed the static reconfigurable gate shown in Fig. 6, which uses output feedback to eliminate the need for a reset phase. Rather than resetting the magnetization state of the HHE device to a logical 0 on each cycle, this design provides two conditional pull-down chains, one of which allows current to flow in the direction that sets the device to a logical 0, and one of which allows current to flow in the direction that corresponds to a logical 1. The PULSE input to each pull-down chain prevents static power consumption by only allowing current flow during the time required to evaluate the output of the device. (approximately 2ns for current HHE devices) Feedback from the output of the device to the pull-down chains disables the chain that corresponds to the current output value, preventing power from being consumed on input changes that do not change the output of the device.
To demonstrate the operation of the gate with output feedback, consider the case where the gate is configured to compute the AND of its inputs (G0 = 0, G1 = 0). In this case, the a and b inputs to the circuit receive the uninverted values of the A and B inputs to the gate, while the a' and b' inputs receive the complement of A and B. Assume that the output of the gate starts at a logical 0. In this case, the left-hand pull-down chain in the figure is enabled, while the right-hand chain is disabled. Since G0 is set to logical 0, both the A and B inputs to the gate must be high for enough current to flow through the left-hand pull-down chain to flip the magnetization state of the HHE device and change the output of the gate to “1.” If the output of the gate starts at a logical 1, however, the right-hand pull-down chain is enabled while the left-hand one is disabled. Because G0 = 0, G0’ = 1, and only one of the A or B inputs to the circuit must be 0 for enough current to flow to set the output of the gate to logical 0. Thus, the circuit computes the logical AND of its inputs.

This gate design requires somewhat more configuration logic than the reset-evaluate design, because it is necessary to provide both the true and inverted values of each input signal and the G0 configuration bit. The set of logic functions that can be computed by this style of gate can be expanded by including configuration circuitry that allows each input to be inverted or disabled individually, reducing the number of gates required to implement a circuit at the cost of increased gate complexity.

HHE reconfigurable gates with input inversion and input enabling may be incorporated into non-volatile reconfigurable logic devices such as PLAs and CPLDs. Currently, EEPROM transistors are the underlying technology of these systems. EEPROMs are useful for realizing product terms with wide-AND operations such as those commonly used in state machines and control logic. HHE-based logic for these devices will be more efficient than EEPROM-based logic because of its greater flexibility. For example, an HHE-based device would allow either two-level AND-OR or two-level OR-AND implementation of a given logical function, depending on which
resulted in the fewest number of HHE gates used (i.e. fewest number of product/sum terms.) For complete non-volatile operation, the configuration bits for these HHE gates may be stored in non-volatile HHE LUT cells as described in the next section.

4 Non-volatile LUTs Using HHE Devices

HHE devices may also be used to add non-volatile operation to FPGAs based on more-conventional SRAM lookup tables, as shown in Fig. 7. In this circuit, an HHE device fabricated without an offset voltage is used to store the state of each SRAM cell in a lookup table by applying an appropriate current $I_{in}$ to the HHE device during configuration. The HHE device will retain its state without requiring a power supply, acting as non-volatile storage for the configuration of the device.

To copy the state stored in the HHE device into the lookup table, the RESET signal is asserted to equalize the values of OUT and OUT'. When RESET goes low, a bias current is applied to the HHE device, causing it to generate either a positive or a negative voltage on terminal V depending on the magnetization state of its ferromagnetic element (since the HHE device has been fabricated without an offset voltage.) The cross-coupled inverters in the SRAM cell then act as a differential amplifier, bringing the output voltages of the SRAM cell to full CMOS levels. By applying RESET and the bias current to each SRAM cell in an FPGA simultaneously, the entire device can be reconfigured extremely quickly at power-on.

Although only a single HHE device is depicted in Fig. 7, one more may be added to the right leg of the LUT cell. In this manner, one of two configurations may be dynamically loaded into the LUT cell by applying the appropriate read bias current $I_{bias}$ through the desired HHE device.

5 Simulation Results

Using the HSPICE™ circuit simulator, we created a circuit model of the HHE device based on the techniques presented in [7], and have simulated HHE designs for recon-
figurable gate structures and non-volatile LUTs. Simulations have also been performed comparing power consumption between a reconfigurable gate with output feedback against one that uses reset pulses. The designs incorporate .18u CMOS transistors in a 1.8V technology.

In Fig. 8, we illustrate the operation of a 4-input HHE reconfigurable gate with output feedback. The gate is configured to compute different functions of its inputs over the course of the simulation, and inputs are allowed to change on multiples of 20ns. 10ns after each input change, the PULSE input to the gate is asserted to cause the gate to compute its output. The simulated device requires 2ns to compute its outputs, matching current experiments with prototype HHE devices.

One may notice that the HHE gate output attempts to switch at 92ns and 132ns. However, the output does not fully switch because not all of the inputs are logic 1 or logic 0 respectively. This indicates that input currents did not exceed the switching threshold of the ferromagnetic element, so the output reverts back to its previous state when PULSE goes low.

Simulations were also performed to compare the power dissipation of a reconfigurable gate using output feedback against one that uses reset pulses. In Fig. 9, we show the input current pulses associated with the input vectors from Fig. 8 for both types of gate, illustrating that the reset-based design requires more and larger current pulses than the static gate with output feedback. For these input vectors, simulations show an average power consumption of 4.09mW for the reset pulse design. Average power consumption for the design with output feedback is 1.69mW, an improvement of 2.42x, although power consumption for both gates will scale with clock frequency.
In Fig. 10 we illustrate the operation of a non-volatile LUT using HHE devices. During the first 40ns, the output state of the HHE device is initialized to logic 1 and the RESET signal is high. At 40ns, the RESET signal is removed, and the LUT output becomes the same as that of the HHE device. At 60ns, the power is turned off (VDD=0), and the LUT output decreases exponentially due to discharge effects. At 140ns, power is restored, and the RESET signal is asserted. At 150ns, the RESET signal is disabled, and the LUT output is restored its pre-shutdown value.

6 Related Work

A number of other technologies exist that provide non-volatile storage in reconfigurable devices. Anti-fuses have the benefit of small area, but they are one-time programmable (OTP) and are mainly used for programming interconnections and not logic. EPROMs/EEPROMs are reprogrammable, but consume constant static power since they realize functions using wired-AND logic. Giant-magneto-resistive (GMR) devices are another type of magnetoelectronic device that can easily be integrated into LUT cells [8]. GMR-based designs have the disadvantage that two devices are required to hold the state of each LUT, as opposed to one HHE device, potentially making them less attractive, although this will depend on how well each type of device scales with fabrication technology.
7 Conclusions and Future Work

Hybrid Hall effect devices are a new class of magnetoelectronic circuit element that can be used to implement non-volatile reconfigurable logic and storage. In this paper, we have presented circuit-level designs for reconfigurable gates and non-volatile lookup table cells based on these devices, demonstrating the potential of these devices. We are currently working with researchers at the Naval Research Lab to fabricate prototypes of these circuits.

Future studies of HHE-based reconfigurable logic will focus on the system issues involved in building large-scale reconfigurable logic systems based on magnetoelectronic devices. In particular, the small size and fine-grained reconfigurability of these devices makes them very attractive and is leading us towards the design of systems based on simple logic blocks and regular interconnect patterns, trading reduced logic block utilization for reductions in interconnect area and complexity.
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Abstract. This paper presents an improved Xilinx XC6200 FPGA using IBM SiGe BiCMOS technology. The basic cell performance is greatly enhanced by eliminating redundant signal multiplexing procedures. The simulated combinational logic result has a 30% shorter gate delay than the previous design. By adjusting and properly shutting down the CML current, this design can be used in lower-power consumption circuits. The total saved power is 50% of the first SiGe FPGA developed in the same group. Lastly, the FPGA with a 3-D stacked memory concept is described to further reduce the influence of parasitics generated by the memory banks. The circuit area is also reduced to make dense integrated circuits possible.

1 Introduction

Field Programmable Gate Arrays (FPGAs) have exclusive applications in many areas such as high-speed networking and digital signal processing. The maximum speed of most current FPGAs is around 300 MHz. The first gigahertz FPGA is a Current Mode Logic (CML) version of the Xilinx XC6200 implemented using IBM’s SiGe BiCMOS technology [1], [2]. The XC6200 architecture has been selected because of its open source bit stream an available programming tools. Driven by the developing technology, the primary goal of this work is to design high-speed FPGAs while simultaneously focusing on reduced power applications.

The power consumption of this first gigahertz FPGA has a total cell power calculated as following:

\[ P_{\text{total}} = N_{\text{cell}} \times N_{\text{CML-tree}} \times V_{\text{supply}} \times I_{\text{tree}} \]

Where \( P_{\text{total}} \) is the total cell power, \( N_{\text{cell}} \) is the total number of cells, \( N_{\text{CML-tree}} \) is the total number of CML trees inside one basic cell and \( I_{\text{tree}} \) is the amount of current in each CML tree.

To obtain more power saving, all efforts are focusing on those four factors by reducing the voltage supply, amount of current in CML tree, number of trees in each cell and total number of cells used in an application.

* Both authors have contributed equally to this work.
The layout of the paper is this. Section 2 introduces the SiGe BiCMOS technology. Section 3 elaborates on an improved multiplexer structure to reduce the power supply from 3.4 V to 2 V. Section 4 presents an improved basic cell structure that eliminates redundant multiplexing procedures and thus increases performance. Section 5 illustrates the dynamic routing circuits that shut down unused circuits. Section 6 presents the concept of the 3-D FPGA aiming at reducing the area and the influence of parasitic effects. All the results of different FPGAs utilizing different currents are summarized and compared in Section 7. Finally, a brief future plan is described in Section 8.

2 SiGe BiCMOS Technology from IBM

The FPGA design is implemented by the IBM SiGe BiCMOS 7HP technology. The technology has all features of Si-base transistors, such as polysilicon base contact, polysilicon emitter contact, self-alignment and deep-trench isolation. With the use of a linearly graded Ge profile in the base region, three device factors, current gain, early voltage and base transit time, are improved [3]. Figure 1 shows an $I_c$ and $f_T$ curve in the IBM 7HP technology. The peak $f_T$ point is at 1 mA. Later part of this paper shows a trade off between the power and performance based on the data from this curve.

![Fig. 1. $I_c$ versus $f_T$ in the IBM 7HP SiGe BiCMOS](image)

3 Improved Multiplexer Structure

The XC6200 is a multiplexer-based FPGA instead of a LUT-based FPGA. As the building block of a basic cell, the single multiplexer design determines the supply voltage, gate delay and total power consumption of the basic cell. The previous design uses a multiplexer design as shown in Figure 2 (a 4:1 multiplexer is shown as an example). The selection bits come in complementary pairs. Each time, only one branch of the tree is turned on. The corresponding transistor pair will be selected to pass the input signal through. For the NFET gate to work properly, the voltage supply must be large enough. The tallest CML tree in the design, which is an 8:1 multiplexer in the basic cell, determines the chip voltage.
An improved multiplexer design is shown in Figure 3. Instead of using complementary selection bits for decoding, a separate decoder is used in the new multiplexer. During operation, only one NFET obtains a SET signal from the decoder. The corresponding transistor pair will be selected to pass the input signal through. There are two advantages for using this new multiplexer structure.

1. The new multiplexer has a single-level selection tree throughout the basic cell. The power supply is reduced to a minimum. For example, the previous uses a 3.4 V power supply, while the tested new chip uses a power supply of 2.0 V.

2. The previous multiplexer can’t be turned off since at least one branch is on no matter what the selection bits are. The new multiplexer can be completely turned off by turning off the decoder. When one multiplexer is not used in an application, it may be turned off to save power. The later part of this paper has a detail description about how dynamic routing works.

By implement the basic cell with the new multiplexer structure, the power consumption can be reduced by 40% without any modification to the other parts of design. The extra decoders added to the circuits can be implemented with CMOS. The programming bits only add negligible leakage power consumption.

4 Improved Basic Cell

A basic cell is the prime element of the XC6200. The original XC6200 basic cell and the function unit are shown in Figure 4. Each cell obtains two signals in each direction. One signal is from the cell’s neighbor in corresponding N, S, E and W directions. The other is the FastLANE® signal, which is a shared signal by four basic cells in the same row or column. The FastLANE provides more routing capability to an XC6200 cell. Each basic cell performs two-variable logic functions. The two-variable inputs are selected from the above eight signals. An example of the logic function table is shown in Table 1.

Logic function result “C” (for combination logic) is sent out to a CS multiplexer (S for sequential logic). The selected signal “F” from the Function Unit is selected again at the output multiplexers before it can reach the next neighbor cell. To provide more routing capability, each basic cell also routes one signal in one direction to another. The function is called a redirection function.
Table 1. Example of Logic Function Table

<table>
<thead>
<tr>
<th>Function</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
</tr>
</thead>
<tbody>
<tr>
<td>INV</td>
<td>XX</td>
<td>A1</td>
<td>A1</td>
</tr>
<tr>
<td>A1 AND B1</td>
<td>A1</td>
<td>B0</td>
<td>A0</td>
</tr>
<tr>
<td>A1 XOR B1</td>
<td>A1</td>
<td>B1</td>
<td>B0</td>
</tr>
</tbody>
</table>

XX: Don’t care. “1” is for signal. “0” is for compliment signal

When its neighbor cell finally receives the logic result, the neighbor cell will select this result again among other signals. The neighbor cell will determine which signal to use: combinational logic result, sequential logic result, redirected signal or FastLANE signal. Because of this, all multiplexing procedures at the output stage of a basic cell can be considered as redundant, which must be removed to increase performance.

Figure 5 shows an improved basic cell structure (BCII) and a function unit without the superfluous multiplexing circuits. The combinational logic result and sequential logic result are delivered to neighbor cells directly. The diamond arrow stands for a combinational logic result and the round arrow stands for a sequential logic result in Figure 5. To preserve the routing capability the XC6200 provided, the redirection function is sustained. Instead of sending one output in each direction, BCII sends out three outputs in each direction. They are the combinational logic result, sequential logic result and redirection function result.

With more outputs in each direction, each BCII now receives three inputs from its neighbor cell in one direction. The input multiplexers and redirection multiplexers must be modified to adapt to this change. As shown in Figure 5, the input multiplexers now receive three inputs from each neighbor cell and one signal from FastLANE. The X2 and X3 multiplexers in Figure 4 also receive a feedback signal from the MS-Latch. The implementation of the X2 and X3 multiplexer in BCII are shown in Figure 6. The 16:1 multiplexer and 17:1 multiplexers are implemented by a two-level multiplexing process as shown in the figure. The redirection multiplexers now receive nine signals in three directions. 9:1 multiplexers are used for the
redirection function as shown in Figure 5. 9:1 multiplexers are implemented by the new multiplexer structure described in Section 2.

Besides the modification made on the input multiplexers and redirection multiplexers, the Master-Slave Latch (MS-Latch) can be modified to save power as well. The first stage MS-latch can be combined with the RP multiplexer in Figure 4. The revised circuit is shown in Figure 7. The selection bits for the RP multiplexer are used as enable bits for the two CML trees. In operation, only one CML tree is turned on to pass the signal to the second stage. The benefit of using this revised first stage MS-latch is that it can be turned off by setting both R and P to zero.

The major advantage of BCII is the shorter gate delay on the critical signal path. With the IBM SiGe technology, the current in CML trees can be reduced while still maintaining a shorter or comparable gate delay with the original design.
5 Dynamic Routing

Other factors that can be altered in the power equation are the number of cells and the number of CML trees in each basic cell. One primary notion is to turn off unused cells or unused CML trees when an application is loaded into the FPGA.

In a chip scale, for example, when a loaded application uses only 12 cells in a 4 x 4 gate array, turning off the unused 4 cells will save 25% power. The cells that need to be turned off must be determined by the application. Thus, the turning-off scheme is dynamically controlled by the application instead of hard-wired design. One way to turn off an entire cell is by introducing another enable bit for the cell. The enable bit will enable/disable all CML trees in a single cell.

In a cell scale, there are more complicated schemes to turn off unused CML trees. When one cell is configured to perform a certain function, the incoming signals pass through specific paths with several multiplexers involved. All other circuits, which are not involved in the path, have to be turned off to save power. The circuits that have to be turned off are listed as follows.

1. When a cell only performs the combination logic, the sequential logic circuit and all redirection multiplexers may be turned off to save power.
2. Each cell only accepts two signals to generate a logic function. Then at least two output-drivers and the redirection multiplexers in its neighbor cells can be turned off to save power. If the input signal of a cell is selected from FastLANE, all four output-drivers in all neighbor cells can be turned off to save power.
3. When a cell is only used to redirect a signal from one neighbor cell to another neighbor cell, the function unit of the cell may be turned off to save power.

Dynamic Routing Circuits

Dynamic routing circuits are used to turn off CML trees and the whole basic cell. The dynamic routing circuits are the control circuit of the select bit for multiplexers. They are implemented by CMOS to save layout area.

Figure 8 shows the 17:1 multiplexer with dynamic routing circuits. As shown in the figure, the decoder has an enable bit. A reset on the decoder enable bit will turn off all multiplexers in the figure. The Selection-Indicator and the Complement-Selector works as the decoder for the second level multiplexer. Either a signal or its complement signal will be selected as the output. The Sequential Logic Selection Control circuit indicates the feedback from sequential logic will be selected at the second level multiplexer. The Safety Circuit is used to prevent the case that both the input and feedback signal are enabled.

Figure 9 shows a redirection multiplexer. The redirection multiplexer is only needed for redirecting signals. One 4-bit decoder’s outputs are used as selection bits. The first design has ten outputs from the decoder. The first nine outputs work as selection bits for the multiplexer. The last output is asserted when the output multiplexer needs to be turned off. The remaining six outputs are unused by any other circuits. Other RAM bits are needed as the Master Key (the master enable for the whole cell), FU Enable and MS latch enable. Further research shows that these RAM bits can be connected to the otherwise unused outputs of the decoder.
A revised redirecting multiplexer with its control circuits is shown in Figure 9. Output nine is used for the sequential enable. Output ten is used for the combinational enable. Output eleven is used for the master key.

In the same figure, The QEnbE is the enable bit for the driver of sequential logic facing the east side. The CEnbE is the enable bit for the driver of combinational logic facing the east side. The MKE is the master key from the east side. If any of the first nine signals are selected, the output MUX driver is on. Otherwise, the redirection multiplexer and the driver are turned off. The following table shows the actual power reduction in the new design for three cases.

### Table 2. Dynamic Routing Power Usage

<table>
<thead>
<tr>
<th>Design</th>
<th>Tree #</th>
<th>Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCII Maximum Usage</td>
<td>21</td>
<td>100%</td>
</tr>
<tr>
<td>Case I (Comb./Sequential. Logic)</td>
<td>10/12</td>
<td>47.6%/57.1%</td>
</tr>
<tr>
<td>Case II</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sequential, One Redir.</td>
<td>15</td>
<td>71.4%</td>
</tr>
<tr>
<td>Sequential, Two Redir.</td>
<td>18</td>
<td>85.7%</td>
</tr>
<tr>
<td>Sequential, Three Redir</td>
<td>21</td>
<td>100%</td>
</tr>
<tr>
<td>Case III</td>
<td>3 tree/dir</td>
<td>14.2%/dir</td>
</tr>
</tbody>
</table>

Case I: Only combinational logic or sequential logic is used.
Case II: Sequential logic and redirection function are used.
Case III: Only redirection function is used.
6 3-D Stack Memory Concept for FPGA

In the FPGA, memory is used to program logic function. However, the considerable amount of memory and wire has occupied a significant area of the chip and reduced the operating frequency due to the longer interconnect. 3-D integration is one of the solutions to reduce the area and alleviate the parasitic effects.

In the 3-D design concept, similar circuits are grouped together, for example memory, and manufactured on the same wafer. By using “chemical adhesives”, these wafers can be glued and stacked. To connect the different wafer layer circuits, 3-D vias are used. Figure 10 shows the cross section of a 3-D structure.

On the top is the DRAM stacks which provide the FPGA different bit streams to the configuration memory below it (the SRAM die). After selection, the desired bit stream is stored in the SRAM die then passed to the SiGe FPGA die to perform the logic function. It is easy to observe the size of the FPGA is greatly reduced and the parasitic effects can be eased due to the shorter length of the interconnect wires.

Figure 11 shows the block diagram of the 3-D FPGA chip. The 3-D FPGA/Stack Memory block is located in the center and the cells around it are the processors. The FPGA/stack memory is used to route signals between processors that can broaden the multi-processor applications by programming different personalities in the DRAM. The DSP chip, A/D and D/A converters or communication circuits can replace the processor blocks. Thus, the FPGA chip can serve as the reconfigurable interface between blocks for different applications.

7 Simulation Results

The first gigahertz FPGA chip opens a gate to fast reconfigurable computing. Its continuing work involves performance improvement, lower power consumption design and curbing the basic cell layout area to a scaleable size. High performance is still the primary goal while keeping the power consumption as low as possible. With the IBM SiGe 7HP technology, the performance and power consumption can be balanced by varying the amount of current in CML trees. By moving the current from the peak f\text{\textsubscript{T}} point, the power consumption is reduced with the loss of performance. Table 3 exhibits the power and delay relationship for a simulated AND gate. Figure12 shows the power and delay trade-off of BCII in the IBM SiGe 7HP process. The best
trade-off point is at 0.4 mA CML tree. A current larger than 0.8 mA will have a short gate delay at the sacrifice of power savings.

Table 3. Power and Delay Chart for Designs

<table>
<thead>
<tr>
<th>Design</th>
<th>Power (mW)</th>
<th>Delay (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC 0.6 mA</td>
<td>53</td>
<td>80</td>
</tr>
<tr>
<td>BCII 0.8 mA</td>
<td>16</td>
<td>46</td>
</tr>
<tr>
<td>BCII 0.6 mA</td>
<td>12</td>
<td>55</td>
</tr>
<tr>
<td>BCII 0.4 mA</td>
<td>8</td>
<td>70</td>
</tr>
<tr>
<td>BCII 0.2 mA</td>
<td>4</td>
<td>120</td>
</tr>
</tbody>
</table>

An AND gate is simulated for design comparison.

BC has 28 CML trees. BCII has 21 CML trees (10 trees for Combinational Logic).

Figure 13 shows a simulated AND gate result. The current in the CML tree is 0.6 mA. The gate delay is 55 ps at the temperature of 25°C with a voltage swing of 250 mV.
8 Conclusion and Future Work

With the improved basic cell structure, the performance of a basic cell is improved by 30%. Adjusting the current in CML trees can result in different power savings. The dynamic routing method reduces the power consumption further. One design with the BCII cell has been shipped out for fabrication. The layout of the chip is shown in Figure 14. Future work involves chip test and measurement. The IBM SiGe 8HP technology will be released around August 2003. Further research result will be forthcoming after implementing the BCII structure with the faster IBM SiGe 8HP technology.
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Abstract. Reconfigurable architectures have been touted as an alternative to ASICs and DSPs for applications that require a combination of high performance and flexibility. However, the use of fine-grained FPGA architectures in embedded platforms is hampered by their very large overhead. This overhead can be reduced substantially by taking advantage of an application domain to specialize the reconfigurable architecture using coarse-grained components and interconnects. This paper describes the design and implementation of an OFDM Receiver using the RaPiD architecture and RaPiD-C programming language. We show a factor of about 6x increase in cost-performance over a DSP implementation and 15x over an FPGA implementation.

1 Introduction

Current SOC platforms provide a mix of programmable processors and ASIC components to achieve a balance between the flexibility and ease-of-use of a processor and the cost/performance advantage of ASICs. Although ASIC designs will continue to provide the best implementation for point problems, typically several orders of magnitude better than processors, platforms require flexibility that ASICs cannot provide. Relying on ASIC components reduces a platform’s coverage to only those computations the ASICs can handle. It also reduces the platform’s longevity by restricting its ability to adapt to changes caused by new standards or improvements to algorithms.

There has been a recent move to include configurable components on platforms in the form of FPGA blocks. So far this has met with only modest success. The main obstacles have been the large overhead of traditional fine-grained FPGAs and a lack of high-productivity programming tools for would-be users of configurable architectures. It is difficult to find a use for configurable logic when the cost-performance penalty approaches two orders of magnitude over ASIC components.

Our research has focused on showing that coarse-grained configurable architectures specialized to an application domain can substantially reduce the overhead of reconfigurable architectures to the point where they can be a viable alternative to DSP and ASIC components. We have defined a coarse-grained configurable architecture called RaPiD, designed a programming language called RaPiD-C, and implemented a

* This research was funded by the National Science Foundation.
compiler that maps RaPiD-C programs to the RaPiD architecture. This paper begins with a brief description of the RaPiD architecture and programming tools. We then describe the OFDM application and describe in detail the implementation of the compute-intensive parts of this application in RaPiD. Using an emulator of the RaPiD architecture, we have demonstrated the real-time execution of this application. We then compare the performance and cost of this implementation to that of DSP, FPGA and ASIC implementations. Finally we discuss the system issues of constructing a complete implementation of OFDM in a platform that contains RaPiD components.

Fig. 1. Architecture of a RaPiD component.

1.1 The RaPiD Architecture

Fig. 1 gives an overview of the RaPiD architecture. RaPiD has been described in detail in previous papers [1,2,3,4] and will only be summarized here. The configurable datapath, which is the main part of a RaPiD component, contains a set of specialized functional units such as ALUs and multipliers that are appropriate to the application domain. The datapath also contains a large number of registers distributed throughout the datapath, which provide the data bandwidth required to keep all the functional units busy on every cycle. There are no register files: Instead, a number of small, embedded memories provide storage for data that is used repeatedly.

The components of the datapath are connected together via a configurable interconnection network comprising segmented busses and multiplexers. The sequencer runs a program that executes a computation on the configured datapath. Part of the interconnection network is statically configured before execution, while the rest is controlled dynamically by the sequencer. The compiler determines which part of the interconnect is statically configured and which is controlled by the program.

The datapath accesses data in external memory and other nodes using a streaming data model. Data streams are created by independent programs that operate on behalf of the datapath to read or write data in memory or communication buffers. The stream programs are decoupled from the datapath using FIFOs and executed ahead/behind the datapath to prefetch/poststore data. Communication with other
components, which can be processors, smart memories or ASIC components, is done using data streams in the style of Unix pipes.

Programs for RaPiD are written in the RaPiD-C programming language, which is an assembly-level language for the parallel RaPiD datapath. The programmer writes programs using datapath instructions, each of which specifies a parallel computation using a data-parallel style of programming. The compiler performs the pipelining and retiming necessary to execute datapath instructions at the rate of one per clock cycle. For more details on the RaPiD-C language and compiler, refer to [5].

In [4] we define a “benchmark cell” which comprises 3 ALUs, 3 embedded memories, one multiplier, and 6 datapath registers, connected using a set of 14 tracks of interconnect buses. The benchmark RaPiD array, comprised of 16 benchmark cells, was shown to perform well across a range of applications.

2 Multiple-Antenna OFDM Application

Orthogonal frequency-division multiplexing (OFDM) is a form of modulation that offers a significant performance improvement over other modulation schemes on broadband frequency selective channels. These inherent advantages make OFDM the default choice of a variety of broadband applications, ranging from digital video broadcasting (DVB-T), to wireless LAN, to fixed broadband access IEEE 802.16a. Currently, OFDM is also regarded as the top candidate for the 4th generation cellular network. OFDM can be combined with an antenna array to perform spatially selective transmission/reception so that information can be delivered to the desired user in an efficient manner. This combination provides an elegant solution to high performance, high data rate multiple-access networks.

Fig. 2 shows the block diagram of an antenna array OFDM receiver. The signals from the antennas are first down-converted to base-band and digitized. The OFDM frame timing and carrier frequency are then detected using the synchronization module. Following that, the FFT is computed for each antenna input to convert the incoming signal back to frequency domain, allowing information on each individual
ing signal back to frequency domain, allowing information on each individual sub-carrier to be demodulated.

The shaded portions are the computationally intensive units, namely, synchronization and multi-channel FFTs, which were implemented using the RaPiD architecture. Demodulation and beam-forming typically comprise a small part of the total computation and can be realized using ASIC or programmable DSP components.

**Synchronization.** Synchronization is achieved by correlating the received signal with a known pilot embedded in the transmitted signal. Peaks at the outputs reveal not only the timing of the OFDM frames but also the carrier information. As shown in Fig. 3, the signals from the four antennas are interleaved into a single stream entering the array. Successive windows of 64 samples are correlated with the known pilot signal and the result is compared against a threshold. When a peak is detected, the time offset is used to set the delay of the delay line for the corresponding antenna. This initializes the delay lines so that the signals entering the FFT unit are synchronized to each other and to the start of the frame.

We implemented a maximally parallel correlator that searches for the peak signal over a 64-sample window. This synchronizer can detect a frame-to-frame synchronization offset of +/- 32 samples and apply this new offset immediately to the data symbols in the same frame. Since all the coefficients are +1/-1, the complex multiplies are implemented by a complex add/subtract. Thus a total of 128 16-bit ALUs and about 520 registers are required, in addition to the 16 embedded memories used to implement the delays. This corresponds to approximately 43 RaPiD benchmark cells.

A less expensive implementation can be used if the offset changes by at most +/- 4 samples from one frame to the next. In this case, the requirements are reduced to 22 ALUs and 16 embedded memories, corresponding to 8 cells of the benchmark RaPiD array. We will call these two different implementations “parallel” and “tracking”.

**Multi-Channel FFT.** We chose the Radix-4-decimated-in-frequency architecture proposed by Gold & Bially [9], which is particularly efficient when the FFT is computed simultaneously on interleaved data streams. Fig. 4 shows one radix-4 stage, which is composed of three main blocks: a) a delay commutator that delays and skews the in-
put; b) a 4-point butterfly computation unit that requires only adders and I/Q swaps; 
and c) a twiddle factor multiplier. The initial delay unit is implemented as part of the 
delay lines in the synchronizer. The commutator is also implemented using datapath 
memories, while the butterfly computation and twiddle factor multiplication are im-
plemented by using the ALU and the multiplier function units, respectively. All cal-
culations are performed using 16-bit fixed-point numbers.

Each radix-4 stage has slightly different memory requirements for the commutator, 
but the entire 64-way FFT uses a total of 31 datapath memories, 18 ALUs, 12 multi-
pliers and about 120 registers. This fits comfortably in the 16 cells of the benchmark 
RaPiD array.

![Fig. 4. One stage of the multi-channel FFT implementation](image)

### 2.1 Implementation Details

This multi-channel OFDM front-end comprising the synchronizer and FFT was pro-
grammed using RaPiD-C, compiled using the RaPiD-C compiler [5], and run on the 
RaPiD architecture emulator [3]. The emulator comprises a set of FPGAs that im-
plement the sequencer, datapath and data streams, and a 64 MByte streaming memory 
system. This memory system is used to simulate the high-rate data streams that occur 
in communications systems and can provide 4 I/O streams at an average data rate of 
close to 1 data value per cycle each. The emulator currently runs at 25 MHz.

To run the OFDM emulation, the external memory is loaded with 200 frames of 4-
channel OFDM signals, interleaved, as they would appear in the data stream from the 
antenna. Each frame consists of one pilot symbol followed by 6 data symbols and 
one guard interval, as shown below. Both the pilot and data symbol have 64 samples.

<table>
<thead>
<tr>
<th>Pilot</th>
<th>Data Symbol 1</th>
<th>Data Symbol 2</th>
<th>...</th>
<th>Data Symbol 6</th>
<th>Guard Interval</th>
</tr>
</thead>
</table>

The RaPiD array then executes the four-channel OFDM demodulation program de-
scribed above at a clock rate of 25 MHz. The input data stream is read at the rate of 
one complex value per cycle using two parallel 16-bit streams, and the output values 
are captured to memory at the same rate. The output values can then be analyzed and 
displayed using standard analysis modules. Fig. 5 shows a screen shot of data 
generated during the experiment.

The modulation scheme used in the experiment is QPSK. The current 25MHz 
RaPiD emulator implementation yields an effective data rate of 4ch x ( 6 / 8) x
2bits/symbol × 25Mhz = 150Mbps when 4 channels transmit different bit streams; or a data rate of 1ch × (6/8) × 2bits/symbol × 25Mhz = 37.5Mbps when 4 channels are combined in a low SNR scenario. In either case, the achieved data rate far exceeds that of any existing standard.

### 2.2 System Issues and Implications

Our OFDM implementation executes the synchronizer and interleaved FFT in a single RaPiD component. This results in a very complex program and a very large array. The correlator and FFT functions have very different requirements: the correlator has no need of multipliers and memories (unless it is time-multiplexed), while the FFT relies heavily on multipliers and memories. Moreover, the correlator and FFT alternate their computation: The correlator operates only on the pilot frames, while the FFT operates only on the data frames. Finally, there are different performance options for the correlator. Thus, the OFDM receiver can be implemented in a number of different ways in a system comprising multiple reconfigurable components. These alternatives are shown in Fig. 6 and described below. The numbers in the lower right-hand corner of each array indicates the size of the array in terms of the number of RaPiD benchmark cells. We have assumed that arrays are sized in multiples of 8 cells. Thus the 43-cell implementation of the correlator fits into a 48-cell array.

**One, high-performance array (a, b):** The single, high-performance array implemented as described above (a) is very expensive. If it is implemented as a homogeneous array with evenly distributed resources, then it has a low utilization because of the varying requirements of the correlator and interleaved FFT. Using the more constrained tracking synchronizer reduces the cost of the array dramatically (b).
One array that alternates between the synchronizer and FFT (c, d): This implementation time-multiplexes the array between the two functions. To make this feasible, the datapath must be able to switch between two tasks very quickly, in a few microseconds rather than the many milliseconds required by FPGAs. One advantage of a coarse-grained architecture like RaPiD is that it has many fewer configuration bits. Even so, downloading a new configuration still takes too long for this application. The alternative is to use multiple configuration contexts, allowing reconfiguration in only a few clock cycles. However, the extra context increases the cost by about 10%.

Rapid switching between the correlator and the FFT makes more efficient use of the array since the two computations are not active at the same time. This is especially true if a cheaper tracking synchronizer is used that matches the size of the FFT (d).

Two arrays, one executing the synchronizer and one the FFT (e, f): Instead of providing a single reconfigurable array, platforms typically will provide multiple components with different sizes and capabilities. This permits the functionality of a component to be matched to the requirements of the function. In this case, the synchronizer can be mapped to a component with just ALUs and registers, while the FFT is mapped to a component with multipliers and memories. If a tracking synchronizer is used, then a much smaller array (f) can be used for the correlator.

3 Performance and Area Comparison

In this section we compare the performance and cost of the RaPiD implementation of the OFDM receiver to implementations in a DSP, ASIC and FPGA. We first describe how we obtained the numbers for each of these technologies before presenting the results. Area estimates are given in terms of $\lambda^2$ where $\lambda$ is half the minimum feature size of the given technology. Performance is normalized to a .18µ process technology. Although we have been very careful in reaching the area and performance estimates, we must stress that they are only estimates. However, even if our estimates are off even by a factor of 2, the overall conclusions do not change.
RaPiD - Our study of the RaPiD benchmark architecture [4] included detailed layouts of a benchmark cell in a .5µ 3-layer metal CMOS technology and our area estimates for the RaPiD implementation are based on this layout. We also developed a timing model using this layout, and showed that except for some recursive filters, applications can be pipelined to achieve a 100 MHz clock rate. Scaling to a .18µ technology would push the clock rate above 300 MHz.

Table 1 gives the performance and area results for several alternative RaPiD implementations of the OFDM receiver. The letters in this table refer to the corresponding implementations in Fig. 6. Note that the first implementation (a) is used as the comparison for the ASIC and FPGA implementations, (b) is used to compare against the DSP. Implementations (b) and (f) are the implementations that would most likely be used in practice. Implementation (d) is the most cost-effective option, but it has the disadvantage of requiring rapid run-time reconfiguration, which may reduce the performance slightly, cause increased power dissipation and increase system complexity. Implementations (b) and (f) are almost as good and have better system characteristics in that they use arrays that are more generally useful.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Performance (Msamples/sec)</th>
<th>Area (Mλ²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Single, homogenous array (+/- 32)</td>
<td>75x4 = 300</td>
<td>3485</td>
</tr>
<tr>
<td>(b) Single, homogenous array (+/- 4)</td>
<td>75x4 = 300</td>
<td>1413</td>
</tr>
<tr>
<td>(d) Shared, homogenous array (+/- 8)</td>
<td>75x4 = 300</td>
<td>1055</td>
</tr>
<tr>
<td>(e1) Two, homogenous arrays (+/- 32)</td>
<td>75x4 = 300</td>
<td>3554</td>
</tr>
<tr>
<td>(e2) Two, heterogeneous arrays (+/- 32)</td>
<td>75x4 = 300</td>
<td>2184</td>
</tr>
<tr>
<td>(f1) Two, homogeneous arrays (+/- 4)</td>
<td>75x4 = 300</td>
<td>1482</td>
</tr>
<tr>
<td>(f2) Two, heterogeneous arrays (+/- 4)</td>
<td>75x4 = 300</td>
<td>1264</td>
</tr>
<tr>
<td>(f3) Two, heterogeneous arrays (+/- 8)</td>
<td>75x4 = 300</td>
<td>1513</td>
</tr>
<tr>
<td>TI C6203 DSP, 300MHz, 3 antennas, tracking Correlator (+/- 4)</td>
<td>8x3 = 24</td>
<td>750</td>
</tr>
<tr>
<td>Standard-cell ASIC, 600 MHz (+/- 32)</td>
<td>150x4 = 600</td>
<td>1020</td>
</tr>
<tr>
<td>Custom ASIC, 600MHz (+/- 32)</td>
<td>150x4 = 600</td>
<td>490</td>
</tr>
<tr>
<td>FPGA, 100MHz (+/- 32)</td>
<td>25x4 = 100</td>
<td>19,920 (2938 CLBs)</td>
</tr>
</tbody>
</table>

DSP - We chose a TI C6203 DSP [10] running at 300MHz for comparison. This DSP is based on a VLIW architecture with 6 ALUs and 2 multipliers. This DSP can execute the FFT for 3 antennas with tracking synchronization at a sample rate of 8MHz. For area, we used the published die size of 14.89 mm² in a .18µ 5-level metal CMOS technology. In the absence of a die photo, we estimated the core of this DSP to be about 40% of the total die area, which corresponds to approximately 750 Mλ². This 40% excludes the pads and some of the memory that would not be used with a DSP component implementation.

FPGA - We implemented the OFDM receiver using the same algorithm we used for the RaPiD array and mapped it to the Virtex2 architecture. The FPGA implementa-
tion uses the same number of multipliers and ALUs since there are no constant multiplications besides the +1/-1 multiplications in the correlator. We used CLB-based memories instead of block RAMs because they are a more efficient implementation of the small memories used by this algorithm. We did not use the multipliers in the Virtex2 architecture since we wanted to compare to traditional fine-grained FPGA architectures. Using these multipliers would have reduced the area by less than 10%. We estimated the area of the FPGA implementation by mapping the circuit to Virtex2 CLBs. We have estimated the size of a Virtex2 CLB at 6.78Mλ\(^2\) using a published die photo for the Virtex2 1000 [11], which is implemented in a .15µ 8-level metal CMOS technology, and the architecture description of the Virtex2. We estimate the clock rate of the Virtex2 FPGA implementation for this application, normalized to .18µ technology, at 100 MHz.

**ASIC** - We estimated the area of an ASIC implementation using two methods, one for a custom implementation, and one for a standard cell implementation. First, we started with the algorithm implemented used with RaPiD and added up the area of the custom function units and memories used by this implementation. We then multiplied this by a factor of 1.5 to account for interconnect, registers and control to get a conservative area estimate for a custom layout. The second method used the equivalent gate count given by the Xilinx tools for this implementation, and converted this to ASIC area using Toshiba’s published density for .18µ technology of 125,000 gate/mm\(^2\), and a typical 70% packing factor. We estimated the ASIC clock rate at 600MHz.

4 Conclusions

The results of the experimental OFDM implementation clearly show that there is a role for coarse-grained configurable architectures. The RaPiD implementation has about 6 times the cost-performance of a DSP implementation, while an ASIC has about 7 times the cost-performance of RaPiD. Thus RaPiD falls right between the programmable and ASIC alternatives. Finally, the RaPiD implementation has about 15 times the cost-performance of the FPGA implementation, demonstrating the advantage of a specializing a configurable architecture to a problem domain. It is important to remember, of course, that DSPs and FPGAs have much more flexibility than RaPiD, which trades some flexibility for higher performance and lower cost.

Future system-on-chip platforms will have to provide components that have both high-performance and programmability. Processors and ASICs can provide only one, and FPGAs are ruled out for reasons of cost and power except for a very narrow range of bit-oriented applications. The question is whether coarse-grained configurable architectures will really be able to fill the gap as indicated by our research.

We believe that coarse-grained configurable architectures will become increasingly important as new very-high NRE technologies move the world away from ASICs and towards platforms. High-end FPGAs, which are beginning to take on a distinct platform look, now incorporate specialized coarse-grained components like multipliers, ALUs, and memories in addition to processor cores. It is still not clear what type of coarse-grained architecture will be the most effective. RaPiD achieves very high performance via highly pipelined datapaths and is appropriate for many of the intensive
computations that must be offloaded to a hardware implementation. However, there is still much research to be done to explore this architecture space. The programming and compiler tools required to do this exploration are either non-existent or relatively primitive. Our research is now focused on building a set of architecture-independent programming and compiler tools for coarse-grained configurable architectures.
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Abstract. The design of all-digital symbol timing synchronizers for FP-GAs is a complex task. There are several architectures available for VLSI wireless transceivers but porting them to a software defined radio (SDR) platform is not straightforward. In this paper we report a receiver architecture prepared to support demanding protocols such as satellite digital video broadcast (DVB-S). In addition, we report hardware implementation and area utilization estimation. Finally we present implementation results of a DVB-S digital receiver on a Virtex-II Pro FPGA.

1 Introduction

Software-defined radio (SDR) enables the consumer to roam from a wireless standard to another in a seamless and transparent way. A hardware capable of supporting SDR must have: flexibility and extensibility (to accommodate various physical layer formats and network protocols), high speed of computation (to support broadband protocols) and low power consumption (to be mobile). With the advent of 90 nm and beyond processes, application specific integrated circuits (ASICs) are becoming too expensive to miss a single market. Due to this fact, field-programmable gate arrays (FPGAs) are the hardware platform of choice for SDR: FPGAs can quickly be adapted to new emerging standards or to cope with the last minute changes of the specifications. In particular, this work will focus on a certain subset of FPGA architectures: look-up table (LUT)-based FPGAs. We have targeted commercial devices belonging to this set: Xilinx Virtex-II Pro.

Area estimations are to be done in logic cells (LCs), consisting of a 4-input LUT (4-LUT) and a storage element. According to this definition, Xilinx slices consist of two LCs. As we have previously stated, SDR must support all kinds of wireless physical layers in a flexible way. In transmission, the physical layer must perform
data-to-symbol encoding and carrier modulation, whereas in reception the operations are reversed to recover the data stream. Yet, the recovery process is not straightforward due to the fact that we must cope with signal distortions due to the transmission channel. Therefore the demodulator must be able to estimate the carrier phase shift and the symbol timing delay incurred; and ultimately it must correct those effects. Otherwise, symbols would not correctly be recovered, data detection would fail and in the end, we would obtain an unacceptable high bit-error rate (BER). In this paper we will focus on the latter distortion. Due to the fact that in reception symbols are not aligned with the receiver clock edges, we must know when symbols begin and end to achieve symbol lock (i.e., symbol synchronization). In addition to channel effects, the analog signal is sampled in the digital-to-analog converter (DAC) with a clock independent of the symbol clock, and this must be compensated too. Symbol lock can be achieved in many ways, they all can be found in the literature [1].

The goal of this paper is to report the most suitable architecture of a receiver on FPGAs and to prove the feasibility (in terms of area and clock rates) of performing timing recovery on FPGAs. Although we will base our discussion on a particular standard, the results and ideas found here can be extended to other designs and protocols. Our standard of choice is the satellite digital video broadcasting (DVB-S), an European protocol for satellite communications [2]. The features of this standard are the following: modulation is based on quaternary phase shift keying (QPSK) with absolute mapping (no differential encoding); satellite ground stations could use an intermediate frequency (IF) of 70 MHz; it requires a symbol rate between 20.3 and 42.2 Mbauds (for a satellite transponder bandwidth-symbol rate ratio \( \frac{BW}{Rs} \) of 1.28).

The structure of the paper is as follows. First we will present the receiver architecture suitable for FPGAs. Secondly we will give implementation details of each block and area estimations. Thirdly, we will report implementation results on Virtex-II Pro FPGAs. Finally, we will present the conclusions of this paper.

## 2 FPGA-Based Architecture of SDR Receivers

The architecture of an FPGA-based receiver is depicted in figure 1. We have accommodated each functional block of the receiver in its appropriate clock domain according to their throughput requirements. We have chosen to decouple the functionality as much as possible to be able to do this partitioning: the resulting architecture corresponds to a non-data aided synchronizer. Otherwise, we could have used the output of the symbol detector for producing a timing estimate (i.e., a decision-directed architecture).

First of all, \( r(t) \) (i.e., the bandlimited signal coming from the RF downconverter) is sampled in the ADC every \( T_s \) seconds. Secondly, the samples \( r(mT_s) \) are down-converted from IF to baseband and then low-pass filtered. The output is downsampled to provide a data rate \( 1/T_s \) slightly higher than two samples per symbol (e.g., 100 MHz). There are two ways to perform down-conversion. The first technique, covered in detail in [3], multiplies the signal by a carrier
centered in IF. Logic must be run at 1.25 times the Nyquist frequency (i.e., at least 232 MHz). In this first stage there are no feed-back loops and therefore pipelining can be used. In addition the output signal must be downsampled to $1/T_s$ using an integer ratio ($N$), in particular for $N=3$ then $1/T_s'$ would become 300 MHz. The second technique is based on subsampling, it can be applied to low transponder bandwidths but it will not be considered in this discussion.

Thirdly, we have the symbol timing synchronizer. It works at a data rate slightly higher than two samples per symbol (i.e., $1/T_s = 100 \text{MHz}$). Its working principle can be seen in figure 2. The sampling instants, $mT_s$, of the incoming data, $x(mT_s)$, are fixed by the ADC sampling clock. New data, $y(kT_i)$, is only generated for the instants $kT_i$, with $T_i$ the interpolator clock period which is an integer fraction of the symbol period $T$ (e.g. $T_i = T/2$). The ADC sampling rate is asynchronous with the symbol clock (i.e., $T/T_s$ is irrational). Figure 2 shows that the sampling clock and the symbol clock are accommodated using a delayed version of the nearest sample.

$$y(k \cdot T_i) = x((m_k + \mu_k) \cdot T_s)$$  \hspace{1cm} (1)

The time delay is defined as $\tau_k = \mu_k \cdot T_s$, where $\mu_k$ is the fractional delay. The degree of quantization of $\mu$ determines the resolution in the time axis. Besides, we would like to compensate the fact that the receiver and the transmitter clock are not in phase (i.e., they not transition in the same instants). Consequently, the time delay should be slightly shifted from the position shown in figure 2. This correction is achieved using a combinational loop. The error is estimated solely from $y(kT_i)$ and by the timing error detector (TED).

Finally, we have one synchronized sample per symbol. But we must still correct any carrier frequency or phase errors and detect the symbol. This block must have a combinational loop for error detection. Guidelines for the design of

---

**Fig. 1.** Receiver architecture: downconverter, timing synchronization loop, matched filter, symbol detector.
this block can be found in [4] and [5]. Current 0.13µm FPGA technology (e.g., Virtex II Pro) supports bit-rates up to 86 Mbps for DVB-S.

3 Mapping the Symbol Synchronizer in Logic Cells

In this section we will cover the implementation details of each module the symbol synchronizer consists of. Except for the TED, all modules are built in the same way in any all-digital symbol synchronization system, thus making the following discussion fully extensible. In addition to the hardware description, we will estimate area requirements in terms of LCs for our target FPGA. In order to do this in an effective way, we have reduced the design space to a smaller subset by only allowing to set a few parameters. In particular, we can only adjust the wordlength of the signals in table 1. The rest of the signals involved in the design will be affected by those parameters, and they can be found in figures 3, 4, 5, 6 and 7. For our particular case study, we will also use the default values depicted in table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>14</td>
<td>Input data wordlength</td>
</tr>
<tr>
<td>C2</td>
<td>14</td>
<td>TED output wordlength</td>
</tr>
<tr>
<td>C3</td>
<td>28</td>
<td>Loop IIR Filter inner wordlength</td>
</tr>
<tr>
<td>C4</td>
<td>4</td>
<td>Fractional delay resolution</td>
</tr>
</tbody>
</table>
3.1 Interpolator

The task of the interpolator is to compute the value of the \( y \) signal at the time the interpolator clock transitions (i.e., intermediate values between signal samples \( x(m \cdot T_s) \)). This can be done using a fractional delay filter [6]. In this paper we will focus on FIR filter implementations [7–9]. The FPGA-implementation of a timing synchronizer using IIR filters can be found in [10]. We must place an interpolation filter in each arm. The number of taps is reduced to four for our normalized bandwidth [9].

\[
x[(m_k + \mu_k)T_s] = \sum_{n=-I_1}^{I_2} x[(m_k - n)T_s] \cdot h_n(\mu_k)
\]  

(2)

The fractional delay is variable, and so are the coefficients of the interpolator filter. There are two ways of generating the coefficients, either we pre-compute their values and we store them in a ROM, or we compute them on-the-fly. The two approaches will be discussed next.

**ROM-Based Architecture.** The direct implementation of equation 2 provides the architecture depicted in figure 3. The filter could not be implemented in its transposed form because we are not using constant coefficients. The filter coefficients can be pre-computed in many ways such as by windowing the impulse response of the ideal interpolator, using optimality criterions and so forth.

![Fractional-delay FIR filter using for ROM-based coefficients](image)

Fig. 3. Fractional-delay FIR filter using for ROM-based coefficients

The area estimation for the interpolator in a Virtex-II Pro (considering the I and Q datapaths) in LCs is

\[
Area(C1, C4) = \left( 4 \cdot C1 \cdot \frac{2C4}{15} \right) + 8 \cdot C1^2 + 12 \cdot C1
\]  

(3)

The ROM-based interpolator requires 114 slices and 8 embedded multipliers.
Farrow Architecture. If we use a polynomial interpolation, then coefficients could be stored in a memory as previously discussed or they could be generated on the fly. The 4 intermediate points can be interpolated by a Lagrange polynomial. By reordering of equation 2 as explained in [9] in chapter 9, we obtain the architecture depicted in figure 4. Each filter bank is a constant coefficient FIR filter and therefore we can use its transposed form and shorten the combinational path. The fact that coefficients are constant also helps with the implementation of multipliers for they can be optimized using canonic signed digit code (CSDC).

![Fractional-delay FIR filter using the Farrow scheme and Lagrange interpolation](image)

Fig. 4. Fractional-delay FIR filter using the Farrow scheme and Lagrange interpolation.

The area estimation for the interpolator in Virtex-II LCs (taking into account that there are two arms) is

\[
\text{Area}(C1, C4) = 8 \cdot C1 \cdot C4 + 26 \cdot C1
\]

Although the Farrow interpolator requires fewer logic resources than the ROM-based interpolator, the biggest disadvantage of this technique is the long critical path. The combinational delay is approximately two times longer. Indeed, the ROM-based interpolator has 5 logic levels (an embedded multiplier and four adders), while the Farrow interpolator has 5 logic levels (four adders and three embedded multipliers) plus 3 logic levels in the multiplication with a fixed coefficient.

Polyphase Filters. Although we have only covered interpolation filters, there are other options for performing interpolation such as polyphase filters [11]. A polyphase filter bank consists of M matched filters operating in parallel, the symbol timing synchronizer selects a sample from one filter each cycle. We have
not considered this option in our architecture due to the fact that this architecture is not suitable in FPGAs. The filter bank works at a clock rate as high as M times twice the symbol rate, taking into account that M defines the time precision and should be made as high as possible, it is undeniably true that for high symbol rates the required clock frequency for the banks is not achievable in FPGAs.

3.2 Timing Error Detector

In this paper we have focused on non-data-aided TEDs, thus the estimation will be performed using interpolated samples. The method we will use is the discrete form of the maximum likelihood timing synchronization: the so-called early-late gate detector. This technique consists in finding the point where the slope of the interpolator filter output is zero. If the current timing estimation is too early, then the slope of the interpolator filter output is positive indicating that the timing phase should be advanced. If the current timing estimate is too late, then the slope of the interpolator filter output is negative indicating that the timing phase should be retarded.

The slope is calculated using a derivative. If it is approximated with a finite difference, the TED for QPSK is performed using the following expression [12] (chapter 8):

$$ e(k) = \text{Re} \{ y^* (k \cdot T + \hat{\epsilon}_k) \cdot [y ((k - 1) \cdot T + T/2 + \hat{\epsilon}_{k-1}) - y (k \cdot T + T/2 + \hat{\epsilon}_k)] \} $$

(5)

Yet this approximation requires sampling at twice the symbol rate. That is the reason why the symbol timing synchronizer uses this data rate. In figure 5 we depict the hardware implementation of the TED. The output of both TEDs is added before being sent to the loop filter. This TED requires 77 slices and 2 multipliers.

![Fig. 5. Timing Error Detector](image-url)
3.3 Loop Filter

The loop filter implements a standard proportional-integral control as it can be seen in figure 6. Using Virtex II embedded multipliers this module requires 28 slices and 2 multipliers.

![Loop Filter Diagram](image)

**Fig. 6. Loop Filter**

3.4 Controller

The controller consists of two timers driven by a clock of frequency of $1/T_s$. In steady-state one timer underflows at the symbol rate while the other underflows at twice the symbol rate. On rollover, the former latches the fractional delay (i.e., the loop filter output), while the latter latches the interpolator output (i.e., the timing error detector input). Therefore a fractional delay value is provided to the interpolator with $T$-periodicity, and the interpolator outputs two samples per symbol. Timers consists of module-1 counters that are decremented by their nominal period values divided by the clock period as in figure 7. In addition both timers compensate the nominal cycle with a slight shift depending on the timing error-detector output.

In addition to the necessary control signals, the timer with symbol periodicity, generates the fractional interval in the cycle previous to rollover. In figure 2, the relationship between the counter value $\mu$ in the cycle previous to rollover and the time delay can be seen. The following equation provides the mathematical formulation as in [1]:

$$\mu_k = \frac{\eta(m_k)}{\eta(m_{k+1}) - 1 + \eta(m_k)} \approx \left(\frac{T_i}{T_s}\right) \cdot \eta(m_k)$$  (6)

The two counters are implemented using 56 slices and one extra multiplier to obtain the fractional delay.

4 FPGA-Implementation

The proposed architecture for the symbol timing synchronizer has been fully described in VHDL. We have implemented the design of the synchronizer in a
Xilinx Virtex-II Pro FPGA. We have used Synplify-Pro 7.1 as synthesis tool and FPGA-vendor design tools, Xilinx ISE 5.1., for place and route. We report the implementation results in table 2.

Table 2. Implementation results of a DVB-S receiver on Virtex-II Pro, speed grade 7.

<table>
<thead>
<tr>
<th>Receiver module</th>
<th>Clock rate</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Down-converter</td>
<td>329 MHz</td>
<td>325 2</td>
</tr>
<tr>
<td>Symbol Timing Synchronizer</td>
<td>124 MHz</td>
<td>370 13</td>
</tr>
<tr>
<td>Symbol detector</td>
<td>43 MHz</td>
<td>134 6</td>
</tr>
</tbody>
</table>

According to this paper and to [3, 4], the overall area requirements for a DVB-S receiver are: 829 slices and 21 multiplier blocks. We also report the maximum clock rate of each module in the receiver. It can be verified that we are able to run the system fast enough to process DVB-S satellite data. Indeed, the down-converter can be run faster than the Nyquist frequency. The symbol timing synchronizer can be run at twice the maximum symbol rate, i.e. 84 MHz. The symbol detector can be run at the maximum symbol required by DVB-S.

5 Conclusions

In this paper we have presented an SDR receiver architecture adapted for FPGAs. It is based on decoupling carrier phase and symbol timing recovery loops and on performing the functionality in the most suitable clock domain. We have discussed the mapping non-data aided timing synchronizers on FPGAs, and we have found out that FIR ROM-based interpolation filters are the right choice. We have proved that we can meet the timing requirements and that whole DVB-S receiver can be mapped in Virtex-II Pro FPGAs.
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Abstract. Growing gate density, availability of embedded multipliers and memory, and integration of traditional processors are some of the key advantages of Platform FPGAs. Such FPGAs are attractive for implementing compute intensive signal processing kernels used in wired as well as wireless mobile devices. However, algorithm design using Platform FPGAs, with energy dissipation as an additional performance metric for mobile devices, poses significant challenges. In this paper, we propose an algorithm designer’s workbench that addresses the above issues. The workbench supports formal modeling of the signal processing kernels, evaluation of latency, energy, and area of a design, and performance tradeoff analysis to facilitate optimization. The workbench includes a high-level estimator for rapid performance estimation and widely used low-level simulators for detailed simulation. Features include a confidence interval based technique for accurate power estimation and facility to store algorithm designs as library of models for reuse. We demonstrate the use of the workbench through design of matrix multiplication algorithm for Xilinx Virtex-II Pro.

1 Introduction

High processing power, programmability, and availability of a processor for control intensive tasks are some of the unique advantages for Platform FPGAs which integrate traditional processors into the FPGA fabric [13]. Therefore, Platform FPGAs are attractive for implementing complex and compute intensive applications used in wired and wireless devices [13]. Adaptive beam forming, multi-rate filters and wavelets, software defined radio, image processing, etc. are some of the applications that target reconfigurable devices [11]. Efficient design of an application requires efficient implementation of constituent kernels. In this paper, kernel refers to a signal processing kernel such as matrix multiplication, FFT, DFT, etc. Algorithm design for a kernel refers to the design of a datapath and the data and control flow that implements the kernel.

Even though FPGA based systems are not designed for low-power implementations, it has been shown that energy-efficient implementation of signal

* This work is supported by the DARPA Power Aware Computing and Communication Program under contract F33615-C-00-1633.
processing kernels is feasible using algorithmic techniques [3], [5]. However, the major obstacle to the widespread use of Platform FPGAs is the lack of high-level design methodologies and tools [7]. Moreover with energy dissipation as an additional performance metric for the mobile devices, algorithm design using such FPGAs is difficult. In this paper, we discuss the design of a workbench for the algorithm designers based on the domain specific modeling technique [3] that addresses the above issues. A workbench in the context of algorithm design refers to a set of tools that aid an algorithm designer in designing energy-efficient algorithms. Although the workbench supports algorithm design for any kernel, we primarily target kernels that can be implemented using regular loop structures enabling maximum exploitation of hardware parallelism.

The workbench enables parameterized modeling of the datapath and the algorithm. Modeling using our workbench follows a hybrid approach, which starts with a top-down analysis and modeling of the datapath and the corresponding algorithm followed by analytical formulation of cost functions for various performance metrics such as energy, area, and latency. The constants in these functions are estimated through a bottom-up approach that involves profiling individual datapath components through low-level simulations. The model parameters can be varied to understand performance tradeoffs. The algorithm designer uses the tools integrated in the workbench to estimate performance, analyze the effect of parameter variation on performance, and identify optimization opportunities. Our focus in designing the workbench is not to develop new techniques for compilation of high-level specifications onto FPGAs, rather to formalize some of the design steps such as modeling, tradeoff analysis, estimation of various performance metrics using the available solutions for simulation and synthesis.

The workbench facilitates both high-level estimation and low-level simulation. High-level refers to the level of abstraction where performance models of the algorithm and the architecture can be defined in terms of parameters and cost functions. In contrast, low-level refers to the level of modeling suitable for cycle-accurate or RT-level simulation and analysis. The workbench is developed using Generic Modeling Environment, GME (GME 3), a graphical tool-suite, that enables development of a modeling language for a domain, provides graphical interface to model specific problem instances for the domain, and facilitates integration of tools that can be driven through the models [4].

The following section discusses some related work. Section 3 describes our algorithm design methodology. Section 4 discusses the design of the workbench. Section 5 demonstrates the use of the workbench. We conclude in Section 6.

2 Related Work

Several tools are available for efficient application design using FPGAs. Simulink and Xilinx System Generator provide a high-level interface to design applications using pre-compiled libraries of signal processing kernels [12]. Other tools such as [6] and [13] provide integrated design environments that accept high-level specification as VHDL and Verilog scripts, schematics, finite state machines, etc. and provide simulation, testing, and debugging support for the designer to
implement a design using FPGAs. However, these tools start with a single conceptual design. Design space exploration is performed as part of implementation or through local optimizations to address performance bottlenecks identified during synthesis. For Platform FPGAs, the ongoing design automation efforts use available support for design synthesis onto the FPGA and processor and focus on communication synthesis through shared memory. However, a high-level programming model suitable for algorithmic analysis still remains to be addressed.

Several C/C++ language based approaches such as SystemC, Handel-C, SpecC are primarily aimed at making the C language usable for hardware and software design and allow efficient and early simulation, synthesis, and/or verification [1], [2]. However, these approaches do not facilitate modeling of kernels at a level of abstraction that enables algorithmic analysis. Additionally, generating source code and going through the complete synthesis process to evaluate each algorithm decision is time consuming.

In contrast, our approach enables high-level parameterized modeling for rapid performance estimation and efficient tradeoff analysis. Using our approach, the algorithm designer does not have to synthesize the design to verify design decisions. Once a model has been defined and parameters have been estimated, design decisions are verified using the high-level performance estimator. Additionally, parameterized modeling enables exploration of a large design space in the initial stages of the design process and hence is more efficient when the final design needs to meet strict latency, energy, or area requirements.

3 Algorithm Design Methodology

Our algorithm design methodology is based on domain specific modeling, a technique for high-level modeling of FPGAs, developed by Choi et al. [3]. This technique has been demonstrated successfully for designing energy efficient signal processing kernels [3], [5]. A domain, in the context of domain specific modeling, refers to a class of architectures such as uniprocessor, linear array, etc. and the corresponding algorithm that implements a specific kernel [3].

In our methodology, the designer initially creates a model using the domain specific modeling technique for the kernel for which an algorithm is being designed. This model consists of RModules, Interconnects, component specific parameters and power functions, component power state matrices, and a system-wide energy function. We have extended the model to include functions for latency and area as well. A Relocatable Module (RModule) is a high-level architecture abstraction of a computation or storage module. Interconnect represents the resources used for data transfer between the RModules. A component (building block) can be a RModule or an Interconnect. Component Power State (CPS) matrices capture the power state for all the components in each cycle.

Parameter estimation refers to the estimation of area and power functions for the components. Power and area functions capture the effect of component specific parameters on the average power dissipation and area of the component respectively. Latency is implicit in the algorithm specification and is also 0spec-
ified as a function. Ultimately, component specific area and power functions and the latency function are used to derive system-wide (for the kernel) energy, area, and latency functions.

Following parameter estimation, the designs are analyzed for performance tradeoffs as follows: a) each component specific parameter is varied to observe the effect on different performance metrics, b) if there exists alternatives for a building block then each alternate is evaluated for performance tradeoffs, and c) fraction of total energy dissipated by each type of component is evaluated to identify candidates for energy optimization. Based on the above analysis, the algorithm designer identifies the optimizations to be performed.

The workbench is used to assist designing using this methodology. Various supports include a graphical modeling environment based on domain specific modeling, integration of widely used simulators, curve-fitting for cost function estimation, and tradeoff analysis. In addition, the workbench integrates a high-level estimator, kernel performance estimator, that rapidly estimates latency, energy, and area for a kernel to enable efficient tradeoff analysis. The workbench also supports storage of various components as a library for reuse and a confidence interval based technique for statistically accurate power estimation.

4 Algorithm Designer’s Workbench

We have used GME to create the modeling environment for the workbench [4]. GME provides support to define a metamodel (modeling paradigm). A metamodel contains syntactic, semantic, and visualization specifications of the target domain. GME configures itself using the metamodel to provide a graphical interface to model specific instances of the domain. GME enables integration of various tools to the modeling environment. Integration, in this context refers, to being able to drive the tools from the modeling environment. In the following, we discuss various aspects of the workbench in detail.

4.1 Modeling

We provide a hierarchical modeling support to model the datapath. The hierarchy consists of three types of components; micro, macro, and library blocks. A micro block is target FPGA specific. For example, as shown in Figure 1 (b), the micro blocks specific to Xilinx Virtex II Pro are LUT, embedded memory cell, I/O Pad, embedded multiplier, and interconnects [13]. In contrast, for Actel ProASIC 500 series of devices, there will be no embedded multiplier. Macro blocks are basic architecture components such as adders, counters, multiplexers, etc. designed using the micro blocks. A library block is an architecture component that is used by some instance of the target class of architectures associated with the domain. For example, if linear array of processing elements (PE) is our target architecture, a PE is a library block. Both macro and library blocks are also referred to as composite blocks. We have developed a basic metamodel using GME that provides templates for different kind of building blocks and associated parameters. Once the target device and the kernel are identified, prior
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Fig. 1. Component Power State Matrices and Hierarchical Modeling

to using the workbench, the designer needs to modify the basic metamodel to support the specific instances of the building blocks. Being able to modify the modeling paradigm is a considerable advantage over many design environments where the description of a design is limited by the expressive power of the modeling language. Each building block is associated with a set of component specific parameters (Section 3). States is one such parameter which refer to various operating states of each building block. Currently, we model only two states, ON and OFF for each micro block. In ON state the component is active and in OFF state it is clock gated. However, for composite blocks it is possible to have more than 2 states due to different combination of states of the constituent micro blocks. Power is always specified as a function with switching activity as the default parameter.

Given an algorithm, Component Power State (CPS) matrices capture the operating state for all the components in each cycle. For example, consider a design that contains $k$ different types of components ($C_1, \ldots, C_k$) with $n_i$ components of type $i$. If the design has the latency of $T$ cycles, then $k$ two dimensional matrices are constructed where the $i$-th matrix is of size $T \times n_i$ (Figure 1(a)). An entry in a CPS matrix represents the operating state of a component during a specific cycle and is determined by the algorithm.

Modeling based on the technique described above has the following advantages: a) the model separates the low-level simulation and synthesis tools from high-level algorithmic analysis techniques, b) various parameters are exposed at high-level thus enabling algorithm-level tradeoff analysis, c) performance models for energy, area, and latency are generated in the form of parameterized functions which allows rapid performance estimation, and d) using GME’s ability to store models in a database, models for various kernels are stored and reused during the design of other kernels that share the same building blocks.

4.2 Performance Estimation

Our workbench supports performance evaluation through rapid high-level estimation as well as low-level simulation using third-party simulators. We have developed a high-level estimation tool, a kernel performance estimator, to es-
timate different performance metrics associated with the algorithm. The input to the kernel performance estimator is the model of the datapath and the CPS matrices associated with the algorithm. The designer has the option of providing switching activity for each building block. The default assumption is a switching activity of 12.5% (default value used by Xilinx XPower [13]).

Area of the design is evaluated as the sum of the individual areas of the building blocks that constitute the datapath. Latency estimate is implicit in the CPS matrices. Energy dissipation is estimated as a function of the CPS matrices and datapath. Overall energy dissipation is modeled as energy dissipated by each component during each cycle over the complete execution period. As energy can be evaluated as $power \times time$, for a given component in a specific cycle, we use the power function for the operating state specified in the CPS matrices and duration of each cycle to evaluate the energy dissipated. Extending the above analysis for each component over the complete execution period, we evaluate the overall energy dissipation for the design. The kernel performance estimator is based on the above technique and is integrated into the workbench. Once a model is defined, it is possible to automatically invoke the estimator to generate the performance estimates and update the model based on these estimates. The estimator operates at a level of abstraction where the domain specific modeling technique is defined. Therefore, the estimator is not affected by the modifications to the basic metamodel as described in Section 4.1.

Low-level simulation is used in our methodology to estimate various component specific parameters. Low-level simulation is supported in the workbench through widely used simulators available for the FPGAs such as ModelSim, Xilinx XPower, Xilinx Power Estimator, etc. [13]. Different simulators have different input requirements. For example, Power Estimator requires a list of different modules used in a design, expected switching activity, area in CLB slices, and frequency of operation to provide a rapid and coarse estimate of average power. In contrast, ModelSim and XPower accept placed and routed design and input waveforms to perform fairly accurate estimation of power and latency. Therefore, we have added capability in our modeling environment to specify VHDL source code and input vectors as files. Derivation of cost function involves simulation of the design at different instances where each instance refers to a combination of parameter values and curve-fitting to generate functions.

Energy dissipation depends on various factors such as voltage, frequency, capacitance, and switching activity. Therefore, simulating once using a random test vector may not produce statistically accurate results. We use confidence intervals to estimate average power and confidence in the estimate to generate statistically significant results. The approach uses results from multiple simulations performed using a set of randomly generated inputs (Gaussian distribution is assumed) and computes the mean of the performance values and the confidence associated with the mean. Given a synthesized design and set of input test vectors, the workbench automatically performs multiple simulations and evaluates the mean and the confidence interval and updates the model using the results.
4.3 Modeling and Simulating the Processors

Kernels that are control intensive are potential candidates for design using both the FPGA and the processor. We assume shared memory communication between the FPGA and the processor. We model computations on the processor as functions. A function is implemented using high-level languages such as C and is compiled and loaded into the instruction memory. It is assumed that the processor is aware of the memory location to read input and write output. Once a function is invoked the FPGA stalls until the results are available.

Functions are specified in the CPS matrices. A function specified in a cell \((i, j)\) refers to invoking the function in the \(i\)th cycle. We model each function as time taken and energy dissipated during execution. Therefore, whenever a function is encountered in the CPS matrices, the kernel performance estimator includes the latency and energy values associated with the function to the overall energy or latency estimates. We use the available simulators for the processors to estimate latency and energy values for each function. For example, ModelSim, which uses the SWIFT model for PowerPC, can be used to simulate the processor and estimate latency \([13]\). We evaluate energy dissipation by scaling the latency value based on the vendor provided estimates. For example, PowerPC on Virtex-II Pro consumes 0.9 mW per MHz. Using this estimate, a program that executes over \(9 \times 10^8\) cycles will have a latency of 3 seconds and power dissipation of approximately 810 mW when the processor is operating at 300 MHz.

4.4 Design Flow

We briefly describe the design flow for algorithm design using our workbench. We assume that designer has already identified a suitable domain for the kernel to be designed and the target Platform FPGA.

**Workbench Configuration (1):** In this step, the designer analyzes the kernel to define a domain specific model. However, the designer does not derive any of the functions associated with the model. The designer only identifies the RModules and Interconnects and classifies them as micro, macro, and library blocks and also identifies the associated component specific parameters. Following this, the designer modifies the basic metamodel to configure GME for modeling using the workbench. The building blocks identified for one kernel can also be used for other kernels implemented using the same target FPGA. Therefore, modifications to the metamodel are automatically saved for future usage.

**Modeling (2):** The model of the datapath is graphically constructed in this step using GME. GME provides the ability to drag and drop modeling constructs and connect them appropriately to specify the structure of the datapath. If appropriate simulators are integrated, the designer can specify high-level scripts for the building blocks to be used in the next step. In addition, CPS matrices for the algorithm are also specified. The workbench facilitates building a library of components to save models of the building blocks and associated performance estimates (see **Step 3**) for reuse during the design of other algorithms.

**Parameter Estimation (3):** Estimation of the cost functions for power and area involves synthesis of a building block, low-level simulations, and in case of
power, the use of confidence intervals to generate statistically significant power estimates. The simulations are performed off-line or, if required simulator is integrated, automatically using specified high-level scripts. Latency functions are estimated using the CPS matrices. System-wide energy and area functions are estimated using the latency function and component specific power and area functions.

Tradeoff Analysis and Optimization (4): In this step, the designer uses the workbench to understand various performance tradeoffs as described in Section 3. While the workbench facilitates generation of the comparison graphs, the designer is responsible for specific design decisions based on the graphs. Once the design is modified based on the decisions, kernel performance estimator is used for rapid verification. Tradeoff analysis and optimization is performed iteratively till the designer meets the performance goals.

5 Illustrative Example: Energy-Efficient Design of Matrix Multiplication Algorithm

A matrix multiplication algorithm for linear array architectures is proposed in [10]. We use this algorithm to demonstrate modeling, high-level performance estimation, and performance tradeoff analysis capabilities of the workbench. The focus is to generate an energy efficient design for matrix multiply using Xilinx Virtex-II Pro. The matrix multiplication algorithm and the architecture are shown in Figure 2. In this experiment, only FPGA is considered while designing the algorithm.

In step 1, the architecture and the algorithm were analyzed to define the domain specific model. Various building blocks that were identified are register, multiplexer, multiplier, adder, processing element (PE), and interconnects between the PEs. Among these building blocks only the PE is a library block and the rest of the components are micro blocks. Component specific parame-

![Fig. 2. Architecture and Algorithm for Matrix Multiplication [10]](image-url)
ters for the PE include number of register ($s$) and power states $ON$ and $OFF$. $ON$ refers to the state when the multiplier (within the PE) is in $ON$ state and $OFF$ refers to the state when the multiplier is in $OFF$ state. Additionally, for the complete kernel design number of PEs ($pe$) is also a parameter. For $N \times N$ matrix multiplication, the range of values for $s$ is $1 \leq s \leq N$ and for $pe$ it is $1 \leq pe \leq N(\lceil N/s \rceil)$. For matrix multiplication with larger size matrices (large values of $N$) it is not possible to synthesize the required number of PEs due to area constraint. In such cases, block matrix multiplication is used. Therefore, block-size ($bs$) is also a parameter. Based on the above model, the basic meta-model was enhanced to support modeling of linear array architecture for matrix multiply.

**Step 2** involved modeling using the configured GME. Once the datapath was modeled we generated the cost function for power and area for the different components. Switching activity was the only parameter for power functions. To define the CPS matrices, we analyzed the algorithm to identify the operating state of each component in different cycles. As per the algorithm shown in Figure 2 (c), in each PE, the multiplier is in $ON$ state for $T/\lceil(n/s)\rceil$ cycles and is in $OFF$ state for $T \times (1 - 1/\lceil n/s \rceil)$ cycles [10]. All other components are active for the complete duration.

In **Step 3**, we performed simulations to estimate the power dissipated and area occupied by the building blocks. Currently, we have integrated ModelSim, Xilinx XPower, and Xilinx Power Estimator to the workbench [13]. The latency ($T$) of this design using $N \lceil N/s \rceil$ PEs and $s$ storage per PE [10] is $T = (N^2 + 2N \lfloor N/s \rfloor - \lfloor N/s \rfloor + 1)$. Using the latency function, component specific power functions, and CPS matrices, we derived the system-wide energy function.

Finally, we performed a set of tradeoff analyses to identify suitable optimizations. Figure 3 (a) shows the variation of energy, latency, and area for different block sizes for $16 \times 16$ matrix multiplication. It can be observed that energy is minimum at a block size of 4 and area and latency are minimum at block size 2 and 16 respectively. This information is used to identify a suitable design (block size) based on latency, energy, or area requirements. Figure 3 (b) shows energy distribution among multipliers, registers, and I/O pads for three different designs. Design 1 corresponds to the original design described in [10] and Design 2 and 3 are low energy variants discussed in [5]. Using Figure 3, we identify...
that the registers dissipate the maximum energy and select them as candidates for optimization. Optimizations considered include reduction of number of registers through analysis of data movements (Design 2) and use of CLB based SRAMs instead of registers to reduce energy dissipation (Design 3). Details of the optimized algorithm are available in [5], [9].

Using the workbench, an optimized matrix multiplication algorithm was designed and compared against the Xilinx IP core for matrix multiplication. The best design obtained using our approach achieved 68% reduction energy dissipation, 35% reduction in latency while occupying 2.3 × area when compared with the design provided by Xilinx [9].

6 Conclusion

We discussed an algorithm designer’s workbench suitable for a general class of FPGA and Platform FPGA devices. The work discussed in this paper is part of the MILAN project. MILAN addresses the issues related to the design of end-to-end applications [8]. In contrast, the workbench addresses the issues pertaining to the design of application kernels only. The workbench is developed as a stand-alone tool with plans for integration into the MILAN environment.
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Abstract. This paper describes how an FPGA based prototype environment aided the development of two multi-million gate ASICs: an IEEE 802.11 medium access controller and an IEEE 802.11a/b/g physical layer processor. Prototyping the ASICs on a reconfigurable platform enabled concurrent development by the hardware and software teams, and provided a high degree of confidence in the designs. The capabilities of modern FPGAs and their development tools allowed us to easily and quickly retarget the complex ASICs into FPGAs, enabling us to integrate the prototyping effort into our design flow from the start of the project. The effect was to accelerate the development cycle and generate an ASIC which had been through one pass of beta testing before tape-out.

1 Introduction

The IEEE 802.11 standards [1] describe high-speed wireless local area networks. We have implemented an 802.11 solution as two SoCs, corresponding to the low-level physical communication layer (the PHY), and the high-level medium access control layer (the MAC), as shown in Figure 1.

The complexity and evolving nature of the 802.11 standards make a degree of programmability essential for the MAC. Most MACs achieve this by embedding a processor coupled to hardware acceleration blocks, such as a packet engine or a cryptography module. However, it is difficult a-priori to make good decisions as to what areas require hardware acceleration. The ability to run firmware on real hardware in a real network allows design decisions to be based on real data.

Fig. 1. An 802.11 Wireless LAN, showing the PHY and MAC SoCs.
Conversely, the PHY standard is stable and well understood, and the computational requirements of the PHY require dedicated hardware [2]; but this makes it vulnerable to its own problems. There is little, if any, scope to fix design faults after tape out. Mistakes are expensive, fabrication NRE costs are in the order of a million dollars. Simulation is too slow to exhaustively test the complex design. It is very difficult to envisage and plan for all the ways in which the system might be excited in practice. The vagaries of the medium mean that it is very hard to simulate - the only way to verify is to do it “virtual” real time.

Our FPGA prototype addressed both of these problems. Interfacing the two developing systems with each other and with external entities provided each system with the necessary real-world stimulus to develop and verify its implementation. The ability to execute firmware in a real system environment, months in advance of first silicon, accelerated the development of the product by allowing both hardware and software to be developed simultaneously rather than sequentially, improving confidence and reducing risk in the complete design.

An FPGA based prototype was the best solution to meet our needs and fit in with our existing development process. The capacity and speed of modern FPGAs offered us a near full-speed implementation; a realistic prototype running at one quarter of the final system speed. The maximum benefit of prototyping was achieved by implementing the core functionality of the prototype directly from the ASIC Verilog source, without modification. The pushbutton process from synthesis to bitstream of our multi-million transistor designs was achievable on a time-scale of hours, without user intervention, allowing many design/test/debug iterations per day.

In this paper we share our experience of how modern FPGA tools and hardware allowed us to implement a successful solution, and the positive impact it has had on our ASIC development flow.

2 Requirements

The prototype served three different purposes; as a platform for firmware development, as a testbed, and to interface with real hardware to expose the design to real world conditions. The following sections address these issues.

2.1 MAC Hardware/Firmware Co-development

The attraction of a prototype implementation of the MAC was the ability to execute firmware, running code on the actual platform, months before real silicon was available. When developing software for an embedded processor on a yet to be built SoC, one could make use of simulators, such as the Armulator in the ARM developer suite [3], or one could attempt to integrate a physical processor into the prototype environment, such as using the ARM Integrator Core Module, or using the PowerPC embedded in the Xilinx Virtex-II Pro FPGAs. However our experience is that this is somewhat cumbersome; there is a lack of observability in the implementation, and we are subject to constraints specific to
that implementation, such as differences in the cache configuration. The concern is that we are not using the actual hardware that will be implemented in the final ASIC.

A much more accurate and insightful analysis of the firmware execution is achieved by synthesising the processor soft-core into the prototype, with the rest of the system. Our FPGA implementation did this, implementing the complete MAC SoC within an FPGA, and so conserved the timing relationship between the processor and the rest of the system. An in-house developed RISC processor, a V8 SPARC written in synthesizable behavioural Verilog without any FPGA specific timing optimisation, was used on this project. The FPGA implementation was quite acceptable, synthesizing to over 50MHz while using about 10 percent of the XC2V6000 FPGA.

2.2 PHY Hardware Testability

The motivation for a prototype implementation of the PHY was increased testability; the ability to throw huge amounts of data at a complex design, to run the design.

The PHY ASIC supports the OFDM, CCK, and DSSS modulations used in the 802.11a, 802.11b, and 802.11g physical layers. This entails considerable computational effort, covering operations such as synchronisation and frequency correction, transforms such as the FFT and IFFT, equalisation, Viterbi decoding, interleaving, deinterleaving, scrambling, filtering, and so on. The magnitude of this processing, coupled with a limited power budget, demands a highly optimised data-flow implementation, providing little scope for post-silicon design fixes. Simulation of the complex design is time consuming, having a large number of variables that influence the performance of the system. This means that only a limited test coverage is possible in simulation, which is usually sufficient to highlight critical design faults, but may leave many lesser problems undetected. The real-time nature of the prototype allows for instantaneous feedback and analysis. Experimentation and verification are performed with the system running in a much more realistic environment than could be feasibly achieved in any reasonable time in simulation. A packet, lasting 200 microseconds in real time, corresponds to 2 minutes of simulation time, an incredible speed difference - on the prototype, 5000 packets can be demodulated every second, a task that takes almost 3 hours in simulation.

2.3 Why Emulation Wasn’t an Option

A requirement common to the PHY and the MAC was to interface with real hardware. We wanted the prototype to be part of a real system, to expose the design to real world conditions. This meant interfacing the PHY with a radio, in our case an existing 5GHz radio, and interfacing the MAC with a host device, in our case an existing Cisco Access Point.

This doesn’t imply that a full speed real time prototype is necessary. Because a full speed prototype was unachievable given the speed of current FPGAs, the
prototype had to be a time scaled implementation. A quarter speed implementation was achieved, meaning that the prototype PHY operates on signals of one quarter the bandwidth used in real systems. This is not a problem for communicating with other prototype PHY implementations, or with other appropriately modified equipment. It does however prevent communication with regular 802.11 systems. We allowed for this by having a mechanism to bypass the FPGA PHY implementation, to interface the MAC with a silicon PHY implementation, to allow the prototype to communicate with any 802.11 system, permitting more extensive MAC level testing.

These requirements demanded a real implementation, not just emulation.

3 Implementation

3.1 Integrating with the ASIC Design Flow

Our group has a standard process for the development of its ASICs. Designs are coded in synthesizable behavioural Verilog, simulated with tools such as Cadence’s NC-Verilog [4], and synthesized and implemented as an ASIC using Cadence’s physical design tools, for 0.13µm, 0.18µm and 0.25µm standard CMOS processes.

We decided to start the prototype implementation flow from the behavioural Verilog code base, the same code used for ASIC synthesis. This allows the FPGA synthesis tool to perform FPGA-centric optimisations and infer instantiations of embedded blocks such as memories and multipliers in the FPGAs. All FPGA specific details, such as the instantiation of the clock buffers and the partitioning of the design between FPGAs, were contained within high level wrapper modules. These wrapper modules together instantiated the complete, unmodified, ASIC core. By confining the FPGA implementation details entirely within these wrapper files we avoided inconsistencies associated with maintaining parallel source trees; the FPGA and ASIC implementations used an identical source base, giving us a very high confidence in the match between ASIC and FPGA implementations. As a side effect, synthesis warnings from the FPGA tools often provided meaningful feedback to the designers for coding changes in advance of the ASIC synthesis.

3.2 Choosing a Platform

An enormous amount of logic was required for the implementation, the ASICs contain more than 10 million transistors. A similar approach to wireless baseband modelling has been employed by Berkeley Wireless Research Center with their custom BEE FPGA processor [5]. BWRC chose to implement their own system whereas while we originally did this about four years ago, we found it more cost effective to buy off-the-shelf units; the capacity and speed of modern FPGAs met our needs. We chose the Dini Group’s DN3000K10 [6] populated with 3 Xilinx Virtex-II 6 million gate parts in the FF1152 package [7].
The Virtex-II parts provide clock gating and embedded hardware multipliers, both of which our PHY uses. Gated clocking allows us to reduce power consumption by removing the clock to inactive circuits. Because the Virtex-II parts have support for gated clocking our ASIC Verilog was directly implementable. The computationally intensive nature of the PHY meant that we made significant use of the embedded hardware multipliers in the Virtex-IIs.

There were several clocks used in the project, principally the 33MHz PCI clock and a 20MHz PHY clock. The clocks were distributed to all FPGAs simultaneously, to avoid difficulties with skew across the partition.

3.3 Partitioning

We partitioned the two ASICs into three FPGAs, as shown in Figure 2. The MAC was sufficiently small to fit within a single FPGA. The PHY, however, had to be split across two FPGAs. One problem faced was the large number of configuration and status registers; the PHY contains roughly a thousand configuration and status registers, each up to 16 bits in length, which are accessed through a narrow configuration interface. It was infeasible to carry this large number of registers across the partition, so the interface and configuration blocks were duplicated, appearing in both PHY FPGAs. Having done so, there was then a natural split within the ASIC that supported a partition given the available IOs. Because we could partition satisfactorily by hand, no effort was made to use an automated partitioning tool.

![Fig. 2. The partitioned implementation, with the PHY in FPGAs 1 and 2 on the left, and the MAC in FPGA 3 on the right.](image-url)
3.4 Interfaces

The full benefit of the prototype could only be achieved if the system was able to interface with existing hardware, forming a complete system. For one interface the PCI connector was used, for the other interface a custom interposer board was constructed. The abundance of FPGA IOs were necessary to meet this need.

The Cisco Access Point that was used for product development interfaces with our MAC across a MiniPCI interface. Using a passive PCI to MiniPCI adapter we were able to connect the prototyping board directly to the Access Point. Having the PCI bus directly connected to an FPGA was very important, a number of FPGA development boards have inbuilt PCI implementations, but our MAC SoC already contains a PCI implementation that we wanted to exercise.

A PCI solution is also capable of being inserted into any standard PC, opening up interesting debugging opportunities. We used the PC as a platform for running development support software, such as GUIs to control and observe the configuration of the PHY, tools to monitor the execution of software on the embedded processor, and even to act as an 802.11 client, sending and receiving network traffic through our development system.

Two interposer cards were developed to provide an interface to an existing radio. For development involving the prototype PHY the interposer card included the missing analog features of the PHY, the DAC and ADC. For development requiring a full speed PHY the interposer card included a previous generation silicon PHY. There were also test headers for devices such as logic analysers and oscilloscopes.

A photo of the completed system, showing the prototype interfacing between a Cisco Access Point and a 5GHz radio is shown in Figure 3.

3.5 Tool Flow

The process of building a new implementation following design changes was completely automated. Makefiles running on Linux servers executed first the Synplify synthesiser, which was the native Linux version, and then the Xilinx ISE implementation software, which was the PC version executed in Linux under the WINE Windows emulation environment [8]. The resulting bitstreams were loaded into the FPGAs using the Smart Media flash memory based configuration system present on the Dini cards.

The Synplify synthesizer was capable of automatically inferring instances of Xilinx features from the behavioural Verilog. Block RAMs were automatically inferred from behavioural descriptions of our ASIC memories, although some initial non-functional coding-style changes had to be made to the ASIC Verilog. The hardware multiplier units were also automatically inferred. There were no modifications required to the ASIC design for FPGA synthesis, which was critical to automating the process.

The Xilinx ISE flow was also completely automated. No hand placement was necessary; even as the designs stretched the capacity of the chips, the automatic placement was always satisfactory.
The utilisation and build times for the three Xilinx Virtex-II XC2V6000 parts are shown below. We found that executing the tools on Linux Pentium 4 servers was many times quicker than executing the same sequence using the Solaris versions of the tools on our high-end Sun servers; this meant saving hours per re-implementation.

<table>
<thead>
<tr>
<th>FPGA</th>
<th>LUTs</th>
<th>Registers</th>
<th>Block RAMs</th>
<th>Multipliers</th>
<th>Build Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (PHY)</td>
<td>57,000 (83%)</td>
<td>32,000 (46%)</td>
<td>48 (33%)</td>
<td>56 (38%)</td>
<td>6 Hours</td>
</tr>
<tr>
<td>2 (PHY)</td>
<td>40,000 (59%)</td>
<td>11,000 (15%)</td>
<td>9 (6%)</td>
<td>48 (33%)</td>
<td>3 Hours</td>
</tr>
<tr>
<td>3 (MAC)</td>
<td>10,000 (14%)</td>
<td>7,000 (9%)</td>
<td>93 (64%)</td>
<td>0 (0%)</td>
<td>1 Hour</td>
</tr>
</tbody>
</table>

3.6 Custom Development Tools

Being able to plug the development board into a PCI slot and have a simple, high bandwidth interface from the PC into the system offered great development opportunities. Having software to take advantage of this interface as the opportunities became apparent was well worth the effort. The PHY chip contains around a thousand configuration and status registers. Providing a simple interface to manage this configuration was critical to the success of the system. We ported the existing powerful graphical user interface [10] used to configure our group’s existing ASICs. This program was written in Python [11], an interpreted programming language. This allowed the hardware developers to write
their own scripts to communicate with the prototype and debug their hardware. An example view is shown in Figure 4. Because this is the same interface that we will use to configure and debug the silicon ASICs, it will be a transparent switch for the developers to move from working with the prototype to the ASIC, they are already experienced with the test environment.

![Grendel Configurator](image)

**Fig. 4.** A screen capture showing the software used to configure and debug the implementation.

Firmware development for the embedded processor also made use of the PCI interface. Firmware is loaded into the processor memory across the PCI bus. Hardware support was added to the embedded processor to provide an interface with the GNU GDB debugger [12] running on the host PC. This allowed for the observation of code execution in the embedded processor, and provided features such as stepping, breakpoints, and watchpoints.

4 Experiences and Lessons

4.1 Revision Control

A difficulty that became apparent from having a rapid re-implementation was keeping the software and the hardware in synchronisation. Modifications to the register map in the hardware would cause existing software to break. A method was implemented to automatically generate a hardware and software implementation of the memory map from a common abstract view, meaning that any changes to the mapping were simultaneously updated in both the hardware Verilog and software map files.
Given the 6 hour re-implementation time, and the fact that the source database was actively being updated, there was sometimes confusion about the versions of files that had been taken to construct the implementation. The build scripts were modified to automatically embed checks such as time stamps and revision numbers into the implementation. These were accessible from our development software, which could detect if the hardware and software were not using the same version.

4.2 Simulating vs Prototyping

When making enhancements to the hardware it was often quicker to test changes through the prototype implementation than to extensively simulate them. Still, the 6 hour implementation time was long enough to warrant a careful analysis before re-implementation, guessing the cause of unexpected behaviour could waste this time.

Simulation and prototyping complemented each other; bugs found in simulation were examined on the prototype, and bugs found in the prototype were examined in simulation. Using both methods increased our understanding and confidence in the design.

4.3 Tool Problems

We found that the FPGA tools were lacking in their ability to handle partial resynthesis. There are large blocks in our design, such as the Viterbi decoder and the processor core, that are not actively developed, remaining constant between each resynthesis. Having blocks such as these reused from previous implementations could save on re-implementation time. But it was non-trivial to make the tools do this, and having done so the time saved was not great.

The FSM optimisations performed by Synplify were, after much head scratching, found to be broken. Several FSMs were observed to lock up in unexpected states, a behaviour inconsistent with the source code. The problem was that the FSMs were being recoded as one-hot state machines, but the synthesizer failed to add logic to check when the FSM was in an illegal state. Disabling the FSM optimisations resolved this problem. This highlighted the need for equivalence checking of the synthesis output.

4.4 Concurrent Development

Having a firmware development proceed concurrently with the development of the MAC and PHY hardware allowed for an evolution and fine tuning of the hardware / software interface. The ability to tightly integrate observability, such as trace-logs, instruction counters, and timers woven deep into the processor, provided us with useful profiling data.

Having the prototype PHY interface directly with a real radio, allowing exposure to real and simulated radio channels with issues such as multipath, allowed
us to verify and fine-tune our algorithms. The system continues to be used to implement experimental ideas.

Having the prototype MAC interact with other 802.11 MACs allowed for a better understanding of how these implementations behave and affect our performance.

When using the system we often discovered ways to improve observability. There were test ports that we had not anticipated, that only became apparent once we used the system. Some functionality, such as a trace buffer, was found to be incredibly useful in practice, and so was added to the ASIC code base.

5 Conclusion

The FPGA implementation of our MAC and PHY has become an extensively used, powerful tool. It is vital to the success of our chips. Its ability to transparently fit into the existing ASIC development process, and to automatically produce a re-implementation, without user intervention, have been key to its success.

It has provided great confidence to the hardware and software developers to extensively exercise their implementation, beta-testing in a very realistic environment before tape-out, enhancing the success of the first spin silicon. It has allowed development and experience with our test environment, saving time when the ASICs return from fab.

The system continues to be used for firmware and hardware development.
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Abstract. The coarse-grained reconfigurable architectures have advantages over the traditional FPGAs in terms of delay, area and configuration time. To execute entire applications, most of them combine an instruction set processor (ISP) and a reconfigurable matrix. However, not much attention is paid to the integration of these two parts, which results in high communication overhead and programming difficulty. To address this problem, we propose a novel architecture with tightly coupled very long instruction word (VLIW) processor and coarse-grained reconfigurable matrix. The advantages include simplified programming model, shared resource costs, and reduced communication overhead. To exploit this architecture, our previously developed compiler framework is adapted to the new architecture. The results show that the new architecture has good performance and is very compiler-friendly.

1 Introduction

Coarse-grained reconfigurable architectures have become increasingly important in recent years. Various architectures were proposed \cite{1,2,3,4}. These architectures often comprise a matrix of functional units (FUs), which are capable of executing word- or subword-level operations instead of bit-level ones found in common FPGAs. This coarse granularity greatly reduces the delay, area, power and configuration time compared with FPGAs, however, at the expense of flexibility. Other features include predictable timing, a small configuration storage space, flexible topology, etc. However, the reconfigurable matrix alone is not capable of executing entire applications. Most coarse-grained architectures are coupled with processors, typically RISCs. The execution model of such hybrid architectures is based on the well-known 90/10 locality rule\cite{5}, i.e., a program spends 90\% of its execution time in only 10\% of the code. Some computational-intensive kernels are mapped to the matrix, whereas the rest code is executed by the processor. So far not much attention is paid to the integration of the two parts of the system. The coupling between the processor and the reconfigurable matrix is often loose, which is essentially two separated parts connected by a
communication channel. This results in programming difficulty and communication overhead. In addition, the coarse-grained reconfigurable architecture consists of components which are similar to those used in processors. This represents a major resource-sharing and cost-saving opportunity, which is not extensively exploited in traditional coarse-grained architectures.

To address the above problems, in this paper we present a novel architecture called ADRES (Architecture for Dynamically Reconfigurable Embedded System), which tightly couples a VLIW processor and a coarse-grained reconfigurable matrix. The VLIW processor and the coarse-grained reconfigurable matrix are integrated into one single architecture but with two virtual functional views. This level of integration has many advantages compared with other coarse-grained architectures, including improved performance, a simplified programming model, reduced communication costs and substantial resource sharing. Nowadays, new programmable architecture cannot succeed without good support for mapping applications. In our previous work, we built a compiler framework for a family of coarse-grained architectures [6]. A novel modulo scheduling algorithm was developed to exploit the loop-level parallelism efficiently [7]. In this paper, we present how this compiler framework can be adapted to the ADRES architecture. In addition, some new techniques are proposed to solve the integration problem of the VLIW processor and the reconfigurable matrix.

The paper is organized as follows. Section 2 describes the proposed ADRES architecture and analyzes its main advantages. Section 3 discusses how the compiler framework is ported to the ADRES architecture and some considerations of the compilation techniques. Section 4 reports experimental results. Section 5 covers related work. Section 6 concludes the paper and presents future work.

2 ADRES Architecture

2.1 Architecture Description

Fig. 1 describes the system view of the ADRES architecture. It is similar to a processor with an execution core connected to a memory hierarchy. The ADRES core (fig 3) consists of many basic components, including mainly FUs and register files (RF), which are connected in a certain topology. The FUs are capable of executing word-level operations selected by a control signal. The RFs can store intermediate data. The whole ADRES matrix has two functional views, the VLIW processor and the reconfigurable matrix. These two functional views share some physical resources because their executions will never overlap with each other thanks to the processor/co-processor model. For the VLIW processor, several FUs are allocated and connected together through one multi-port register file, which is typical for VLIW architecture. Compared with the counterparts of the reconfigurable matrix, these FUs are more powerful in terms of functionality and speed. They can execute more operations such as branch operations. Some of these FUs are connected to the memory hierarchy, depending on available ports. Thus the data access to the memory is done through the load/store operation available on those FUs.
For the reconfigurable matrix part, apart from the FUs and RF shared with the VLIW processor, there are a number of reconfigurable cells (RC) which basically comprise FUs and RFs too (fig. 2). The FUs can be heterogeneous supporting different operation sets. To remove the control flow inside loops, the FUs support predicated operations. The distributed RFs are small with less ports. The multiplexors are used to direct data from different sources. The configuration RAM stores a few configurations locally, which can be loaded on cycle-by-cycle basis. The configurations can also be loaded from the memory hierarchy at the cost of extra delay if the local configuration RAM is not big enough. Like instructions in ISPs, the configurations control the behaviour of the basic components by selecting operations and multiplexors. The reconfigurable matrix is used to accelerate the dataflow-like kernels in a highly parallel way. The matrix also includes the FUs and RF of the VLIW processor. The access to the memory of the matrix is also performed through the VLIW processor FUs.

In fact, the ADRES is a template of architectures instead of a fixed architecture. An XML-based architecture description language is used to define the communication topology, supported operation set, resource allocation and timing of the target architecture [6]. Even the actual organization of the RC is not fixed, FUs and RFs can be put together in several ways, for example, two FUs can share one RF. The architecture shown in fig. 3 and fig. 2 is just one possible instance of the template. The specified architecture will be translated to an internal architecture representation to facilitate compilation techniques.

2.2 Improved Performance with the VLIW Processor

Many coarse-grained architectures consist of a reconfigurable matrix and a relatively slow RISC processor, e.g., TinyRisc in MorphoSys [1] and ARC in Chameleon [3]. These RISC processors execute the unaccelerated part of the application, which only represents a small portion of execution time. However, such a system architecture has some problems due to the huge performance gap between the RISC and the reconfigurable matrix. According to Amdahl’s law [5], the performance gain that can be obtained by improving some portion of an application can be calculated as equation 1. Suppose the kernels, representing 90%
of execution time, are mapped to the reconfigurable matrix to obtain 30 times of acceleration over the RISC processor, the overall speedup is merely 7.69. Obviously a high kernel speedup is not translated to a high overall speedup. The unaccelerated part, which is often irregular and control-intensive, becomes a bottleneck. Speeding up this part is essential for the overall performance. Although it is hard to exploit higher parallelism for the unaccelerated part on the reconfigurable matrix, it is still possible to discover instruction-level parallelism (ILP) using a VLIW processor, where 2-4 times speedup over the RISC is reasonable. If we recalculate the speedup with the assumption of 3 times acceleration for the unaccelerated code, the overall acceleration is now 15.8, much better than the previous scenario. This simple calculation proves the importance of a balanced system. The VLIW can help to improve the overall speedup dramatically in certain circumstances.

\[ \text{Speedup}_{\text{overall}} = \frac{1}{(1 - \text{Fraction}_{\text{enhanced}}) + \frac{\text{Fraction}_{\text{enhanced}}}{\text{Speedup}_{\text{enhanced}}}} \]  

(1)

2.3 Simplified Programming Model and Reduced Communication Cost

A simplified programming model and reduced communication cost are two important advantages of the ADRES architecture. These are achieved by making the VLIW processor and the reconfigurable matrix share access to the memory.

In traditional reconfigurable architectures, the processor and the reconfigurable matrix are essentially separated. The communication is often through explicit data copying. The normal execution steps are: (1) copy the data from the VLIW memory to that of the reconfigurable matrix; (2) the reconfigurable matrix part computes the kernel; (3) the results are copied back from the memory of the reconfigurable matrix to that of the VLIW processor. Though some
techniques are adopted to reduce the data copying, e.g., wider data bus and DMA controller, the overhead is still considerable in terms of performance and energy. From the programming point of view, the separated processor and reconfigurable matrix require significant code rewriting. Starting from a software implementation to map kernels to the matrix, we have to identify the data structures used for communication and replace them with communication primitives. Data analysis should be done to make sure as few as possible data are actually copied. In addition, the kernels and the rest of the code have to be cleanly separated in such a way that no shared access to any data structure remains. These transformations are often complex and error-prone.

In the ADRES architecture, the data communication is performed through the shared RF and memory. This feature is very helpful to map high-level language code such as C to the ADRES architecture without major changes. When a high-level language is compiled to a processor, the local variables are normally allocated in the RF, whereas the static variables and arrays are allocated in the memory space. When the control of the program is transferred between the VLIW processor and the reconfigurable matrix, those variables used for communication can stay in the RF or the memory as they were. The copying is unnecessary because both the VLIW processor and the reconfigurable matrix share access to the RF and memory hierarchy. From programming point of view, this shared-memory architecture is more compiler-friendly than the message-passing one. Moreover, the RF and memory are alternately shared instead of being simultaneously shared. This eliminates data synchronizing and integrity problems. Code doesn’t require any rewriting and can be handled by compiler automatically.

2.4 Substantial Resource Sharing

Since the basic components such as the FUs and RFs of the reconfigurable matrix and those of the VLIW processor are basically the same, one natural thinking is that resources might be shared to have substantial cost-saving. In other coarse-grained reconfigurable architectures, the resources cannot be effectively shared because the processor and the reconfigurable matrix are two separated parts. For example, the FU in the TinyRisc of MorphoSys cannot work cooperatively with the reconfigurable cells in the matrix. In the ADRES architecture, since the VLIW processor and the reconfigurable matrix are indeed two virtual functional views of the same physical entity, many resources are shared among these two parts. Due to its processor/co-processor model, only one of the VLIW processor and the reconfigurable matrix is active at any time. This fact makes the resource sharing possible. Especially, most components of the VLIW processor are reused in the reconfigurable matrix as shown in fig. 3. Although the amount of VLIW resources is only a fraction of those of the reconfigurable matrix, they are generally more powerful. For example, the FUs of the VLIW processor can execute more operations. The register file has much more ports than the counterparts in the reconfigurable matrix. In other words, the resources of the VLIW processor are substantial in terms of functionality. Reusing these resources can help to improve the performance and increase the schedulablity of kernels.
3 Adaptations of Compilation Techniques

Given the ever-increasing pressure of time-to-market and complexity of applications, the success of any new programmable architecture is more and more dependent on good design tools. For example, VLIW processors have gained huge popularity among DSP/multimedia applications although they are neither the most power- or performance-efficient ones. One important reason is that they have mature compiler support. An application written in a high-level programming language can be automatically mapped to a VLIW with reasonable quality. Compared with other coarse-grained reconfigurable architectures, the ADRES architecture is more compiler-friendly due to the simplified programming model discussed in section 2.3. However, some new compilation techniques need to be adopted to fully exploit the potential of the architecture.

3.1 Compilation Flow Overview

Previously, we have developed a compiler framework for a family of coarse-grained reconfigurable architectures [6]. A novel modulo scheduling algorithm and an abstract architecture representation were also proposed to exploit loop-level parallelism [7]. They have been adapted to the ADRES architecture. The overall compilation flow is shown in fig. 4. We use the IMPACT compiler framework [8] as a frontend to parse C source code, do some optimization and analysis, and emit the intermediate representation (IR), which is called lcode. Taking lcode as input, the compiler first tries to identify the pipelineable loops, which can be accelerated by the reconfigurable matrix. Then, the compilation process is divided into two paths that are for the VLIW processor and the reconfigurable matrix respectively. The identified loops are scheduled on the reconfigurable matrix using the modulo scheduling algorithm we developed [7]. The scheduler takes advantage of the shared resources, e.g., the multi-port VLIW register file,

![Compilation Flow Diagram](image-url)

Fig. 4. Compilation Flow for the ADRES architecture
to maximize performance. The remaining code is mapped to the VLIW processor using regular VLIW compilation techniques, including ILP scheduling and register allocation. Afterwards, the two parts of scheduled code are put together, ready for being executed by the ADRES architecture.

3.2 Interface Generation

The compilation techniques for the VLIW architecture are already mature and the main compilation techniques for the coarse-grained architecture were developed in our previous work. Adapted to the ADRES architecture, the most important problem is how to make the VLIW processor and the reconfigurable matrix work cooperatively and communicate with each other. Thanks to ADRES’s compiler-friendly features, interface generation is indeed quite simple(fig. 5).

![Diagram](image)

**Fig. 5.** Interfacing between the VLIW processor and the Reconfigurable matrix

Each loop mapped to the matrix has to communicate with the rest of application, e.g., taking input data and parameters, and writing back results. As mentioned in section 2.3, the communication of the ADRES architecture is performed through shared register file and shared memory. Using dataflow analysis, the live-in and live-out variables are identified, which represents the input and output data communicated through the shared register file. These variables will be allocated in the VLIW register file. Since these variables will occupy some register space throughout the lifetime of the loops, they are subtracted from the capacity of the VLIW register file. Therefore the scheduler won’t overuse the VLIW register file for other tasks. As to the variables mapped to the memory, we don’t need to do anything. The mapped loop can access the correct address through the load/store operations available on some FUs of the VLIW processor.

4 Experimental Results

For the purpose of experiment, an architecture resembling the topology of MorphoSys [1] is instantiated from the ADRES template. In this configuration, a
total of 64 FUs are divided into four tiles, each of which consists of 4x4 FUs. Each FU is not only connected to the 4 nearest neighbor FUs, but also to all FUs within the same row or column in this tile. In addition, there are row buses and column buses across the matrix. The first row of FUs is also used by the VLIW processor, and are connected to a multi-port register file. Only the FUs in the first row are capable of executing memory operations, i.e., load/store operations.

The testbench consists of 4 programs, which are derived from C reference code of TI’s DSP benchmarks and MediaBench [9]. The idct is a 8x8 inverse discrete cosine transformation, which consists two loops. The adpcm-d refers to an ADPCM decoder. The mat_mul computes matrix multiplication. The fir_cpl is a complex FIR filter. They are typical multimedia and digital signal processing applications with abundant inherent parallelism.

The schedule results are shown in table 1. The second column refers to the total number of operations within the loop body. The II is initiation interval, meaning the loop starts a new iteration every II cycles [10]. The live-in and live-out variables are allocated in the VLIW register file. The instructions-per-cycle (IPC) reflects how many operations are executed in one cycle on average. Scheduling density is equal to $\frac{IPC}{\text{No.of FUs}}$. It reflects the actual utilization of all FUs for computation. The results show the IPC is pretty high, ranging from 13.8 to 42. The FU utilization is ranged from 21.5% to 65.6%. For kernels such as adpcm-d, the results are constrained by achievable minimal II(MII).

The table 2 shows comparisons with the VLIW processor. The tested VLIW processor has the same configuration as the first row of the tested ADRES architecture. The compilation and simulation results for VLIW architecture are obtained from IMPACT, where aggressive optimizations are enabled. The re-

### Table 1. Schedule results

<table>
<thead>
<tr>
<th>loop</th>
<th>no. of live-in</th>
<th>live-out</th>
<th>II</th>
<th>IPC</th>
<th>sched. density</th>
</tr>
</thead>
<tbody>
<tr>
<td>idct1</td>
<td>93</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>48.4%</td>
</tr>
<tr>
<td>idct2</td>
<td>168</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>65.6%</td>
</tr>
<tr>
<td>adpcm-d</td>
<td>55</td>
<td>9</td>
<td>2</td>
<td>4</td>
<td>21.5%</td>
</tr>
<tr>
<td>mat_mul</td>
<td>20</td>
<td>12</td>
<td>0</td>
<td>1</td>
<td>31.3%</td>
</tr>
<tr>
<td>fir_cpl</td>
<td>23</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>35.9%</td>
</tr>
</tbody>
</table>

### Table 2. Comparisons with VLIW architecture

<table>
<thead>
<tr>
<th>app.</th>
<th>total ops (ADRES)</th>
<th>total cycles (ADRES)</th>
<th>total ops (VLIW)</th>
<th>total cycles (VLIW)</th>
<th>speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>idct</td>
<td>211676</td>
<td>6097</td>
<td>181853</td>
<td>38794</td>
<td>6.4</td>
</tr>
<tr>
<td>adpcm-d</td>
<td>8150329</td>
<td>594676</td>
<td>5760116</td>
<td>1895055</td>
<td>3.2</td>
</tr>
<tr>
<td>mat_mul</td>
<td>20010518</td>
<td>1001308</td>
<td>13876972</td>
<td>2811011</td>
<td>2.8</td>
</tr>
<tr>
<td>fir_cpl</td>
<td>69126</td>
<td>3010</td>
<td>91774</td>
<td>18111</td>
<td>6.0</td>
</tr>
</tbody>
</table>
results for the ADRES architecture are obtained from a developed co-simulator, which is capable of simulating the mixed VLIW and reconfigurable matrix code. Although these testbenches are small applications, the results already reflect the integration impact of the VLIW processor and the reconfigurable matrix. The speed-up over the VLIW is from 2.8 to 6.4, showing pretty good performance.

5 Related Work

Many coarse-grained reconfigurable architectures have been proposed in recent years. MorphoSys [1] and REMARC [4] are typical ones consisting of a RISC processor and a fabric of reconfigurable units. For MorphoSys the communication is performed through a DMA controller and a so-called frame buffer. In REMARC, the coupling is tighter. The matrix is used as a co-processor next to the MIPS processor. Neither of these architectures has compiler support for the matrix part. Chameleon [3] is a commercial architecture that comprises an ARC processor and a reconfigurable processing fabric as well. The communication is through a 128-bit bus and a DMA controller. The data has to be copied between the two memory spaces. Compiler support is limited to the processor side.

Another category of reconfigurable architectures presents much tighter integration. Examples are ConCise [11], PRISC [12] and Chimaera [13]. In these architectures, the reconfigurable units are deeply embedded into the pipeline of the processor. Customized instructions are built with these reconfigurable units. The programming model is simplified compared with the previous category because resources such as memory ports and register file are exposed to both the processor and the reconfigurable units. This leads to good compiler support. However, these architectures do not have much potential for performance, constrained by limited exploitable parallelism.

6 Conclusions and Future Work

Coarse-grained reconfigurable architectures have been gaining importance recently. Many new architectures are proposed, which normally comprise a processor and a reconfigurable matrix. In this paper, we address the integration problem between the processor and the reconfigurable matrix, which has not received enough attention in the past. A new architecture called ADRES is proposed, where a VLIW processor and a reconfigurable matrix are tightly coupled in a single architecture and many resources are shared. This level of integration brings a lot of benefits, including increased performance, simplified programming model, reduced communication cost and substantial resource sharing.

Our compiler framework was adapted to the new without much difficulty. It proves that the ADRES architecture is very compiler-friendly. The VLIW compilation techniques and the compilation techniques for the reconfigurable matrix can be applied to the two parts of the ADRES architecture respectively. The partitioning and interfacing of the accelerated loops and the rest of code can be handled by the compiler without requiring code rewriting.
However, we have not implemented the ADRES architecture at the circuit level yet. Therefore, many detailed design problems have not been taken into account and concrete figures such as area and power are not available. Hence, to implement the ADRES design is in the scope of our future work. On the other hand, we believe the compiler is even more important than the architecture. We will keep developing the compiler to refine the ADRES architecture from the compiler point of view.
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Abstract. A parallel system architecture for program execution based on the look-ahead dynamic reconfiguration of inter-processor connections is discussed in the paper. The architecture is based on inter-processor connection reconfiguration in multiple crossbar switches that are used for parallel program execution. Programs are structured into sections that use fixed inter-processor connections for communication. The look-ahead dynamic reconfiguration assumes that while some inter-processor connections in crossbar switches are used for current section execution, other connections are in advance configured for execution of further sections. Programs have to be decomposed into sections for given time parameters of reconfiguration control, so, as to avoid program execution delays due to connection reconfiguration. Automatic program structuring is proposed based on the analysis of parallel program graphs. The structuring algorithm finds the partition into sections that minimizes the execution time of a program executed with the look-ahead created connections. The program execution time is evaluated by simulated program graph execution with reconfiguration control modeled as an extension of the basic program graph.

1 Introduction

A new kind of parallel program execution environment based on dynamically reconfigurable connections between processors [1-4] is the main interest of this paper. The proposed environment assumes new paradigm of point-to-point inter-processor connections. Link connection reconfiguration involves time overheads in program execution. These overheads cannot be completely eliminated by an increase of the speed of communication/reconfiguration hardware. However, they can be neutralized by a special method applied at the level of system architecture and at the level of program execution control. This special method is called the look-ahead dynamic link connection reconfigurability [5,6]. Special architectural solutions for the look-ahead reconfigurability consist in increasing the number of hardware resources used for link connection setting (multiple crossbar switches) and using them interchangeably in parallel for program execution and run-time look-ahead reconfiguration. Application programs are partitioned into sections executed by clusters of processors whose mu-
tual connections are prepared in advance. The connections are set in crossbar switches and remain fixed during section execution. At sections boundaries, processor’s communication links are switched to look-ahead configured crossbar switches.

If a program can be partitioned into sections whose connection reconfiguration does not delay communication, we obtain the quasi-time transparency of reconfiguration control since connection reconfiguration overlaps with program execution. Then, the multi-processor system behaves as a fully connected processor structure.

An algorithm for program partitioning into sections for execution with the look-ahead prepared connections was designed. Sections are defined by program graph analysis performed at compile time. The algorithm finds the graph partition and the number of crossbar switches that provide time transparent connection control. It is based on list scheduling and iterative task clustering heuristics. The optimization criterion is the total execution time of a program. This time is determined by program graph symbolic execution, which takes into account time parameters of the system.

The paper consists of three parts. In the first part, the look-ahead inter-processor connection reconfiguration principles are discussed. In the second part, main features of the applied graph partitioning algorithm are discussed. In the third part, experimental results of efficiency measures of program execution based on the look-ahead dynamic reconfiguration are shown and discussed.

2 The Principle of the Look-Ahead Connection Reconfiguration

The look-ahead dynamic connection reconfiguration assumes anticipated inter-processor connection setting in communication resources provided in the system. An application program is partitioned into sections, which assume fixed direct inter-processor connections, Fig. 1. Connections for next sections are prepared while current sections are executed. Before execution of a section, the prepared connections are enabled for use in parallel and in a very short time. Thus, this method can provide inter-processor connections with almost no delay in the linear program execution time. In other words it can provide a time transparent control for dynamic link connection

---

**Fig. 1.** Program execution based on the look-ahead connection reconfiguration
reconfiguration. The redundant resources used for anticipated connection setting can be link connection switches (crossbar switches, multistage connection networks), processor sets and processor link sets [5].

Fig. 2. Look-ahead reconfigurable system with multiple connection switches

The general scheme of a look-ahead dynamically reconfigurable system based on redundancy of link connection switches is shown in Fig. 2. Worker processor subsystems (WPSi) can consist of a single processor or can include a data processor and a communication processor sharing a common memory. WPSis have sets of communication links connected to crossbar switches $S_1, \ldots, S_X$, which are interchangeably used as active and configured communication resources. The subsystem links can be switched between the switches by the Processor Link Set Switch. This switch is controlled by the Global Control Subsystem (GCS). CGS collects messages on the section execution states in worker subsystems (link use termination) sent via the Control Communication Path. The simplest implementation of such path is a bus. Depending on the availability of links in the switches $S_1, \ldots, S_X$, GCS prepares connections for execution of next program sections. In parallel with reconfiguration, synchronization of states of all processors in clusters for next sections is performed using a hardware Synchronization Path [6]. When all connections for a section are ready and the synchronization has been reached, GCS switches all links of processors, which will execute the section, to the look-ahead configured connections in a proper switch. Then, it enables execution of the section in involved worker processors.

Program sections for execution with the look-ahead connection reconfiguration are defined at compile time by an analysis of the program graph. Three basic program execution strategies can be identified which differ in granularity of control:

1) synchronous, with inter-section connection switching controlled at the level of all worker processors in the system,
2) asynchronous processor-restrained, where inter-section connection switching is controlled at the level of dynamically defined worker processor clusters,
3) asynchronous link-restrained, with granularity of control at the level of single processor links.

The strategies require synchronization of process states in processors in different ways. In the synchronous strategy, processes in all processors in the system have to be synchronized when they reach the end of section points. In the asynchronous processor-restraint strategy, process states in selected subsets of processors are synchronized when they reach the end of use of all links in a section. In the asynchronous link-restraint strategy, the end of use of links in pairs of processors has to be synchronized. In this paper we will be interested in the asynchronous processor-restrained strategy.

3 Program Graph Partitioning

The initial program representation is a weighted Directed Acyclic Graph (DAG) with computation task nodes and communication i.e. node data dependency edges. Programs are executed according to the macro-dataflow model governed by arrivals of all data from all node predecessors. A task executes without pre-emption and, after completion, it sends data to all successor tasks. The graph is static and deterministic.

A two-phase approach is used to tackle the problem of scheduling and graph partitioning in the look-ahead reconfigurable environment [9]. In the first phase, a scheduling algorithm reduces the number of communications and minimizes program execution time, based on program DAG. The program schedule is defined as task-to-processor and communication-to-link assignment with specification of starting time of each task and communication. Assignment preserves the precedence constraints coming from the DAG. The scheduling algorithm is an improved version of ETF /Earliest Task First/ scheduling [8]. In the second phase, scheduled program graph is partitioning into sections for the look-ahead execution in the assumed environment.

A program with specified schedule is expressed in terms of the Assigned Program Graph (APG), Fig. 3. This graph is composed of the non-communicating code nodes (rectangles) and communication instruction nodes (circles). There are activation edges and communication edges in the graph. Weights of nodes represent execution times. Communication is done according to the synchronous model. All nodes are assigned to processors and all communication edges to processor link connections. The graph is assumed static and acyclic. All control in the graph is deterministic.

Program sections correspond to such sub-graphs in the APG for which the following conditions are fulfilled:

i. section sub graphs are mutually disjoint in respect to communication edges connecting processes allocated to different processors,
ii. sub-graphs are connected in respect to activation and communication edges,
iii. inter-processor connections do not change inside a section sub-graph,
iv. section sub-graphs are complete in respect to activation paths and include all communication edges incident to all communication nodes on all activation paths between any two communication nodes which belong to a section,
v. all connections for a section are prepared before this section activation, which simultaneously concerns all processors involved in section execution.
Program execution time is the optimization criterion. It is estimated by simulated execution of the program graph in a modeled look-ahead reconfigurable system. A partitioned APG graph is automatically extended at all section boundaries by subgraphs, which model the look-ahead reconfiguration control, Fig. 3. The Communication Control Path, Synchronization Path and Global Control Subsystem are modeled as PAR structures executed on virtual additional processors. Connection setting is modeled by pairs of parallel nodes with input communications (“end of links use” messages) from worker subsystems. After their synchronization, a reconfiguration process is executed by a “Reconfiguration Processor”. Weights of nodes correspond to latencies of control actions, such as crossbar switch reconfiguration, bus latency, etc. Synchronization of processors for link switching between crossbars is modeled in the “Activation Processor”. Activation of next section, is done by multicast transmissions over control bus to all involved worker subsystems.

The algorithm finds program graph partition into sections assigned to crossbar switches. It also finds the minimal number of switches that allow reconfiguration time transparency. Its outline is given in Fig. 4. To simplify graph analysis, a Communication Activation Graph (CAG) is introduced, which contains nodes and edges that correspond to communication edges and activation paths between communication edges of the initial APG graph, respectively. The algorithm starts with all communications assigned to the same crossbar switch. In each step, a vertex of CAG is selected and then, the algorithm tries to include this vertex to a union of existing sections determined by edges of the current vertex. The heuristics tries to find such a union of sections, which doesn’t break rules of graph partitioning. The union, which gives the shortest program execution time, is selected. The choice of the vertex for visiting depends on the following APG and CAG graph parameters used in heuristic rules: the critical path of APG, the delay of vertex of CAG, reconfiguration criticality function
for the investigated vertex, and the dependency on link use between communications, see [10] for details. When section clustering doesn’t give any execution time improvement, the section of the current vertex is left untouched and crossbar switch is assigned to it. As with section clustering, the choice of the switch depends on program execution time. When algorithm cannot find any crossbar switch for section that allows creating connections with no reconfiguration time overhead, then current number of used switches ($curr_x$ in Fig. 4) is increased by 1 and algorithms is restarted. Vertices can be visited many times. The algorithm stops when with all vertices visited, no further time improvement is obtained. A list of visited vertices (tabu list) is used to prevent algorithm from frequent visiting small subset of vertices.

begin
B := initial set of section, each section is composed of single communication and assigned to crossbar 1
curr_x := 1  {current number of switches used}
finished := false
while not finished
  repeat until each vertex of CAG is visited and there is no execution time improvement during last $\beta$ steps {1}
    v := vertex of CAG which maximizes the selection function and which is not placed in tabu list
    S := set of sections that contain communications of all predecessors of v
    M := Find_sections_for_clustering( v, S )
    if $M \neq \emptyset$
      B := B - M
      Include to B a new section built of v and communications that are contained in sections in M
    else
      s := section that consists of communication v
      Assign crossbar switch (from 1..curr_x) to section s
      if reconfiguration introduces time overheads then
        curr_x := curr_x + 1
      break repeat
    endif
  endwhile
endwhile
end

Fig. 4. The general scheme of the graph partitioning algorithm

4 Experimental Results

The described algorithm finds optimal program partitions, which correspond to given reconfiguration control parameters. It can be also used for evaluation and comparative studies of execution efficiency of programs for different program execution control strategies and system parameters. The following parameters were used to characterize an application program in the experiments that were performed:

$t_r$ - reconfiguration time of a single connection in a crossbar switch,
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- section activation time overhead,
- average time interval between connection reconfigurations in a program,

\[ R = \frac{a}{(t_R + t_V)} \] – reconfiguration control efficiency for a program.

Reconfiguration control efficiency of a given system for the program is a ratio of the average time interval between reconfigurations of processor links in the program to the connection reconfiguration service time in the system. It represents suitability of the reconfiguration control for execution of the program.

Experiments with execution of exemplary program graphs have shown that the look-ahead connection reconfiguration behaves better (positive and large program execution speedup \( S_q \) with the look-ahead reconfiguration versus execution with the on-request reconfiguration) for systems in which the reconfiguration efficiency is poor (low values of the parameter \( R \)), Fig. 5. For systems with sufficiently fast connection reconfiguration control, the on-request reconfiguration can be sufficient (introduces lower reconfiguration control overhead). This confirms the suitability of the look-ahead reconfiguration for fine-grain parallel systems.

![Graph showing speedup vs. reconfiguration control efficiency](image)

**Fig. 5.** On-request connection reconfiguration versus look-ahead reconfiguration.

We have examined program execution speedup versus parameters of reconfiguration control (\( t_R \) and \( t_V \)), the number of crossbar switches, the number of processor links, for the parallel program of Strassen matrix multiplication [11] (two recursion levels). Fig. 6 presents speedup on 12 processors with 2 and 4 links vs. execution on 1 processor with the on-request reconfiguration. The speedup is 7 and 9 in a narrow area of the lowest values of \( t_V \), \( t_R \). With the look-ahead reconfiguration, Fig. 7, the speedup increases to 9.5 in a larger area of lowest \( t_V \), \( t_R \). With an increase in the number of crossbars, the high speedup area increases and is much larger than for the on-request reconfiguration. Fig. 8 shows the reduction of the reconfiguration control time overhead when look-ahead control is used instead of on-request for 2 and 4 crossbars. When reduction is close to 100%, the system behaves as a system with fully-connected inter-processor network. It happens in a narrow area of \( t_V \), \( t_R \) that increases when there are more crossbars used. When the number of switches is 6, Fig. 9, the good speedup and reconfiguration overhead area is much larger. So, multiple crossbar switches used with the look-ahead control strongly reduce reconfiguration time overheads. The larger is the number of processor links, the look-ahead method is prevailing vs. on-request for a wider range of reconfiguration and activation time parameters.
5 Conclusions

The paper has presented and discussed the concept of the connection look-ahead dynamic reconfigurability in multi-processor systems based on multiple crossbar switches. Program partitioning into sections executed with fixed inter-processor connections is the essential feature of this environment. Programs can be automatically structured for the look-ahead reconfiguration paradigm using the graph partitioning algorithm presented in the paper. For a sufficient number of crossbar switches, the system can behave - from a program point of view- as fully connected multi-processor cluster. This number depends on relation between program time parameters – the granularity of parallelism and time parameters of the dynamic reconfiguration control.
Fig. 8. Reduction of reconfiguration control overhead for Strassen algorithm with the look-ahead reconfiguration vs. on-request method.

Fig. 9. Speedup (a) and reduction of reconfiguration time overhead (b) for Strassen algorithm executed in the look-ahead environment with 12 processors, 4 links, 6 x-bar switches

This relation can be evaluated using the notion of the reconfiguration control efficiency of a system for a program, introduced in the paper. Experiments show that the lower is the reconfiguration efficiency of the system, the better results are obtained from the application of the look-ahead dynamic connection reconfiguration. It confirms the value of the look-ahead reconfiguration for fine-grained parallel programs, which have time-critical reconfiguration requirements.

Experiments with Strassen algorithm show that quasi time transparency of inter-processor connection setting can be obtained for reconfiguration control time parameters whose area depends on the number of crossbar switches used for dynamic look-ahead connection reconfiguration. This area is narrow for 2 crossbar switches and becomes larger with the bigger number of switches used. Comparing the on-request re-
configuration, the look-ahead reconfiguration gives better program execution speedup and larger applicability area in respect to various system time parameters.

This work has been partially supported by the KBN research grant T11C 007 22.

References


Arbitrating Instructions in an $\rho\mu$-Coded CCM

Georgi Kuzmanov and Stamatis Vassiliadis

Computer Engineering Lab, Electrical Engineering Dept.,
EEMCS, TU Delft, The Netherlands,
{G.Kuzmanov,S.Vassiliadis}@ET.TUDelft.NL, http://ce.et.tudelft.nl/

Abstract. In this paper, the design aspects of instruction arbitration in an $\rho\mu$-coded CCM are discussed. Software considerations, architectural solutions, implementation issues and functional testing of an $\rho\mu$-code arbiter are presented. A complete design of such an arbiter is proposed and its VHDL code is synthesized for the VirtexII Pro platform FPGA of Xilinx. The functionality of the unit is verified by simulations. A very low utilization of available reconfigurable resources is achieved after the design is synthesized. Simulations of an MPEG-4 case study suggest considerable performance speed-up in the range of 2.4-8.8 versus a pure software PowerPC implementation.

1 Introduction

Numerous design concepts and organizations have been proposed to support the Custom Computing Machine (CCM) paradigm from different prospectives [6, 7]. An example of a detailed classification of CCMs can be found in [8]. In this paper we propose a design of a potentially performance limiting unit of the MOLEN $\rho\mu$-coded CCM: the arbiter [11]. We discuss all design aspects of the arbiter, including software considerations, architectural solutions, implementation issues and functional testing. A synthesizable VHDL code of the arbiter has been developed and simulated. Performance has been evaluated theoretically and by experimentation using Virtex II Pro technology of Xilinx. Synthesis results and performance evaluation for an MPEG-4 case study suggest:

- Less than 1% of the reconfigurable hardware resources available on the selected FPGA (xc2vp20) chip are spent for the implementation of the arbiter.
- Considerable speed-ups in the range of 2.4-8.8 of the MPEG-4 encoder are feasible when the SAD function is implemented in the proposed framework.

The remainder of this paper is organized as follows. The section to follow contains brief background on the MOLEN $\rho\mu$-coded processor and describes the requirements to the design of a general arbiter. In Section 3, software-hardware considerations for a particular arbiter design for PowerPC and Virtex II Pro FPGA are presented. Section 4 discusses functional testing, performance analysis and an MPEG-4 case study with experimental results obtained from a real chip implementation of the arbiter. Finally, we conclude the paper with Section 5.
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2 Background

This section presents the MOLEN $\mu$-coded Custom Computing Machine organization, introduced in [11] and described in Fig. 1. The ARBITER performs a partial decoding on the instructions in order to determine where they should be issued. Instructions implemented in fixed hardware are issued to the core processor. Instructions for custom execution are redirected to the reconfigurable unit. The reconfigurable unit consists of a custom computing unit (CCU) and the $\mu$-code unit. An operation, executed by the reconfigurable unit, is divided into two distinct phases: set and execute. The set phase is responsible for reconfiguring the CCU hardware enabling the execution of the operation. This phase may be divided into two subphases - partial set (pset) and complete set (cset). In the pset phase the CCU is partially configured to perform common functions of an application (or group of applications). Later, the cset sub-phase only reconfigures that blocks in the CCU, which are not covered in the pset sub-phase in order to complete the functionality of the CCU.

**General Requirements to the Arbiter.** The arbiter controls the proper co-processing of the GPP and the reconfigurable units. It is closely connected to three major units of the CCM, namely the GPP, the memory and the $\mu$-unit. Each of these parts of the organization has its own requirements, which should be considered when an arbiter is designed. Regarding the core processor, the arbiter should: 1) Preserve the original behavior of the core processor when no reconfigurable instruction is executed. Create the shortest possible critical path penalties. 2) Emulate reconfigurable instruction execution behavior on the core processor using its original instruction set and/or other architectural features.

Regarding the $\mu$-unit the arbiter should: 1) Distribute control signals and the starting microcode address to the $\mu$-unit. 2) Consume minimal hardware resources if implemented in the same FPGA with the $\mu$-unit. Thus more resources will be available for the CCU.

For proper memory management the arbiter should be designed to: 1) Arbitrate the data access between the $\mu$-unit and the core processor. 2) Allow

![Fig. 1. The MOLEN machine organization](image_url)
Arbitrating Instructions in an $\rho\mu$-Coded CCM

Reconfigurable instructions should be encoded in consistence with the instruction encoding of the targeted general purpose architecture. The arbiter should also provide proper timing for reconfigurable instruction execution to all units referred above. In Fig.2, a general view of an Arbiter organization is presented. The operation of such an arbiter is entirely based on decoding the input instruction flow. The unit either redirects instructions, or generates an instruction sequence to control the state of the core processor during reconfigurable operations. In such an organization, the critical path penalty to the original instruction flow can be reduced to just one 2-1 multiplexer. Once either of the three reconfigurable instructions has been decoded, the following actions are initiated:

1. Emulation instructions are multiplexed to the processor instruction bus. These instructions drive the processor into wait or halt state.
2. Control signals from the decoder are generated to the control block in Fig.2. Based on these controls, the control block performs the following: a) Redirects the microcode location address of the corresponding reconfigurable instruction to the $\rho\mu$-unit. b) Generates an internal code signal (Ex/Set) for the decoded reconfigurable instruction and delivers it to the $\rho\mu$-unit. c) Initiates reconfigurable operation by generating ‘start reconf. operation’ signal to the $\rho\mu$-unit. d) Reserves the data memory control for the $\rho\mu$-unit by generating memory occupy signal to the (data) memory controller. e) Enters a wait state until signal ‘end of reconf. operation’ arrives.

An active ‘end of reconf. operation’ signal initiates the following actions: 1) Data memory control is released back to the core processor. 2) An instruction sequence is generated to ensure proper exiting of the core processor from the wait state. 3) After exiting the wait state, the program flow control is transferred to the instruction immediately after the reconfigurable instruction, executed last.
3 CCM Implementation

The general organization presented in the previous section has been implemented on Virtex II Pro, a platform FPGA chip of Xilinx.

Software Considerations: Because of performance reasons, we decided not to use PowerPC special operating modes instructions (exiting special operating modes is usually performed by interrupt). We employed the ‘branch to link register’ (blr) to emulate a wait state and ‘branch to link register and link’ (blrl) to get the processor out of this state. The difference between these instructions is that blrl modifies the link register (LR), while blr does not. The next instruction address is the effective address of the branch target, stored in LR. When blrl is executed, the new value loaded into LR is the address of the instruction following the branch instruction. Thus the emulation instructions, stored into the corresponding block in Fig.2 are reduced to only one instruction for wait and one for ‘wake-up’ emulation.

Let us assume the following mnemonics for the three reconfigurable instructions: pset rm_addr, cset rm_addr and exec rm_addr. To implement the proposed mechanism, we only need to initialize LR with a proper value, i.e. the address of the reconfigurable instruction. This should be done by the compiler with the ‘branch and link’ (bl) instruction of PowerPC. In the assembly code of the application program the ‘complete set’ instruction should look like this:

\[
\text{label1: bl label1 → bl — branch to label1 ; LR = label1}
\]

Obviously, the processor will execute branch instruction to the same address, because LR remains unchanged and points to an address containing blr instruction. Thus we drive the processor into an eternal loop. It is the responsibility of the arbiter to get the processor out of this state. When the reconfigurable instruction is complete, an ‘end_op’ signal is generated by the ρµ-unit to the arbiter, which initiates the execution of blrl exactly twice. Thus, the effective address of the next instruction is loaded into the LR, which points to the address of the instruction immediately following the reconfigurable one and the processor exits the eternal loop. Below, the instructions generated by the arbiter to finalize a reconfigurable operation are displayed (instruction alignment is at 4 bytes):

\[
\text{label1: cset rm_addr → blrl — branch to label1 ; LR = label1+4}
\]

\[
\text{label1+4: next instr → ....... — next instruction ; LR = label1+4}
\]

This approach allows executions of blocks of reconfigurable instructions (BRI): We define BRI as any sequence of reconfigurable instructions starting with the instruction ‘bl’ and containing arbitrary number of consecutive reconfigurable instructions. No other instructions can be utilized within a BRI. Utilizing BRI saves the necessity to initialize LR every time a reconfigurable instruction is invoked, thus saving a couple of bl instructions. In this scheme only one bl instruction is used to initialize LR in the beginning of the BRI. The time spent for executing a single reconfigurable operation (T_p) is estimated to be the time for the reconfigurable execution (T_ρE), consumed by the ρµ-unit, plus the time for...
three unconditional taken branch instructions \( T_{UTB} \): \( T_\rho = 3 \times T_{UTB} + T_{\rho E} \). Assuming the number of reconfigurable instructions in the BRI to be \( N_{BRI} \), the execution time of a reconfigurable instruction within a BRI costs: \( T_\rho = 2 \times T_{UTB} + T_{\rho E} + \frac{T_{UTB}}{N_{BRI}} \). In other words, the time penalty for single reconfigurable instruction execution is \( 3 \times T_{UTB} \) and within a BRI execution - between \( 2 \times T_{UTB} \) and \( 3 \times T_{UTB} \). Optionally, the ‘instruction synchronization’ instruction (isync) can be added before a BRI to avoid out-of-order executions of previous instructions during reconfigurable operation.

**Instruction Encoding.** To perform the MOLEN processor reconfigurations, the PowerPC Instruction Set Architecture (ISA) is extended with three instructions. To encode these three instructions, we have considered the following: 1.) The encoding scheme should be consistent with the PowerPC instruction format with opcodes (OPC) encoded in the six most-significant bits of the instruction word (see Fig.3). 2.) All three instructions have the same OPC field and same instruction form, which is similar to the I-form. Let us call the new form of the reconfigurable instructions \( R\)-form. 3.) The OPCodes of the instructions are as close as possible to the OPC of the emulation instructions (shortest Hamming distance), i.e. blr and blrl. From the free opcodes of the PowerPC architecture, such is opcode ‘6’ (“000110b”). 4.) Instruction modifiers are implemented in the two least-significant fields of the instruction word, to distinguish the three reconfigurable instructions. 5.) A 24-bit address, embedded into the instruction word, specifies the location of the microcode in memory. A modifier bit R/P (Resident/Pageable), assumed to be a part of the address field, specifies where the microcode is located and how to interpret the address field. If R/P=1 a memory address is specified, otherwise an address of the on-chip storage in the \( \rho\mu \)-code unit is referred. The address always points to the location of the first microcode instruction. This first address should contain the length or the final address of the microcode. A microprogram is terminated by an end_op microinstruction.

Fig. 3. Reconfigurable instruction encoding: R-form

**Hardware Requirements.** To implement the instruction bus arbitration, we have considered the following: 1) Information, related to instruction decoding, arbitration and timing is obtained only through the instruction bus. 2) PowerPC instruction bus is 64-bit wide and instructions are fetched in couples. 3) Speculative dummy prefetches should not disturb the correct timing of a reconfigurable instruction execution. 4) Both the arbiter and the \( \rho\mu \)-unit strobe input signals on rising clock edges and generate output controls on falling clock edges.

The \( \rho\mu \)-code arbiter for PowerPC has been described in synthesizable VHDL and mapped on the Virtex II Pro FPGA. Fig. 4 depicts the timing of this im-
Figs. 4. Reconfigurable instruction execution timing

plementation. The unit uses the same clock (‘sl_mem_clk’) as the instruction memory, in this case a fast ZBT RAM. The only inputs of the arbiter are the input instruction bus (‘instr_in’) and end of (reconfigurable) operation (‘end_op’).

The decode unit of the arbiter (Fig. 2) decodes both OPCodes of the fetched instructions. Non-reconfigurable instructions are redirected (via MUX) to output ‘instr_out’, directly driving the instruction bus of PowerPC. Alternatively, when either of the decoded two instructions is reconfigurable, the instruction code of blr is multiplexed via ‘instr_out’ from the ‘emulation instructions’ block. Obviously, the critical path penalty to the original instruction flow is just one 2-1 multiplexer and the decoding logic for a 6-bit value. The decode block generates two internal signals to the control block - sl_start_op1 (explained later) and sl_xx. The latter signal indicates the alignment of the fetched instructions with respect to the reconfigurable ones. A one represents a reconfigurable instruction, a zero - any other instruction. For example, assuming big endian alignment: “sl_xx=10” means a reconfigurable instruction at the least-significant and a non-reconfigurable instruction at the most-significant address.

The control block generates signal start (reconfigurable) operation (‘start_op’) for one clock cycle delayed with two cycles after the moment a reconfigurable operation is prefetched and decoded, thus filtering short (dummy) prefetches. In Fig. 4 the rising edge of the internal signal sl_start_op1 indicates the moment a reconfigurable operation is decoded. One can see that signal (‘start_op’) is generated only when the reconfigurable instruction is really fetched, i.e. when sl_start_op1 takes longer than one clock cycle. Dummy prefetch filtration has been implemented by two flip-flops, connected in series and clocked by complementary clock edges. The outputs of these flip-flops are denoted by signals sl_start_op1_5 and sl_start_op1_75. The output control to the ρµ-unit, sl_start_op is generated between two falling clock edges.
Synchronously with the decoding of a reconfigurable instruction, the two instruction modifier fields (output signal $set_ex$) and microcode address (24-bit output $mc_addr$) are registered on rising clock edge (recall Fig.3). The internal flip-flop $sl\_which\_op$ is used only when both of the fetched instructions are reconfigurable ($sl\_xx=\text{“11”}$) to ensure the proper timely distribution of $set_ex$, $mc_addr$ and controls. In addition, two internal signals (flip-flops) are set when reconfigurable instruction is decoded. These two signals denote that the $\rho\mu$-unit is performing an operation ($sl\_start\_op2$) and that the arbiter is busy ($sl\_busy$) with such an operation, therefore another reconfigurable execution can not be executed. To multiplex the data memory ports to the $\rho\mu$-unit during reconfigurable operations, signal $rm\_occupy$ is driven to the data memory controller.

When a reconfigurable instruction is over, ‘end_op’ is generated by the $\rho\mu$-unit and the $sl\_start\_op2$ flip-flop is reset, thus releasing the data memory (via $rm\_occupy$) for access by other units. Now, the control logic should guarantee that the $\text{blrl}$ instruction is decoded exactly twice. This is done by a counter issuing active $sl\_end\_op$ for precisely two $\text{blrl}$ cycles, i.e., eight clocks. Instruction codes of $\text{blr}$ and $\text{blrl}$ differ only in one bit position. Therefore, redirecting $sl\_end\_op$ via the MUX to this exact position of ‘instr\_out’ while $\text{blr}$ is issued, drives $\text{blrl}$ to the PowerPC. When ‘end_op’ is strobed by the arbiter, another counter generates the $sl\_end\_op2$ signal to prevent other reconfigurable operations from starting executions before the current reconfigurable operation has finished properly. The falling edge of signal $sl\_end\_op2$ synchronously resets signal $busy$, thus enabling the execution of reconfigurable operations coming next.

4 Arbiter Testing, Analysis, and Case Study

**Testing.** To test the operation of the arbiter, we need a program, strictly aligned into memory, which tests all possible sequences of instruction couple alignments. Fig. 5(a) depicts the transition graph of such a test sequence, where a bubble represents an instruction couple alignment (1=reconfigurable instruction, 0=other instruction). Arrows (transitions) fetch the next aligned instruction couple. Minimum 16 transitions cover all possible situations. The number next to each arrow indicates its position in the program sequence. An extra transition (arrow 0) tests the dummy prefetch filtration. Fig. 5(b) depicts its assembly code.

**Performance Analysis.** Let us assume $T$ to be the execution time of the original program (say measured in cycles) and $T_{SEi}$ - time to execute kernel $i$ in software, which we would like to speed-up in reconfigurable hardware. With respect to $T_\rho$ from Section 3, $T_{\rho i}$ is the execution time for the reconfigurable implementation of kernel $i$. Assuming $a_i = T_{SEi}$ and $s_i = T_{SEi}/T_{\rho i}$, the speed-up of the program with respect to the reconfigurable implementation of kernel $i$ is:

$$S_i = \frac{T}{T - T_{SEi} + T_{\rho i}} = \frac{1}{1 - (a_i - \frac{a_i}{s_i})} \quad (1)$$
Identically, assuming \( a = \sum_i a_i \), all kernels potential candidates for reconfigurable implementation would speed-up the program with:

\[
S = \frac{T}{T - \sum_i T_{SEi} + \sum_i T_{pi}} = \frac{1}{1 - (a - \sum_i \frac{a_i}{s_i})}, \quad S_{\text{max}} = \lim_{s_i \to \infty} S = \frac{1}{1 - a} \quad (2)
\]

Where \( S_{\text{max}} \) is the theoretical maximum speed-up. Parameters \( a_i \) may be obtained by profiling the targeted program, or along with \( s_i \), by running an application on the real MOLEN CCM. Further in this Section, we will use \( (1) \) and \( (2) \) to compare theoretical to actual experimental speed-up.

**Experimental Testbench.** To prove the benefits of the proposed design we followed an experimental scenario. First, we use profiling data for the application to extract computationally demanding kernels. Second, we design hardware engines, which implement these kernels in performance efficient hardware. Further, we go through the following steps, to get experimental data for analysis:

1. Describe the MOLEN organization and the hardware kernel designs in VHDL and synthesize them for the selected target FPGA technology.
2. Simulate the pure software implementations of the kernels on a VHDL model of the core processor to obtain performance figures.
3. Simulate the hardware implementations of the same kernels, embedded in the MOLEN organization, and mapped on the target FPGA (i.e., VirtexIIPro).
4. Estimate the speed-ups of each kernel \( (s_i) \) and for the entire application \( (S, S) \), based on data from the previous steps and the initial profiling.
5. Download the FPGA programming stream into a real chip and run the application, to validate the figures from simulations.

**Performance Speed-Up: An MPEG-4 Case Study.** The application domain of interest in our experimentations is the visual data compression and in particular the MPEG-4 standard. For parameter \( a_i \), we use profiling data
reported in literature [1–4, 10]. Values of some “global” parameters \(a_i\) regarding overall MPEG-4 performance may be within a standard deviation of 20\% [3], with respect to the particular data. On the other hand, “local” parameters regarding implemented kernels \(T_{SE_i}, T_{\rho_i}, s_i\) are less data dependent, thus more predictable (accuracy within 5\%). Table 1 contains experimental results for the implementation of the most demanding function in MPEG-4 encoder, the Sum-of-Absolute Differences (SAD), utilizing a design, described in [9] and assuming memory addressing schemes, discussed in [5]. The SAD kernel takes 3404 PowerPC cycles to execute in pure software. For its reconfigurable execution in MOLEN, we run two scenarios: a) worst case, when SAD execution microcode address is pagable and not residing in the \(\rho\mu\)-unit; and best case, when the microcode is fixed into the \(\rho\mu\)-unit. Experimental results in Table 1 strongly suggest that considerable speed-up of MPEG-4 encoders in the range of 2.41-8.82 is achievable only by implementing the SAD function as CCU in the MOLEN CCM organization. Both experimental and theoretical results indicate that for great kernel speed-ups \(s_i \gg 1\), the difference in overall performance \(S_i\) between worst and best case (pageable and fixed \(\mu\)-code) is diminishing.

**FPGA Synthesis Results.** The VHDL code of the arbiter has been simulated with Modeltech’s ModelSim and synthesized with Project Navigator ISE 5.1 S3 of Xilinx. The target FPGA chip was XC2VP20. Hardware costs obtained by the synthesis tools are reported in Table 2. Post-place-and-route results indicate the total number of slices to be 80 and memory clock frequency of 100 MHz to be feasible. These results strongly suggest that at trivial hardware costs the \(\rho\mu\)-arbiter design can arbitrate the PowerPC instruction bus without causing severe critical path penalties and frequency decreases. Moreover, virtually all reconfigurable resources of the FPGA remain available for CCUs. Regarding the total number of flip-flops in the arbiter design (69), most of them (52) are used for registering \(mc\_addr\) and \(set\_ex\) outputs. Thus only 17 flip-flops are spent for the control block, including the two embedded counters (2 × 4 flip-flops).

### 5 Conclusions

In this paper, we proposed an efficient design of a potentially performance limiting unit of an \(\rho\mu\)-coded CCM: the arbiter. The general \(\rho\mu\)-coded machine orga-
nization MOLEN was implemented on the platform FPGA Virtex II Pro and the arbitration between reconfigurable and fixed PowerPC instructions investigated. All design aspects of the arbiter have been described, including software considerations, architectural solutions, implementation issues and functional testing. Performance has been evaluated analytically and by experimentation. Synthesis results indicate trivial hardware costs for an FPGA implementation. Simulations suggest that considerable speed-ups (in the range of 2.4-8.8) of an MPEG-4 case study are feasible when the SAD function is implemented in the proposed framework. The presented design will be implemented on an FPGA prototyping board.
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Abstract. The use of FPGAs for cryptographic applications is highly attractive for a variety of reasons but at the same time there are many open issues related to the general security of FPGAs. This contribution attempts to provide a state-of-the-art description of this topic. First, the advantages of reconfigurable hardware for cryptographic applications are listed. Second, potential security problems of FPGAs are described in detail, followed by a proposal of a some countermeasure. Third, a list of open research problems is provided. Even though there have been many contributions dealing with the algorithmic aspects of cryptographic schemes implemented on FPGAs, this contribution appears to be the first comprehensive treatment of system and security aspects.

Keywords: cryptography, FPGA, security, attacks, reconfigurable hardware

1 Introduction

The choice of the implementation platform of a digital system is driven by many criteria and heavily dependent on the application area. In addition to the aspects of algorithm and system speed and costs — which are present in most other application domains too — there are crypto-specific ones: physical security (e.g., against key recovery and algorithm manipulation), flexibility (regarding algorithm parameter, keys, and the algorithm itself), power consumption (absolute usage and prevention of power analysis attacks), and other side channel leakages.

Reconfigurable hardware devices, such as Field Programmable Gate Arrays (FPGAs), seem to combine the advantages of SW and HW implementations. At the same time, there are still many open questions regarding FPGAs as a module for security functions. There has been a fair amount of work been done by the research community dealing with the algorithmic and computer architecture aspects of crypto schemes implemented on FPGAs since the mid-1990s (see, e.g., relevant articles in [KP99, KP00, KNP01, KKP02]), often focusing on high-performance implementations. At the same time, however, very little work has

* This research was partially sponsored by the German Federal Office for Information Security (BSI).
been done dealing with the system and physical aspects of FPGAs as they pertain to cryptographic applications. It should be noted that the main threat to a cryptographic scheme in the real world is not the cryptanalysis of the actual algorithm, but rather the exploration of weaknesses of the implementation. Given this fact, we hope that the contribution at hand is of interest to readers in academia, industry and government sectors.

In this paper we’ll start in Section 2 with a list of the advantages of FPGAs in cryptographic applications from a systems perspective. Then, we highlight important questions pertaining to the security of FPGAs when used for crypto algorithms in Section 3. A major part of this contribution is a state-of-the-art perspective of security issues with respect to FPGAs, by illuminating this problem from different viewpoints and by trying to transfer problems and solutions from other hardware platforms to FPGAs (Section 4). In Section 5, we provide a list of open problems. Finally, we end this contribution with some conclusions. We would like to stress that this contribution is not based on any practical experiments, but on a careful analysis of available publications in the literature and on our experience with implementing crypto algorithms.

2 System Advantages of FPGAs for Cryptographic Applications

In this section we list the potential advantages of reconfigurable hardware (RCHW) in cryptographic applications. More details and a description to each item can be found in [EYCP01, WP03]. Note that the listed potential advantages of FPGAs for cryptographic applications can only be exploited if the security shortcomings of FPGAs discussed in the following have been addressed.

- Algorithm Agility
- Algorithm Upload
- Architecture Efficiency
- Resource Efficiency
- Algorithm Modification
- Throughput
- Cost Efficiency

3 Security Shortcomings of FPGAs

This section summarizes security problems produced by attacks against given FPGA implementations. First we would like to state what the possible goals of such attacks are.

3.1 Objectives of an Attacker

The most common threat against an implementation of cryptographic algorithm is to learn a confidential cryptographic key. Given that the algorithms applied are
publicly known in most commercial applications, knowledge of the key enables the attacker to decrypt future and past communication. Another threat is the one-to-one copy, or “cloning”, of a cryptographic algorithm together with its key. In some cases it can be enough to run the cloned application in decryption mode to decipher past and future communication. In other cases, execution of a certain cryptographic operation with a presumingly secret key is in most applications the sole criteria which authenticates a communication party. An attacker who can perform the same function can masquerade as the attacked communication party. Yet another threat is given in applications where the cryptographic algorithms are proprietary e.g. pay-TV and government communication. In such scenarios it is already interesting for an attacker to reverse-engineer the encryption algorithm itself.

The discussion above assumes mostly that an attacker has physical access to the encryption device. We believe that in many scenarios such access can be assumed, either through outsiders or through dishonest insiders. In the following we discuss vulnerabilities of modern FPGAs against such attacks.

3.2 Black Box Attack
The classical method to reverse engineer a chip is the so called Black Box attack. The attacker inputs all possible combinations, while saving the corresponding outputs. The intruder is then able to extract the inner logic of the FPGA, with the help of the Karnaugh map or algorithms that simplify the resulting tables. This attack is only feasible if a small FPGA with explicit inputs and outputs is attacked and a lot of processor power is available.

3.3 Readback Attack
Readback is a feature that is provided for most FPGA families. This feature allows to read a configuration out of the FPGA for easy debugging. The idea of the attack is to read the configuration of the FPGA through the JTAG or programming interface in order to obtain secret information (e.g. keys) [Dip]. The readback functionality can be prevented with security bits provided by the manufactures.

However, it is conceivable, that an attacker can overcome these countermeasures in FPGA with fault injection. This kind of attack was first introduced in [BDL97] and it was shown how to break public-key algorithms by exploiting hardware faults. It seems very likely that these attacks can be easily applied to FPGAs, since they are not especially targeted to ASICs. If this is in fact feasible, an attacker is able to deactivate security bits and/or the countermeasures, resulting in the ability to read out the configuration of the FPGA [Kes, Dip].

3.4 Cloning of SRAM FPGAs
In a standard scenario, the configuration data is stored (unprotected) externally in nonvolatile memory (e.g., PROM) and is transmitted to the FPGA at
power-up in order to configure the FPGA. An attacker could easily eavesdrop on the transmission and get the configuration file. This attack is therefore feasible for large organizations as well as for those with low budgets and modest sophistication.

3.5 Reverse-Engineering of the Bitstreams

The attacks described so far output the bitstream of the FPGA design. In order to get the design of proprietary algorithms or the secret keys, one has to reverse-engineer the bitstream. The condition to launch the attack is that the attacker has to be in possession of the (unencrypted) bitstream.

FPGA manufacturers claim that the security of the bitstream relies on the disclosure of the layout of the configuration data. This information will only be made available if a non-disclosure agreement is signed, which is, from a cryptographic point of view, an extremely insecure situation. This security-by-obscurity approach was broken at least ten years ago when the CAD software company NEOCad reverse-engineered a Xilinx FPGA [Sea]. Even though a big effort has to be made to reverse engineer the bitstream, for large organizations it is quite feasible. In terms of government organizations as attackers, it is also possible that they will get the information of the design methodology directly from the vendors or companies that signed NDAs.

3.6 Physical Attack

The aim of a physical attack is to investigate the chip design in order to get information about proprietary algorithms or to determine the secret keys by probing points inside the chip. Hence, this attack targets parts of the FPGA, which are not available through the normal I/O pins. This can potentially be achieved through visual inspections and by using tools such as optical microscopes and mechanical probes. However, FPGAs are becoming so complex that only with advanced methods, such as Focused Ion Beam (FIB) systems, one can launch such an attack. To our knowledge, there are no countermeasures to protect FPGAs against this form of physical threat. In the following, we will try to analyze the effort needed to physically attack FPGAs manufactured with different underlying technologies.

**SRAM FPGAs:** Unfortunately, there are no publications available that accomplished a physical attack against SRAM FPGAs. This kind of attack is only treated very superficially in a few articles, e.g. [Ric98]. In the related area of SRAM memory, however there has been a lot of effort by academia and industry to exploit this kind of attack [Gut96, Gut01, AK97, WK96, Sch98, SA93, KK99]. Due to the similarities in structure of the SRAM memory cell and the internal structure of the SRAM FPGA, it is most likely that the attacks can be employed in this setting.

Contrary to common wisdom, the SRAM memory cells do not entirely loose the contents when power is cut. The reason for these effects are rooted in the
physical properties of semiconductors (see [Gut01] for more details). The physical changes are caused mainly by three effects: electromigration, hot carriers, and ionic contamination. Most publications agree that device can be altered, if 1) threshold voltage has changed by 100mV or 2) there is a 10% change in transconductance, voltage or current.

One can attack SRAM memory cells using the access points provided by the manufacturers. An extreme case of data recovery, was described in [AK97], where a cryptographic key was recovered without special equipment. “$I_{DDQ}$ testing” is one of the widely used methods to analyze SRAM cells and it is based on the analysis of the current usage [Gut01, WKM+96, Sch98]. Another possibilities for the attack are also to use the scan path that the IC manufacturers insert for test purposes or techniques like bond pad probing [Gut01].

When it becomes necessary to use access points that are not provided by the manufacturer, the layers of the chip have to be removed. Mechanical probing with tungsten wire with a radius of 0,1 – 0,2µm is the traditional way to discover the needed information. Focused Ion Beam (FIB) workstations can expose buried conductors and deposit new probe points [KK99]. Electron-beam tester (EBT) is another measurement method. EBT measures the energy and amount of secondary electrons that are reflected.

Resulting from the above discussion of attacks against SRAM memory cells, it seems likely that a physical attack against SRAM FPGAs can be launched successfully, assuming that the described techniques can be transferred. However, the physical attacks are quite costly and having the structure and the size of state-of-the-art FPGA in mind, the attack will probably only be possible for large organizations, for example intelligence services.

Antifuse FPGAs: In order to be able to detect the existence or non-existence of the connection one has to remove layer after layer, or/and use cross-sectioning. Unfortunately, no details have been published regarding this type of attack. In [Dip], the author states that a lot of trial-and-error is necessary to find the configuration of one cell and that it is likely that the rest of the chip will be destroyed, while analyzing one cell. The main problem with this analysis is that the isolation layer is much smaller than the whole AF cell. One study estimates that about 800,000 chips with the same configuration are necessary to explore one configuration file of an Actel A54SX16 chip with 24,000 system gates [Dip]. Another aggravation of the attack is that only about 2–5% of all possible connections in an average design are actually used. In [Ric98] a practical attack against AF FPGAs was performed and it was possible to alter one cell in two months at a cost of $1000.

Flash FPGAs: Flash FPGAs can be analyzed by placing the chip in a vacuum chamber and powering it up. Other possible attacks against flash FPGAs can be found in the related area of flash memory. The number of write/erase cycles are limited to 10,000 – 100,000, because of the accumulation of electrons in the floating gate causing a gradual rise of the transistors threshold voltage. This fact increases the programming time and eventually disables the erasing of the cell [Gut01]. Another less common failure is the programming disturbance
in which unselected erased cells gain charge when adjacent selected cells are written [ASH+93, Gut01]. Furthermore, electron emission causes a net charge loss [PGP+91]. In addition, hot carrier effects build a tunnel between the bands [HCSL89]. Another phenomenon is overerasing, where an erase cycle is applied to an already-erased cell leaving the floating gate positively charged [Gut01].

All the described effects change in a more or less extensive way the cell threshold voltage, gate voltage, or the characteristic of the cell. We remark that the stated phenomenons apply as well for EEPROM memory and that due to the structure of the FPGA cell these attacks can be simply adapted to attack flash/EEPROM FPGAs.

3.7 Side Channel Attacks

Any physical implementation of a cryptographic system might provide a side channel that leaks unwanted information. Examples for side channels include in particular: power consumption, timing behavior, and electromagnet radiation. Obviously, FPGA implementations are also vulnerable to these attacks. In [KJJ99] two practical attacks, Simple Power Analysis (SPA) and Differential Power Analysis (DPA) were introduced. Since their introduction, there has been a lot of work improving the original power attacks (see, e.g., relevant articles in [KP99, KP00, KNP01, KKP02]). There seems to be very little work at the time of writing addressing the feasibility of actual side channel attacks against FPGAs. However, it seems almost certain that the different side channels can be exploited in the case of FPGAs as well.

4 How to Prevent Possible Attacks?

This section shortly summarizes possible countermeasures that can be provided to minimize the effects of the attacks mentioned in the previous section. Most of them have to be realized by design changes through the FPGA manufacturers, but some could be applied during the programming phase of the FPGA.

Preventing the Black Box Attack: The Black Box Attack is not a real threat nowadays, due to the complexity of the designs and the size of state-of-the-art FPGAs. Furthermore, the nature of cryptographic algorithms prevents the attack as well. Today’s stream ciphers output a bit stream, with a period length of 128 bits (e.g. w7). Block ciphers, like AES, are designed with a minimum key length of 128 bits. Minimum length in the case of public-key algorithms is 160 bits for elliptic curve cryptosystems and 1024 bits for discrete logarithm and RSA-based systems. It is widely believed that it is infeasible to perform a brute force attack and search a space with \(2^{80}\) possibilities. Hence, implementations of this algorithms can not be attacked with the black box approach.

Preventing the Cloning of SRAM FPGAs: There are many suggestions to prevent the cloning of SRAM FPGAs, mainly motivated by the desire to prevent reverse engineering of general, i.e., non-cryptographic, FPGA designs. One solution would be to check the serial number before executing the design and
delete the circuit if it is not correct. Another solution would be to use dongles to protect the design (a survey on dongles can be found in [Kea01]). Both solutions do not provide the necessary security, see [WP03] for more details. A more realistic solution would be to have the nonvolatile memory and the FPGA in one chip or to combine both parts by covering them with epoxy. However, it has to be guaranteed that an attacker is not able to separate the parts.

Encryption of the configuration file is the most effective and practical countermeasure against the cloning of SRAM FPGAs. There are several patents that propose different encryption scenarios [Jef02, Aus95, Eri99, SW99, Alg] and a good number of publications, e.g. [YN00, KB00]. The 60RS family from Actel was the first attempt to have a key stored in the FPGA in order to be able to encrypt the configuration file. The problem was that every FPGA had the same key on board.

An approach in a completely different direction would be to power the whole SRAM FPGA with a battery, which would make transmission of the configuration file after a power loss unnecessary. This solution does not appear practical, however, because of the power consumption of FPGAs. Hence, a combination of encryption and battery power provides a possible solution. Xilinx addresses this with an on-chip 3DES decryption engine in its Virtex II [Xil] (see also [PWF+00]), where the two keys are stored in the battery powered memory.

**Preventing the Physical Attack:** To prevent physical attacks, one has to make sure that the retention effects of the cells are as small as possible, so that an attacker can not detect the status of the cells. Already after storing a value in a SRAM memory cell for 100–500 seconds, the access time and operation voltage will change [vdPK90]. The solution would be to invert the data stored periodically or to move the data around in memory. Neutralization of the retention effect can be achieved by applying an opposite current [TCH93] or by inserting dummy cycles into the circuit [Gut01]. In terms of FPGA application, it is very costly or even impractical to provide solutions like inverting the bits or changing the location for the whole configuration file. A possibility could be that this is done only for the crucial part of the design, like the secret keys. Counter techniques such as dummy cycles and opposite current approach can be carried forward to FPGA applications.

Antifuse FPGAs can only be protected against physical attack, by building a secure environment around them. If an attack was detected every cell should be programmed in order not to leak any information or the antifuse FPGA has to be destroyed.

In terms of flash/EEPROM memory cell, one has to consider that the first write/erase cycles causes a larger shift in the cell threshold [SKM95] and that this effect will become less noticeable after ten write/erase cycles [HCSL89]. Thus, one should program the FPGA about 100 times with random data, to avoid these effect (suggested for flash/EEPROM memory cells in [Gut01]). The phenomenon of overerasing flash/EEPROM cells can be minimized by first programming all cells before deleting them.
Preventing the Readback Attack: The readback attack can be prevented with the security bits set, as provided by the manufactures, see Section 3.3. If one wants to make sure that an attacker is not able to apply fault injection, the FPGA has to be embedded into a secure environment, where after detection of an interference the whole configuration is deleted or the FPGA is destroyed.

Preventing the Side Channel Attack: In recent years, there has been a lot of work done to prevent side-channel attacks (see, e.g., relevant articles in [KP99, KP00, KNP01, KKP02]). There are “Software” countermeasures that refer primarily to algorithmic changes which are also applicable to implementations in FPGA. Furthermore, there are Hardware countermeasures that often deal either with some form of power trace smoothing or with transistor-level changes of the logic. Neither seem to be easily applicable to FPGAs without support from the manufacturers. However, some proposals such as duplicated architectures might work on today’s FPGAs.

5 Open Problems

At this point we would like to provide a list of open questions and problems regarding the security of FPGAs. If answered, such solutions would allow stand-alone FPGAs with much higher security assurance than currently available. A more detailed description to all points can be found in [WP03].

- Side channel attacks
- Fault injection
- Key management for configuration encryption
- Secure deletion
- Physical attacks

6 Conclusions

This contribution analyzed possible attack against the use of FPGA in security applications. For black box attacks, we stated that they are not feasible for state-of-the-art FPGAs. However, it seems very likely for an attacker to get the secret information stored in a FPGA, when combining readback attacks with fault injection. Cloning of SRAM FPGA and reverse engineering depend on the specifics of the system under attacked, and they will probably involve a lot of effort, but this does not seem entirely impossible. Physical attacks against FPGAs are very complex due to the physical properties of the semiconductors in the case of flash/SRAM/EEPROM FPGAs and the small size of AF cells. It appears that such attacks are even harder than analogous attacks against ASICs. Even though FPGA have different internal structures than ASICs with the same functionality, we believe that side-channel attacks against FPGAs, in particular power-analysis attacks, will be feasible too.

From the discussion above it may appear that FPGAs are currently out of question for security applications. We don’t think that this the right conclusion,
however. It should be noted that many commercial ASICs with cryptographic functionality are also vulnerable to attacks similar to the ones discussed here. A commonly taken approach to prevent these attacks is to put the ASIC in a secure environment.
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Abstract. RC6 is a symmetric-key algorithm which encrypts 128-bit plaintext blocks to 128-bit ciphertext blocks. The encryption process involves four operations: integer addition modulo $2^w$, bitwise exclusive or of two $w$-bit words, rotation to the left, and computation of $f(X) = (X(2X + 1)) \mod 2^w$, which is the critical arithmetic operation of this block cipher. In this paper, we investigate and compare four implementations of the $f(X)$ operator on Virtex-E and Virtex-II devices. Our experiments show that the choice of an algorithm is strongly related to the target FPGA family. We also describe several architectures of a RC6 processor designed for feedback or non-feedback chaining modes. Our fastest implementation achieves a throughput of 15.2 Gb/s on a Xilinx XC2V3000-6 device.

1 Introduction

In 1997, the National Institute of Standards and Technology (NIST) initiated a process to specify a new symmetric-key encryption algorithm capable of protecting sensitive data. RSA Laboratories submitted RC6 [9] as a candidate for this Advanced Encryption Standard (AES). NIST announced fifteen AES candidates at the First AES Candidate Conference (August 1998) and solicited public comments to select five finalist algorithms (August 1999): MARS, RC6, Rijndael, Serpent, and Twofish. Though the algorithm Rijndael was eventually selected, RC6 remains a good choice for security applications and is also a candidate for the NP 18033 project (via the Swedish ISO/IEC JTC 1/SC 27 member body\(^1\)) and the Cryptrec project initiated by the Information-technology Promotion Agency in Japan\(^2\).

A version of RC6 is more exactly specified as RC6-$w/r/b$, where the parameters $w$, $r$, and $b$ respectively express the word size (in bits), the number of rounds, and the size of the encryption key (in bytes). Since all actual implementations are targeted at $w = 32$ and $r = 20$, we use RC6 as shorthand to refer to RC6-32/20/b. A key schedule generates $2r + 4$ words ($w$ bits each) from the $b$-bytes key provided by the user (see [9] for details). These values (called round

---

\(^1\) http://www.din.de/ni/sc27
\(^2\) http://www.ipa.go.jp/security/enc/CRYPTREC/index-e.html

keys) are stored in an array $S[0, \ldots, 2r+3]$ and are used in both encryption and decryption. The encryption algorithm involves four operations (Figure 1a):

- Integer addition modulo $2^w$ (denoted by $X \oplus Y$).
- Bitwise exclusive or of two $w$-bit words (denoted by $X \oplus Y$).
- Computation of $f(X) = (X(2X + 1)) \mod 2^w$, where $X$ is a $w$-bit integer.
- Rotation of the $w$-bit word $X$ to the left by an amount given by the $\log_2 w$ least significant bits of $Y$ (denoted by $X \ll Y$).

Note that the decryption process requires moreover integer subtraction modulo $2^w$ and rotation to the right. As the algorithm is similar to encryption, we will not consider it here.

In this paper, we study several hardware architectures of RC6 using Virtex-E and Virtex-II field programmable gate arrays (FPGA). Virtex-E and Virtex-II Configurable Logic Blocks (CLB) provide functional elements for synchronous and combinational logic. Each CLB includes respectively two (Virtex-E) and four (Virtex-II) slices containing basically two 4-input look-up tables (LUT), two storage elements, fast carry logic dedicated to addition and subtraction, and two dedicated AND gates (referred to as MULT_AND) which improve the efficiency of multiplier implementation. Furthermore, Virtex-II devices embed many $18 \times 18$ multiplier blocks (also referred to as MULT18x18 blocks) supporting two independent dynamic data input ports: 18-bit signed or 17-bit unsigned. Arithmetic operators dedicated to FPGAs should therefore involve such building blocks.

This paper is organized as follows: Section 2 describes several architectures of a RC6 processor. We then investigate various implementations of $f(X)$ and show that the choice of an algorithm depends on the target FPGA family (Section 3). Finally, Section 4 digests our main results and compare them with recent works on RC6.
2 Architecture of a RC6 Processor

RC6 encrypts plaintext in fixed-size 128-bit blocks. However, messages will often exceed 128 bits and a simple solution, known as Electronic Codebook (ECB) mode, consists in partitioning the plaintext into 128-bit blocks and encrypting each independently. This ECB mode has a major drawback in that identical ciphertext blocks imply identical plaintext blocks and is therefore inadvisable if the secret key is reused for more than one message. More sophisticated chaining modes bring a solution to this problem. For instance, in the Cipher Block Chaining (CBC) mode, a feedback mechanism causes the \( j \)th ciphertext block to depend on the first \( j \) plaintext blocks and an \( n \)-bit initialization vector. Since the entire dependency on preceding blocks is contained in the previous ciphertext block [6], all blocks must be processed sequentially (CBC decryption can however be performed in parallel). This property forbids to pipeline the computation path and implies a slightly different hardware architecture of the block cipher with a lower throughput. The counter (CTR) mode, a non-feedback mode described for example in [3], could remedy the situation if it becomes a standard as recommended in [5]. It is also possible to pipeline the processor in feedback modes if we accept the decomposition of the data stream into \( d \) separately encrypted messages, where \( d \) is the pipeline depth [11]. Also note that RC6 involves forty 32-bit \( \times \) 32-bit unsigned multipliers. The implementation of the 20 rounds is therefore only possible on rather large and expensive FPGAs.

Consequently, the hardware architecture of a RC6 processor depends as well on the required chaining mode and the target FPGA. We adopt here a design methodology initially proposed for the hardware implementation of the IDEA block cipher [7, 11]: the simplest RC6 processor contains a single round, the input round, and the output round (Figure 2a). This architecture is tailored to feedback chaining modes: a single plaintext block is encrypted at a time and we can provide a new input block after 21 clock cycles.

Assume now that a non-feedback chaining mode is required or that the data stream is decomposed into several separately encrypted messages. In order to shorten the critical path, each round has a parametric number of internal pipeline stages (parameters \( \alpha, \beta, \gamma, \) and \( \delta \) on Figure 1a). Figure 2b depicts an iterative architecture with partial loop unrolling and pipelining. The circuit implements \( k \) rounds (\( k \) is an integer divisor of the total number of rounds \( r \)), the input round, and the output round. Finally, Figure 2c illustrates an architecture with full loop unrolling dedicated to high throughput implementations of the RC6 block cipher.

In addition to the RC6 computation path, each processor contains a subkey memory implemented on CLBs and a control unit. The latter simply consists in a token associated with each plaintext block. This token indicates the validity of the data and selects the correct subkeys in iterative architectures. We have written a C program which generates a structural VHDL description of such a RC6 processor according to several parameters (partial or full loop unrolling, inner-round pipeline stages, and outer-round pipeline stages). Some examples are freely available at \( \text{http://www.ens-lyon.fr/~jlbeucha} \).
3 Computation of $f(X)$

The computation of $f(X)$ is the critical arithmetic operation of the block cipher. Therefore, both area and delay of a RC6 processor are closely related to the hardware operator carrying out $f(X) = (X(2X + 1)) \mod 2^w$. In this section, we investigate and compare a method involving an array of AND gates and carry-propagate adders (CPA), and three algorithms dedicated to FPGA embedding small multiplier blocks. In the following, $X_{q:p}$ denotes $\sum_{i=p}^{q} x_i 2^i$.

### 3.1 Adder-Based Algorithm

This first algorithm is based on a standard method for squaring described for instance in [8]. Let us consider the problem of computing $f(X)$ when $X$ is a 8-bit unsigned integer. As shown in Figure 3, the partial products can be significantly simplified before performing their addition according to the identities $x_i x_i = x_i$ and $x_i x_j + x_j x_i = 2 x_i x_j$. Finally, based on the well-known relation $x_i x_j + x_i = 2 x_i x_j + x_i x_j$, we remove $x_3 x_2$ and $x_2$ from the leftmost column and replace them by $x_3 \bar{x}_2$. As $f(X)$ is computed modulo $2^8$, we ignore the term $2 x_3 x_2$.

Let us formalize the algorithm sketched out in this example. If $w$ is even, the computation of $f(X)$ involves the addition of $\frac{w}{2}$ partial products PP, defined as follows:\(^3\)

[^3]: A proof of correctness is provided in [1].
AND gates in order to generate and add partial products using the same logic resources as a simple multioperand tree adder (Figure 3). Since unsigned multipliers, commercial tools like Synplify Pro or XST (Xilinx Synthesis Technology) resort to the well-known divide-and-conquer scheme \[8\] in order to good use the \texttt{MULT\_AND} gates in order to generate and add partial products using the same logic resources as a simple multioperand tree adder (Figure 3).

### 3.2 Multiplier-Based Algorithms

A straightforward algorithm reported in \[10\] consists in writing the VHDL code depicted by Figure 1b. Since \(w = 32\) and Virtex-II devices embed 17-bit \(\times\) 17-bit unsigned multipliers, commercial tools like Synplify Pro or XST (Xilinx Synthesis Technology) resort to the well-known divide-and-conquer scheme \[8\] in order to build the operator (Figure 4).

Each \(f(X)\) operator based on this scheme involves three multiplier blocks and two carry-propagate adders. Consequently, a RC6 processor with full loop unrolling requires \(2r \cdot 3 = 120\) \texttt{MULT18x18} blocks and fits in a XC2V4000 device. Let us define the lower and higher words of the operand \(X\) as follows:

\[
X = \sum_{j=0}^{w-1} x_j 2^j
\]

The above equation allows to automatically generate the VHDL code of the partial product generator for any even \(w\). Synthesis tools are then able to put to good use the \texttt{MULT\_AND} gates in order to generate and add partial products using the same logic resources as a simple multioperand tree adder (Figure 3).
Fig. 4. Algorithm 2: computation of \( f(X) = (X \cdot (2X + 1)) \mod 2^w \) with a divide-and-conquer strategy.

\[ X_L = \sum_{i=0}^{w/2-1} x_i 2^i \quad \text{and} \quad X_H = \sum_{i=0}^{w/2-1} x_{n+i} 2^i. \]

A solution to reduce the amount of 17-bit \( \times \) 17-bit unsigned multipliers, and therefore the price of the processor, is to evaluate \( f(X) \) according to:

\[
f(X) = (2X^2 + X) \mod 2^w = (2 \cdot (2^w/2 X_H + H_L)^2 + X) \mod 2^w
\]

\[
= (2 \cdot (2^w X_H^2 + 2^{1+w/2} X_H X_L + X_L^2) + X) \mod 2^w
\]

\[
= (2^{2+w/2} X_H X_L + 2X_L^2 + X) \mod 2^w.
\]

Figure 5 illustrates how this algorithm works. In this example, we assume that \( w = 8 \) and that 4-bit \( \times \) 4-bit multiplier blocks are available. Since \( (2 \cdot 2^7 x_0 x_6 + 2 \cdot 2^7 x_2 x_4) \mod 2^8 = 0 \), we can discard these terms. For \( w = 32 \), this third algorithm involves a 16-bit squarer, a 14-bit \( \times \) 14-bit multiplier, a 14-bit CPA, and a 31-bit CPA.

Remember that Virtex-II devices embed 17-bit \( \times \) 17-bit unsigned multipliers. In the following, we describe how to put to good use the most significant bit of their input ports in order to further reduce the area of the \( f(X) \) operator. Consider again the computation of \( f(X) \) with \( w = 8 \) (Figure 6). The trick consists in performing the rectangular multiplication \( (2 \cdot X_{3:0} + 1) X_{3:0} \) and allows to replace the \((w-1)\)-bit CPA by a \( w/2\)-bit CPA.

### 3.3 Comparison of the Four Algorithms

Table 1 summarizes the main characteristics of the four \( f(X) \) operators previously described. From these results, we can conclude that:

---

The VHDL code was synthesized and implemented on Virtex-E and Virtex-II devices with Synplify Pro 7.0.3 and Xilinx Alliance Series 4.1.03i. All input and output signals were routed through the D-type flip-flops available in the Input/Output blocks of Virtex-E or Virtex-II devices. No specific constraints were given to the synthesis tools and it should be possible to improve the results.
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Fig. 5. Algorithm 3: computation of $f(X)$ with a squarer, a multiplier, and two carry-propagate adders.

Fig. 6. Algorithm 4: computation of $f(X) = (X(2X + 1)) \mod 2^8$ with two multipliers and two carry-propagate adders.

- On a Virtex-II device, Algorithm 4 leads to the smallest circuit.
- The adder-based operator (Algorithm 1) is the best alternative for the Virtex-E family. This result is not surprising since current synthesis tools are unable to build efficient multipliers from a high-level VHDL description such that shown in Figure 7. We also notice that Algorithm 3 and Algorithm 4 lead to the same circuit area: the fact that both multipliers and adders are now implemented on CLBs explains this result.

In order to improve the frequency of the RC6 processor, our VHDL code generator is able to insert optional pipeline stages in the $f(X)$ operator (parameter $\beta$ on Figure 1a). For Virtex-II devices, we take advantage of the internal pipeline stage of each MULT18x18 block. Unfortunately, the VHDL coding style depends on both the chosen algorithm and the synthesis tools:
entity rc6_f is
  port ( D : in std_logic_vector (31 downto 0);
          Q : out std_logic_vector (31 downto 0));
end rc6_f;
architecture behavioral of rc6_f is
signal sqr_q : std_logic_vector (31 downto 0);
signal mult_q : std_logic_vector (27 downto 0);
signal add_q : std_logic_vector (31 downto 0);
begins -- behavioral
  sqr_q <= D (15 downto 0) * D (15 downto 0);
  mult_q <= D (29 downto 16) * D (13 downto 0);
  add_q (17 downto 0) <= D (17 downto 0);
  add_q (31 downto 18) <= D (31 downto 18) + mult_q (13 downto 0);
  Q (0) <= add_q (0);
  Q (31 downto 1) <= add_q (31 downto 1) + sqr_q (30 downto 0);
end behavioral;

(a) VHDL code for Algorithm 3.

(b) VHDL code for Algorithm 4.

Fig. 7. Two VHDL descriptions of the $f(X)$ operator.

Table 1. Comparison of several $f(X)$ operators.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>XC5V50E-6</th>
<th>Pipeline</th>
<th>XC2V40-6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slices</td>
<td>Delay [ns]</td>
<td>Slices</td>
</tr>
<tr>
<td>Algorithm 1</td>
<td>134</td>
<td>~ 18</td>
<td>–</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>274</td>
<td>~ 20</td>
<td>–</td>
</tr>
<tr>
<td>Algorithm 3</td>
<td>229</td>
<td>~ 20</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1 stage</td>
<td>41</td>
<td>2</td>
</tr>
<tr>
<td>Algorithm 4</td>
<td>230</td>
<td>~ 20</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1 stage</td>
<td>25</td>
<td>2</td>
</tr>
</tbody>
</table>

For Algorithms 3 and 4, it sometimes suffices to insert a register after each multiplication. For instance, Synplify Pro is able to infer registered multipliers (option -pipe 1 in the synthesis script). Synthesis tools also provide the designer with libraries containing the basic building blocks of a given FPGA family. It is therefore possible to instantiate a pipelined MULT18x18 block in the VHDL code, instead of expressing the multiplication operator.

However, if the multiplier does not fit in a single MULT18x18 block, current synthesis tools are unable to simultaneously apply the divide-and-conquer scheme and the retiming algorithm. It is therefore impossible to automatically pipeline the VHDL description of Algorithm 2 depicted on Figure 1. The solution consists here in performing the divide-and-conquer scheme by hand: the VHDL description will then contain three 16-bit × 16-bit multipliers.

The VHDL code illustrated on Figure 7 leads however to poor results on Virtex-E devices. A structural description of the operator (partial product generation, carry-propagate adders, and registers) gives better results.

4 Implementation Results

Table 2 summarizes the main characteristics of several RC6 processors for Virtex-E and Virtex-II devices. For non-feedback chaining modes, processors with full-
loop unrolling achieve high throughputs. The area and the critical path however depend on the synthesis tools: we have obtained better results with Synplify Pro 7.0.3 and Xilinx Alliance Series 4.1.03i (∗) or ISE 5.1.03i (†).

The basic iterative architecture (Figure 2a) seems to be the best one for feedback chaining modes: it requires less slices than systems with partial loop unrolling and achieves the same throughput. As the rounds are combinational, the critical path increases and we obtain very low encryption rates.

A NSA team has implemented RC6 with semi-custom ASICs based on a 0.5 µm CMOS library [10]. Using the architecture depicted by Figure 2c with a pipeline stage between two consecutive rounds and Algorithm 2 to compute \( f(X) \), the NSA team reports a throughput of 2.2 Gbits/s. Gaj et al. have proposed an architecture similar to Figure 2 [2, 4]. The main differences lie in the \( f(X) \) operator and in the number of pipeline stages per cipher round (3 in our case versus 28 in their system). However, four XCV1000-6 devices are required to implement the algorithm with full loop unrolling and to achieve a throughput of 13.1 Gbits/s. While the throughput is close to ours, this solution is more expensive and requires a more complex PCB.

### 5 Conclusions

In this paper, several architectures of the RC6 block cipher for Virtex-II and Virtex-E FPGAs have been described. We have also investigated four algorithms computing \( f(X) \), which is the critical arithmetic operation of the block cipher. Our experiments indicate that both the choice of an algorithm and the VHDL...
coding style are strongly related to the target FPGA family. Our VHDL generator allows to quickly explore a wide parameter space and to determine the best architecture for a given set of constraints (feedback or non-feedback chaining mode, FPGA device, ...).
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Abstract. Very high speed and low area hardware architectures of the
SHACAL-1 encryption algorithm are presented in this paper. The SHACAL
algorithm was a submission to the New European Schemes for Signatures,
Integrity and Encryption (NESSIE) project and it is based on the SHA-1 hash
algorithm. To date, there have been no performance metrics published on
hardware implementations of this algorithm. A fully pipelined SHACAL-1
encryption architecture is described in this paper and when implemented on a
Virtex-II X2V4000 FPGA device, it runs at a throughput of 17 Gbps. A fully
pipelined decryption architecture achieves a speed of 13 Gbps when
implemented on the same device. In addition, iterative architectures of the
algorithm are presented. The SHACAL-1 decryption algorithm is derived and
also presented in this paper, since it was not provided in the submission to
NESSIE.

Keywords: NESSIE, SHACAL

1 Introduction

New European Schemes for Signatures, Integrity and Encryption (NESSIE) was a
three-year research project, which formed part of the Information Societies
Technology (IST) programme run by the European Commission. The main aim of
NESSIE is to present strong cryptographic primitives covering confidentiality, data
integrity and authentication, which have been open to a rigorous evaluation and
cryptoanalytical process. Therefore, submissions not only included private key block
ciphers, as with the Advanced Encryption Standard (AES) project [1], but also hash
algorithms, digital signatures, stream ciphers and public key algorithms. The first call
for submissions was in March 2000 and resulted in 42 submissions. The first phase of
the project involved conducting a security and performance evaluation of all the
submitted algorithms. The performance evaluation hoped to achieve performance
estimates for software, hardware and smartcard implementations of each algorithm.
24 algorithms were selected for further scrutiny in the second phase, which began in
July 2001. The National Institute for Standards and Technology’s (NIST) Triple-DES
and Rijndael private key algorithms and SHA-1 and SHA-2 hash algorithms were also
considered for evaluation. The following 7 block cipher algorithms were chosen for
further investigation in phase two of the NESSIE project: IDEA, SHACAL,
SAFER++, MISTY1, Khazad, RC6 and Camellia. The final selection of the NESSIE cryptographic primitives took place on 27 February 2003. MISTY1, Camellia, SHACAL-2 and Rijndael are the block ciphers chosen to be included in the NESSIE portfolio of cryptographic primitives. Overall, 12 of the original submissions are included along with 5 existing standard algorithms.

Currently, the fastest known FPGA implementations of the NESSIE finalist algorithms are as follows: Leong et al. [2] estimate that their IDEA architecture can achieve a throughput of 2 Gbps on a Virtex XCV1000 FPGA device. Standaert et al.’s [3] Khazad architecture runs at 9.4 Gbps on the XCV1000 FPGA. Their MISTY1 architecture runs at 10 Gbps on the same device. A pipelined Camellia implementation by Ichikawa et al. [4] on a Virtex-E XCV1000E device performs at 6.7 Gbps. The fastest FPGA implementation of the RC6 algorithm is the 15.2 Gbps implementation by Beuchat [5] on the Virtex-II XC2V3000 device. Finally, an iterative architecture of the SAFER++ algorithm by Ichikawa et al. [6] achieves a data-rate of 403 Mbps on a Virtex-E XCV1000E device. For the SHACAL algorithm, only published work on software implementations is currently available. Hence, in this paper, the authors hope to provide a performance evaluation of SHACAL-1 hardware implementations.

Section 2 of the paper provides a description of the SHACAL-1 algorithm. Section 3 outlines the SHACAL-1 architectures for hardware implementation. Performance results are given in section 4 and conclusions are provided in section 5.

2 A Description of the SHACAL-1 Algorithm

The SHACAL algorithm [7], developed by Helena Handschuh and David Naccache, is based on the NIST’s SHA hash algorithm. SHACAL is defined as a variable block and key length family of ciphers. There are two versions specified in the submission: SHACAL-1, which is derived from SHA-1 and SHACAL-2, which is derived from SHA-256. However, other versions can easily be derived from the SHA-384 and SHA-512 hash algorithms. Only the SHACAL-1 algorithm is considered for implementation in this paper. However, the SHACAL-1 architecture described can be easily adapted for the other variants.

SHACAL-1 operates on a 160-bit data block utilising a 512-bit key. The key, \( k \), can vary in length within the range, \( 128 \leq k \leq 512 \). If \( k < 512 \), it is appended with zeros to a length of 512-bits. SHACAL-1 encryption, outlined in Fig. 1, is performed by splitting the 160-bit plaintext into five 32-bit words, A, B, C, D and E. Next, 80 iterations of the compression function are performed. The resulting A, B, C, D and E values are concatenated to form the ciphertext. The compression function is defined as follows:

\[
\begin{align*}
A_{i+1} &= \text{ROT}_{5}L(A_i) + F_i(B_i, C_i, D_i) + E_i + \text{Cnst}_i + W_i \\
B_{i+1} &= A_i \\
C_{i+1} &= \text{ROT}_{30}L(B_i) \\
D_{i+1} &= C_i \\
E_{i+1} &= D_i \\
\end{align*}
\]

where, \( W_i \) are the subkeys generated from the key schedule and the \( \text{ROT}_{L} \) function is defined as a 32-bit word rotated to the left by \( n \) positions.
The constants, \( Cnst_i \), in hexadecimal, are,
\[
\begin{align*}
Cnst_i &= 5a827999 & 0 \leq i \leq 19 \\
Cnst_i &= 6ed9eba1 & 20 \leq i \leq 39 \\
Cnst_i &= 8f1bbd6 & 40 \leq i \leq 59 \\
Cnst_i &= ca62c1d6 & 60 \leq i \leq 79
\end{align*}
\]
and the function \( F_i(x, y, z) \) is defined as,
\[
F_i(x, y, z) = \begin{cases} 
(x \text{ AND } y) \text{ OR } (\overline{x} \text{ AND } z) & 0 \leq i \leq 19 \\
x \oplus y \oplus z & 20 \leq i \leq 39 \\
(x \text{ AND } y) \text{ OR } (x \text{ AND } z) \text{ OR } (y \text{ AND } z) & 40 \leq i \leq 59 \\
x \oplus y \oplus z & 60 \leq i \leq 79
\end{cases}
\]

Fig. 1. Outline of SHACAL-1 Encryption Algorithm

In the SHACAL-1 key schedule, the 512-bit input key is expanded to form eighty 32-bit subkeys, \( W_i \), such that,
\[
W_i = \begin{cases} 
Key_i & 0 \leq i \leq 15 \\
\text{ROT}_{LEFT}^{-1}(W_{i-3} \oplus W_{i-8} \oplus W_{i-14} \oplus W_{i-16}) & 16 \leq i \leq 79
\end{cases}
\]

The first 16 subkeys are formed by splitting the input key into sixteen 32-bit values.
2.1 SHACAL-1 Decryption

SHACAL-1 decryption is not defined in the submission. Therefore, it has been derived and is presented here. It requires an inverse compression function and an inverse key schedule.

The inverse compression function is as follows:

\[ A_{i+1} = B_i \]
\[ B_{i+1} = \text{ROT}_{\text{RIGHT-30}}(C_i) \]
\[ C_{i+1} = D_i \]
\[ D_{i+1} = E_i \]
\[ E_{i+1} = A_i - [\text{ROT}_{\text{LEFT-5}}(B_i) + \text{InvF}_i(\text{ROT}_{\text{RIGHT-30}}(C_i), D_i, E_i) + \text{InvCnst}_i + \text{InvW}_i] \]  

(5)

where \( \text{InvW}_i \) are the inverse subkeys generated from the inverse key schedule and the \( \text{ROT}_{\text{RIGHT-n}} \) function is defined as a 32-bit word rotated to the right by \( n \) positions. The constants, \( \text{InvCnst}_i \), in hexadecimal, are,

\[ \text{InvCnst}_i = \begin{cases} 
\text{ca62c1d6} & 0 \leq i \leq 19 \\
\text{8f1bbcdc} & 20 \leq i \leq 39 \\
\text{6ed9eba1} & 40 \leq i \leq 59 \\
\text{5a827999} & 60 \leq i \leq 79 
\end{cases} \]  

(6)

and the function \( \text{InvF}_i(x, y, z) \) is defined as,

\[ \text{InvF}_i(x, y, z) = \begin{cases} 
x \oplus y \oplus z & 0 \leq i \leq 19 \\
(x \text{ AND } y) \text{ OR } (x \text{ AND } z) \text{ OR } (y \text{ AND } z) & 20 \leq i \leq 39 \\
x \oplus y \oplus z & 40 \leq i \leq 59 \\
(x \text{ AND } y) \text{ OR } (\overline{x} \text{ AND } z) & 60 \leq i \leq 79 
\end{cases} \]  

(7)

The subkeys generated from the key schedule during encryption are used in reverse order when decrypting data. Therefore, it is necessary to wait for all of the subkeys to be generated before beginning decryption. However, an inverse key schedule can be utilised to generate the subkeys in the order that they are required for decryption. This inverse key schedule is defined as,

\[ \text{InvW}_i = \begin{cases} 
\text{InvKey}_i & 0 \leq i \leq 15 \\
\text{ROT}_{\text{RIGHT-1}}(\text{InvW}_{i-16}) \oplus \text{InvW}_{i-13} \oplus \text{InvW}_{i-8} \oplus \text{InvW}_{i-2} & 16 \leq i \leq 79 
\end{cases} \]  

(8)

The \( \text{InvKey} \) is created by concatenating the final 16 subkeys generated during encryption, such that,

\[ \text{InvKey} = \{W_{66}, W_{67}, W_{68}, W_{69}, W_{56}, W_{57}, W_{58}, W_{59}, W_{46}, W_{47}, W_{48}, W_{49}, W_{36}, W_{37}, W_{38}, W_{39}\} \]  

(9)
3 SHACAL-1 Hardware Architectures

The SHACAL-1 algorithm is derived from the SHA hash algorithm. Therefore, the design of a SHACAL-1 hardware architecture can be derived from the design of a SHA hash algorithm architecture. Previous efficient implementations of the SHA-1 and SHA-2 hash algorithms [8], [9], [10] have utilised a shift register design approach. Thus, this methodology has also been used in the iterative and fully pipelined SHACAL-1 architectures described here.

3.1 Iterative SHACAL-1 Architecture

In the iterative encryption and decryption architectures data is passed through the compression or inverse compression function component eighty times. The initial five data blocks are generated from the input block split into five 32-bit blocks. The outputs of the function, A to E form the inputs on consecutive clock cycles. After 80 iterations, the A to E outputs are concatenated to form the 160-bit plaintext/ciphertext.

The main components in both the iterative and fully pipelined architectures are the compression function and the key schedule. The key schedule is implemented using a 16-stage shift register design, as illustrated in Fig. 2.

![Fig. 2. SHACAL-1 Key Schedule Design](image)

The input 512-bit key is loaded into the registers in 32-bit blocks over 16 clock cycles. On the next clock cycle, the value of register 15 is updated with the result of equation 4. An initial delay of 16 clock cycles is avoided by taking the values, \(W_i\), from the output of register 15 and not from the output of register 0. The subkeys, \(W_i\), are generated as they are required by the compression function.

The inverse key schedule is designed in a similar manner and is shown in Fig. 3.

![Fig. 3. SHACAL-1 Inverse Key Schedule Design](image)

Typically, for decryption, the sender of the ciphertext will send the receiver the original key used to encrypt the message. Hence, the receiver will have to generate all eighty 32-bit subkeys before commencing decryption. However, this can be avoided if
the sender of the ciphertext sends the receiver the final sixteen 32-bit subkeys that were created during encryption of the message as a 512-bit inverse key. Now, the receiver can immediately begin to decrypt the ciphertext, since the subkeys required for decryption can be generated as they are required using this inverse key.

The design of the SHACAL-1 compression function is depicted in Fig. 4. The design requires 5 registers to store the continually updating values of A, B, C, D & E. The values in registers B, C and D are operated on by one of four different functions every 20 iterations, as given in equation 3.

The critical path of the overall SHACAL design occurs in the compression function in the calculation of,

\[ A_{i+1} = ROT_{LEFT,5}(A_i) + F_i(B_i, C_i, D_i) + E_i + Cnst_i + W_i \]  

(10)

In the architectures described here, this critical path is reduced in 2 ways. Firstly, the addition, \( T = Cnst_i + W_i \), is performed on the previous clock cycle and thus, is removed from the critical path. Also, Carry-Save-Adders (CSAs) are utilised. With CSAs, the carry propagation is avoided until the final addition. Therefore, equation 10 is implemented using two CSAs and one Full Adder (FA) rather than three FAs, as shown in Fig. 5. Since the CSAs involve 32-bit additions, this implementation is faster than an implementation using only FAs [11].
The inverse compression function, outlined in Fig. 6, contains a subtraction. Hence, the throughput of the SHACAL-1 decryption architecture will be slower than that of the encryption architecture. During decryption the critical path of the overall SHACAL design occurs in the inverse compression function, where,

\[ E_{i+1} = A_i - \left[ ROT_{LEFT-5}(B_i) + InvF_i(ROT_{RIGHT-30}(C_i), D_i, E_i) + InvCnst_i + InvW_i \right] \]  

(11)

Once again, it can be reduced by performing the addition, \( InvCnst_i + InvW_i \), on the previous clock cycle. No significant performance benefit is achieved by using CSAs in the decryption architecture. Since equation 11 includes a subtraction, only one CSA could be used and two full adders would still be required in an implementation.

![Fig. 6. SHACAL-1 Inverse Compression Function Design](image)

3.2 Pipelined SHACAL-1 Architecture

In the pipelined SHACAL-1 encryption architecture, the compression function and key schedule are designed as for the iterative architecture. However, the eighty compression function iterations are fully unrolled and registers placed between each component, as depicted in Fig. 7. It is assumed that the same key is used throughout a data transfer session. Every twenty compression function components contains a different function according to equation 3. New plaintext blocks can be accepted on every clock cycle and after an initial delay, the corresponding ciphertext blocks will
appear on consecutive clock cycles. This leads to a very high speed design. The pipelined decryption architecture is designed in a similar manner using the inverse compression function and inverse key schedule.

4 Performance Evaluation

To provide a hardware performance evaluation for SHACAL-1, the hardware architectures described in this paper are implemented on Xilinx FPGA devices for demonstration purposes. The designs were simulated using Modelsim and synthesised using Synplify Pro v7.2 and Xilinx Foundation Series 5.1i software. They were verified using the SHACAL-1 test vectors provided in the submission to NESSIE.

The iterative encryption architecture implemented on the Virtex-II XC2V500 device runs at a clock speed of 110 MHz and hence, achieves a throughput of 215 Mbps. The design utilises just 994 CLB slices. The iterative decryption architecture implemented on the same device has a data-rate of 177 Mbps and requires only 877 slices. The decryption design is slower since its critical path contains a subtraction. However, it is smaller in area since the CSAs used in the design of the compression function in the encryption design incur a slight area penalty. The iterative architectures result in highly-compact yet efficient implementations. In both designs the 160-bit plaintext/ciphertext blocks and 512-bit key are input and output in 32-bit blocks. This implies a lower IOB count and less routing, thus, the designs can be implemented efficiently on smaller FPGA devices.

The pipelined architectures result in very high speed designs. The encryption design when implemented on the Virtex-II XC2V4000 device, operates at 106 MHz with a throughput of 17 Gbps utilising 13,729 CLB slices. The equivalent decryption design metrics are 83 MHz, 13 Gbps and 10,844 slices. Even higher data-rates are attainable if the architectures are implemented on ASIC technology. Table 1 provides a summary of published work on fast, pipelined hardware implementations of the NESSIE block cipher finalists on FPGA devices. The SAFER++ algorithm is not included in the table since an iterative design [6] with a throughput of 403 Mbps is the fastest implementation published to date. For comparison purposes, the table includes performance metrics for a fully pipelined single-chip implementation of the Rijndael algorithm [12]. Overall, the SHACAL-1 algorithm provides the fastest pipelined implementation. However, it is difficult to compare the performance of the algorithms as they are implemented on different devices. The closest in speed to the SHACAL-1 implementation is the 15.2 Gbps RC6 design by Beuchat. Beuchat [5] also carried out an implementation of the pipelined RC6 design on the XCV1600E device, achieving a data-rate of 9.7 Gbps. The SHACAL-1 pipelined design implemented on the same device performs at 10 Gbps. Therefore, the SHACAL-1 algorithm still provides the fastest implementation. Although it is the fastest, the pipelined design is also the largest in area. High-speed, yet lower area implementations are possible by unrolling the algorithm by a lower number of compression function components, while still adopting pipelining. The SHACAL specification provided performance metrics for a software implementation of SHACAL-1 on an 800 MHz Pentium III processor. Encryption was achieved at a data-rate of 52 Mbps, decryption at 55 Mbps and key
setup at 180 Mbps [7]. Therefore, even the iterative hardware design outlined in this paper is 4 times faster than their software implementation.

The efficiency of the algorithm implementations is also given in Table 1. Efficiency calculations are not provided for implementations that have been designed specifically to a device, and thus, include features such as multipliers and BRAM components. The MISTY1 implementation is the most efficient pipelined design while the SHACAL-1 implementation on the Virtex-II device is the next most efficient.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Algorithm</th>
<th>Device Used</th>
<th>Area</th>
<th>Through-put (Mbps)</th>
<th>Efficiency (Mbps/slices)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors</td>
<td>SHACAL-1</td>
<td>XC2V4000</td>
<td>13,729 slices</td>
<td>17021</td>
<td>1.24</td>
</tr>
<tr>
<td>Authors</td>
<td>SHACAL-1</td>
<td>XCV1600E</td>
<td>14,768 slices</td>
<td>10123</td>
<td>0.68</td>
</tr>
<tr>
<td>Leong et al. [2] (estimated)</td>
<td>IDEA</td>
<td>XCV1000</td>
<td>11,204 slices</td>
<td>2003</td>
<td>0.18</td>
</tr>
<tr>
<td>Standaert et al. [3]</td>
<td>Khazad</td>
<td>XCV1000</td>
<td>8,800 slices</td>
<td>9472</td>
<td>1.08</td>
</tr>
<tr>
<td>Standaert et al. [3]</td>
<td>MISTY1</td>
<td>XCV1000</td>
<td>6,322 slices</td>
<td>10176</td>
<td>1.6</td>
</tr>
<tr>
<td>Icikawa et al. [4]</td>
<td>Camellia</td>
<td>XCV1000E</td>
<td>9,692 slices</td>
<td>6750</td>
<td>0.7</td>
</tr>
<tr>
<td>Beuchat[5]</td>
<td>RC6</td>
<td>XC2V3000</td>
<td>8,554 slices</td>
<td>15200</td>
<td>-</td>
</tr>
<tr>
<td>Beuchat[5]</td>
<td>RC6</td>
<td>XCV1600E</td>
<td>14110 slices</td>
<td>9700</td>
<td>0.7</td>
</tr>
<tr>
<td>McLoone, et al. [12]</td>
<td>Rijndael</td>
<td>XCV812E</td>
<td>2679 slices</td>
<td>6956</td>
<td>-</td>
</tr>
</tbody>
</table>

5 Conclusions

Throughout the NESSIE project, there has been no performance evaluation provided for hardware implementations of the SHACAL algorithm. In this paper, the SHACAL-1 algorithm is studied and both low area iterative and high speed pipelined architectures are presented. These are implemented on Xilinx FPGA devices for demonstration purposes but can readily be implemented on other FPGA or ASIC technologies. The iterative architectures are highly compact, yet efficient, when implemented on Virtex-II devices. A very high speed 17 Gbps design is achieved when the fully pipelined SHACAL-1 architecture is implemented on the Virtex-II XC2V4000 device. Therefore, SHACAL-1 is the fastest algorithm in hardware when
compared to pipelined hardware implementations of the other NESSIE block cipher finalists. The other SHACAL algorithm version specified in the submission, SHACAL-2, operates on a 256-bit data block utilising a 512-bit key. The SHACAL-1 architectures described in this paper can be easily adapted for SHACAL-2. SHACAL-2 iterative and pipelined architectures are anticipated to achieve similar speeds to that achieved by SHACAL-1.

The SHACAL-2 algorithm was selected as one of four block ciphers to be included in the NESSIE portfolio of cryptographic primitives and future work will be carried out on SHACAL-2 hardware implementations. The SHACAL algorithm has proven to be very secure with a large security margin. Since it is derived from the SHA hash algorithm, it has already undergone much cryptanalysis. It performs well when implemented in software [13] and as is evident from this paper, very high speed hardware implementations are also possible. Since security and performance were the two main criteria in the NESSIE selection process, the SHACAL algorithm is an ideal candidate for selection.

References

Track Placement: Orchestrating Routing Structures to Maximize Routability

Katherine Compton¹ and Scott Hauck²

¹ Northwestern University, Evanston, IL USA
   kati@ece.northwestern.edu
² University of Washington, Seattle, WA USA
   hauck@ee.washington.edu

Abstract. The design of a routing channel for an FPGA is a complex process requiring a careful balance of flexibility with silicon efficiency. With a growing move towards embedding FPGAs into SoC designs, and the new opportunity to automatically generate FPGA architectures, this problem is even more critical. The design of a routing channel requires determining the number of routing tracks, the length of the wires in those tracks, and the positioning of the breaks between wires on the tracks. This paper focuses on the last problem, the placement of breaks in tracks to maximize overall flexibility. Our optimal algorithm for track placement finds a best solution provided the problem meets a number of restrictions. Our relaxed algorithm is without restrictions, and finds solutions on average within 1.13% of optimal.

1 Introduction

The design of an FPGA interconnect structure has usually been a hand-tuning process. A human designer, with the aid of benchmark suites and trial-and-error, develops an interconnect structure that attempts to balance flexibility with silicon efficiency. Often, the concentration is on picking the number and length of tracks – long tracks give global communication but with high silicon and delay costs, while short wires can be very efficient only if signals go a relatively short distance.

An area that can sometimes be ignored is the placement of the breaks in these interconnect wires. If we have a symmetric interconnect, with \( N \) length-\( N \) wires, we simply break one wire at each cell. However, for more irregular interconnects, it can be difficult to determine the best positioning of these breaks.

While a manual solution may be feasible in many cases when only a single architecture is being examined, it is not always practical. For example, track placement becomes extremely critical when we consider automatic generation of custom FPGA architectures for systems-on-a-chip [1]. Here, a track placement may be performed a very large number of times within the inner loop of an architecture generator, and a fast but effective algorithm for automatic track placement becomes a necessity.

In this paper, we address the issue of routing architecture design for reconfigurable architectures with segmented channel routing, such as RaPiD [2] and Garp [3]. We formalize the track placement problem, define a cost metric, and introduce track placement algorithms, including one proven optimal for a subset of these problems.
Achieving the best track placement requires a careful positioning of the breaks on multiple, different-length, routing tracks. For example, in Fig. 1 right, the breaks between wires in the routing tracks are staggered. This helps to provide similar routing options regardless of location in the array. If instead all breaks were lined up under a single unit, as in Fig. 1 left, a signal might become very difficult to route if its source was on one side of the breaks and at least one sink on the other. When large numbers of tracks or tracks of different wire lengths are involved, it can become difficult to find a solution where the breaks are evenly distributed through the array.

![Fig. 1. Three different track placements for the same problem. A very poor one (left), an improved one (middle) and an even better placement (right). In each, the numbers on top indicate position in the architecture, and the numbers on the bottom indicate the number of breaks at the given position. Each track has its associated wire length at left, and offset at right.](image)

The issue of determining the positioning (or offset) of a track within an architecture is referred to as track placement. The goal is to pick the offset that should be used for each track in order to maximize the routability, given a predetermined set of tracks with fixed length wires. For simplicity, each track is restricted to contain wires of only one length, which is referred to as the track’s S value, or track length. The actual determination of the quantity and S values of tracks is discussed elsewhere [1], as are issues specific to 2D routing architecture design [4].

### 2 Problem Description

Finding a good track placement is a complex task. Intuitively, we wish to space tracks with the same S value evenly, such as by placing the length-8 tracks from the problem featured in Fig. 1 at offsets 0, 2, 4, and 6. However, a placement of tracks of one S value can affect the best placement for tracks of another S value. For example, Fig. 1 right shows that the length-4 tracks are placed at offsets 1 and 3 in order to avoid having the breaks of those tracks fall at the same locations as the breaks from the length 8 tracks. This effect is called “correlation” between the affected tracks. Correlations occur between tracks when their S values contain at least one common prime factor. It is these correlations that make track placement difficult.

From the previous example we might conclude that a possible metric for measuring the quality of a track placement would be to compute the “evenness” or “smoothness” of the break distribution throughout the architecture. However, the smoothness metric fails to capture the idea of maintaining similar routing options for every location in the array. The placement in Fig. 1 center has the same smoothness of breaks as the solution at right, but is not an equally good solution. For example, although
there are two length-4 tracks, each logic unit position is at the same location along the length-4 wires in both tracks. On the other hand, the architecture at right provides for two different locations along the length-4 wires at every logic unit position. For this reason, we consider the placement at right to be superior in terms of routing options at each position despite the two architectures having the same break smoothness.

Instead, our chosen goal in track placement is to ensure that signals of all lengths have the most possible routes. To quantitatively measure this routability, we examine each possible signal length, and find the region of the interconnect that gives the fewest possible routes for this length signal. Summing across all possible signal lengths yields the “diversity score” of a track placement, as shown in Equation 1. The fewer and smaller the routing bottlenecks, the more routing choices are available throughout the architecture, and the higher the diversity score.

**Equation 1.** The diversity score for a particular track placement routing problem \( T \) and solution set of offsets \( O \) for the tracks in \( T \) can be calculated using the equation:

\[
diversity\_score(T, O) = \sum_{L} \left( \min_{all\ positions} \left( \sum_{Ti \in T} uncut(Ti, Oi, L, position) \right) \right)
\]

for all tracks \( Ti \) with their given wire lengths and offsets \( Oi \), possible signal lengths \( L \), and all possible positions in the interconnect. The \( uncut() \) function returns a binary result that is 0 if there is a break within the range \([position, position + L)\) on track \( Ti \) that has been placed at offset \( Oi \), and 1 otherwise.

Fig. 2 shows the diversity score calculation for two different placements of the same track problem. Here we consider a four position window that encapsulates the full repeating pattern of breaks of the placement. The length of the window that needs to be considered can be found by taking the LCM of all \( S \) values in the problem. Examining a larger window would simply yield the same results. Within this window we count the number of tracks at each position that can be used to route a signal of the given length towards the right. The different possible signal lengths \( (L) \) are listed, and at each position, the number of tracks useable to route that signal length is given.

![Figure 2](image)

**Fig. 2.** Diversity score for two different track placements. Positions are given by the top row of numbers. For each track, segment length \( S \) is at left, and offset \( O \) is at right. The number of routing possibilities is given for each potential signal length \( L \). Diversity score is at bottom.

In Fig. 2 left, two different tracks can be used to route length-2 signals to the right at position 2, but at position 3, no tracks are useable. At right, exactly one track can be used to route length-2 signals from any position in our window. We then take the
minimum value at each length (representing a routing bottleneck for that signal
length), and sum across L values to arrive at the diversity score.

We have also determined a bound on this value, as described in Theorem 1
(proven elsewhere [5]). Note that comparing diversity scores is only valid across
different solutions to the same track placement problem. We discuss the issue of
determining the actual quantity and types of tracks that should be used elsewhere [1].

**Theorem 1.** For all possible offset assignments O to track set T,

$$ diversity_{\text{score}}(T, O) \leq \sum_{L} \left\lfloor \left( |T| - \sum_{i \in T} \min(1, L/S_i) \right) \right\rfloor $$

We focus on the worst-case (the regions with the fewest possible routes) instead of
the average case. The average number of possible routes for a signal is independent
of track placement, and only depends on the number of tracks and their wire lengths.
Thus, an average case metric cannot tell the difference between the placements in Fig.
2, while the worst-case will shows that the rightmost version is superior.

3 Proposed Algorithms

We have developed a number of algorithms to solve the track placement problem
based on the diversity score cost function. These track placement algorithms, both
optimal and heuristic, are discussed in depth in the next few sections.

3.1 Brute Force Algorithm

Using a brute force approach, we can guarantee finding a solution with the highest
possible diversity score. However, examining the entire solution space is a very slow
process. The number of cases that the brute force approach must examine for a given
problem is the product, over all distinct track lengths in the problem, of a multichoose
of the track length and quantity of that length. For example, a modest architecture
with 8 length-12 tracks, 4 length-6 tracks and 2 length-4 tracks will require the ex-
amination of over 95 million distinct cases. Since one of our targeted applications is
within an inner loop of an automatic architecture generator [1], this approach is far
too slow. Instead, it provides a bound on the diversity score, which is used to verify
the results of our optimal algorithm and measure the quality of our other algorithms.

3.2 Simple Spread Algorithm

The Simple Spread algorithm is a simple heuristic for track placement. Tracks are
grouped by segment length. For each group, the tracks are spaced evenly within the
offsets 0 through $S_i - 1$ (where $S_i$ is the segment length of that group), regardless of the
placement of tracks from other groups. This algorithm is simple in design and fast in
execution, but disregards correlations between S values. It is included to demonstrate
in the results section the necessity of considering these correlations.
3.3 Optimal Factor Algorithm

One of our goals was to develop a fast algorithm that, with some restrictions, would provably find the optimal solution. The Optimal Factor algorithm is the culmination of many theorems and proofs. While many of the theorems will be presented here, due to reasons of space, their proofs are presented elsewhere [5].

Any optimal algorithm must consider the correlations between breaks both within an S group and across S groups. Correlations between two different S values occur when those S values share a common factor. For example, a track with S=6 and one with S=2 (a common factor of 2) will either have breaks at the same location once every 6 positions, or not at all, depending on the offsets chosen for the two tracks. On the other hand, a track with S=2 and one with S=5 will have breaks at the same location once every 10 positions regardless of the offsets chosen, as they are completely uncorrelated (no common factors). The following theorem is therefore used to divide a problem into smaller independent (uncorrelated) problems when possible.

**Theorem 2.** If T can be split into two sets $G_1 \subset T$ and $G_2 = T - G_1$, where the S values of all tracks in $G_1$ are relatively prime with the S values of all tracks in $G_2$, then $\text{diversity\_score}(T, O) = \text{diversity\_score}(G_1, O_1) + \text{diversity\_score}(G_2, O_2)$, where O is the combination of sets $O_1$ and $O_2$. Thus, $G_1$ and $G_2$ may be solved independently.

We can also use the fact that correlation is based on common factors to further simplify the track placement problem. Theorem 3 states that whenever one track’s S value has a prime factor that is not shared with any other track in the problem (or a track has a higher quantity of a prime factor than any other track in the problem), the prime factor can be removed. For example, with 2 length-6 tracks and one length-18 track, we can remove a 3 from 18, and essentially have 3 length-6 tracks, which can then be placed evenly using a later theorem. We do not actually change the S value of the length-18 track, just the effective S value used during track placement. After the offsets of tracks are determined, the original S values are restored if necessary.

**Theorem 3.** If the $S_i$ of unplaced track $T_i$ contains more of any prime factor than the $S_j$ of each and every other track $T_j$ ($i \neq j$), then for all solutions $O$, $\text{diversity\_score}(T, O) = \text{diversity\_score}(T', O)$, where $T'$ is identical to T, except $T'_i$ has $S'_i = S_i$ with the unshared prime factor removed. This rule can be applied recursively to eliminate all unshared prime factors.

Next the tracks are grouped by S value (which may have been factored using Theorem 3). These groups are then sorted such that the largest S value is considered first. Any full sets (a set of N tracks all with $S_i = N$) are removed from the problem by Theorem 4, placing one track from the set at each possible offset 0 to N-1. Note we are only considering as possible offsets the range 0 to $|S_i| - 1$ for a track with $S=S_i$. While it is perfectly valid to place a track at an offset greater than $|S_i| - 1$, the fact that all wires within the track are of length $Si$ causes a break to be located every $Si$ locations. Therefore, there will always be a break on track $Ti$ within the range 0 to $|Si| - 1$.

The basic idea of the remainder of the algorithm is to space the tracks of the largest S value ($S_{max}$) evenly using Theorems 4 and 5, then remove these tracks from further consideration. However, in order to respect the effect that their breaks have on the placement of tracks from successive S groups, we add pre-placed placeholder tracks.
(with $S = \text{the next largest } S \text{ value } S_{\text{next}}$) such that they have the same number of breaks at the same positions as the original tracks, but in terms of $S_{\text{next}}$ instead of $S_{\text{max}}$. This enables us to determine the best offsets for the real tracks with $S=S_{\text{next}}$. This process is repeated within a loop, where $S_{\text{next}}$ becomes $S_{\text{max}}$, and we find the new $S_{\text{next}}$.

**Theorem 4.** Given a set $G \subseteq T$ of tracks, each with $S=|G|$. If there exists a solution $O'$ for tracks $T'=T-G$ that meets the bound, then there is also solution $O$ for tracks $T$ that meets the bound (and thus is optimal), where each track in $G$ is placed at a different offset $0 \ldots |G|-1$.

We do set a number of restrictions, however, in order to ensure that at each loop iteration, (1) we can perfectly evenly space the tracks with $S=S_{\text{max}}$, and (2) the breaks from the set of tracks with $S=S_{\text{max}}$ can be exactly represented by some integer number of tracks with $S=S_{\text{next}}$. These restrictions are outlined in the next two theorems.

**Theorem 5.** Let $S_{\text{max}}$ be the maximum $S$ value currently in the track placement problem, $M$ be the set of all tracks with $S = S_{\text{max}}$, $N = |M|$, and $S_{\text{next}}$ be the largest $S \neq S_{\text{max}}$. If $N>1$, $S_{\text{max}}$ is a proper multiple of $N$, and $S_{\text{next}} \leq S_{\text{max}}*(N-1)/N$, then any solution to $T$ that meets the bound must evenly space out the $N$ tracks with $S = S_{\text{max}}$. That is, for each track $M_i$, with a position $O_i$, there must be another track $M_j$ with a break at $O_i + S_{\text{max}}/N$.

**Theorem 6.** Given a set of tracks $G$, all of segment length $X$, where $X$ is evenly divisible by $|G|$, and a solution $O$ with these tracks evenly distributed. There is another set of tracks $G'$, all of length $Y = |G'| * X / |G|$, with a solution $O'$ where the number of breaks at each position is identical for solution $O$ of $G$ and solution $O'$ of $G'$. If solution in which $G$ has been replaced with $G'$ meets its bound, the solution with the original $G$ also meets its bound.

```
Optimal_Factor(T) {
    Run independently on relatively prime track sets (Th. 2)
    Factor out unshared prime factors from S values (Th. 3)
    While tracks exist without an assigned $O_i$ {
        Place and remove any full sets (Th. 4)
        If all tracks have their $O_i$ assigned, end.
        Let $S_{\text{max}}$ = the largest $S_i$ amongst unplaced tracks
        Let $S_{\text{next}}$ = 2nd largest $S_i$ amongst unplaced tracks
        Let $M$ be the set of tracks with $S_i = S_{\text{max}}$
        Require: $S_{\text{max}} \% |M| = 0$, $S_{\text{next}} \leq S_{\text{max}}*|M|-1)/|M|$ (Th. 5)
        Assign all unassigned tracks in $M$ to $O_i$, s.t. all tracks in $M$ are
        at a $k*S_{\text{max}}/|M|$, for all $k 0\leq k<|M|$. If all tracks have their $O_i$ assigned, end.
        Require: $S_{\text{next}} = c*S_{\text{max}}/|M|$ for some integer $c \geq 1$ (Th. 6), and $S_{\text{next}}$
        \% $c = 0$ (to make Th. 5 work)
        Use $c$ placeholder tracks w/$S=S_{\text{next}}$ to model existing breaks
    }
}
```

**Fig. 3.** The pseudocode for the Optimal Factor algorithm. This algorithm has been proven optimal [5] provided all restrictions listed in the pseudocode are met.

Using the theorems we have presented, we can construct an algorithm (Fig. 3) which is optimal [5] provided our restrictions are met. There is one additional restriction that is implied. Because the tracks at a given $S$ value must be evenly spread, the offsets assigned to the placeholder tracks added using Theorem 6 in the previous iteration must fall at offsets calculated using Theorem 5 on the next iteration. This is
accomplished by requiring that $S_{\text{next}}$ also be evenly divisible by the number of pseudotrack of that length added during the track conversion phase.

### 3.4 Relaxed Factor Algorithm

While the Optimal Factor Algorithm generates placements that are optimal in diversity score, there are significant restrictions on segment length and track quantity. However, not all architectures may meet these requirements. Therefore we developed a relaxed version, which may not always be optimal, but does demonstrate good results.

The general framework remains basically the same as the optimal version, although the placement and track conversion phases differ in operation. Before we used restrictions on track length and quantity to ensure that our methods are optimal. In the Relaxed Algorithm, when the optimal restrictions are not met, we instead use a number of heuristics where the goal is the even spreading of the breaks in tracks.

The routing architecture can be considered in terms of a topography, where elevation at a given location is equivalent to the number of breaks at that position. Because “mountains” represent areas with many breaks, and therefore fewer potential routing paths, we attempt to avoid their creation. Instead, we focus on placing our tracks to evenly fill the “plains” in our topography, where the breaks from the additional tracks will have a low effect on the overall routability of the resulting architecture. This topography is represented by the breaks[] array, which holds a count of the number of breaks occurring at every position $0...K-1$. In this case, $K$ is the number of positions required to observe the full behavior of the break pattern. As mentioned earlier, this value can be determined by finding the LCM of all $S$ values in the problem.

When each $S$ group is placed, we need to look at the breaks[] array in terms of its effect on that $S$ group. The tracks[] array summarizes the information from the breaks[] array within the potential offsets for a track. Fig. 4 indicates how this is accomplished. Using the tracks[] array, we can choose offsets which place new breaks in slots with the fewest amount of existing breaks. Each time a track is placed, both the breaks[] array and the tracks[] array are updated to reflect the additional breaks. As long as we have at least as many tracks in the current $S$ group as minimum slots in tracks[], this is a simple procedure. However, when there are more minimum locations than tracks, we need to decide which of those minimum offsets should be used.

![Fig. 4. An example of a breaks[] array for $K = 24$, and the corresponding tracks[] array for $S_{\text{next}} = 6$. The lines between the two arrays indicate the locations in the breaks[] array used to compute the value of tracks[2].](image-url)
In that case, we use density-based placement. We first compute the “ideal” density of breaks (i.e., if they were placed perfectly smooth) if we were able to achieve a perfect placement of the tracks thus far plus our current $S$ group. This represents our placement goal for the $S$ group. In order to achieve this goal, we consider an increasing region of the array, and attempt to bring its density close to the goal density. This region first begins as a single plain and mountain in the tracks[] array, and the number of tracks needed to bring the density of that region close to the goal density is added. These tracks are spaced evenly in the plain. The region is now increased to include the next plain and mountain in the array (where we treat tracks[] as a circular array). We then add tracks to the new plain in a similar manner to bring the density of the new region close to the goal density. This continues until the entire tracks[] array is included in the region, and we have placed all our tracks in the current $S$ group.

Once we have placed all tracks with $S = S_{\text{max}}$, we need to prepare for the next iteration when we place all tracks with $S = S_{\text{next}}$. This means that we need to update the tracks[] array to be in terms of $S_{\text{next}}$ instead of $S_{\text{max}}$. The tracks[] array is resized to be $S_{\text{next}}$ slots in length, and is recomputed using the technique from Fig. 4.

## 4 Results

A number of terms are used to describe the problems that we have covered in our testing of our algorithms. The value $\text{numT}$ refers to the total number of tracks in a particular track placement problem, $\text{numS}$ refers to the number of discrete $S$ values in the problem, $\text{maxS}$ is the largest $S$ value in the problem, and $\text{maxTS}$ is the maximum number of tracks at any one $S$ value in the problem. We have also reduced our very large search space by only considering problems where the number of tracks at each $S$ value is less than the $S$ value itself, since Theorem 4 strongly implies that cases with $S$ or more tracks of a particular $S$ value will yield similar results by placing tracks from any full sets one per potential offset. Cases with only one track, or all track lengths less than 3, are trivial and thus ignored. The three terms, $\text{numT}$, $\text{numS}$, and $\text{maxS}$, along with the restrictions above, define the track placement problems we consider.

Our first test was to verify that the Optimal Factor Algorithm yields a best possible diversity score in practice as well as theory. The results of this algorithm were compared to those of the Brute Force Algorithm for all cases with $2 \leq \text{numTracks} \leq 8$, $\leq \text{numS} \leq 4$, and $3 \leq \text{maxS} \leq 9$, which represents 5236 different routing problems. Note that even with these significant restrictions the runtime of brute-force is over a week of solid computation. In all cases where a solution could be found using the Optimal Factor Algorithm, the resulting diversity score was identical to the Brute Force method. Furthermore, we compared the Relaxed Factor Algorithm to the Optimal Factor Algorithm for this same range and found that Relaxed Factor produces optimal results for all cases that meet the Optimal Factor restrictions within that range.

Next, we compared the performance of the Relaxed and Simple Spread to the results of the Brute Force method for the same search space as above to determine the quality of our algorithms. The results for the heuristics, normalized to Brute Force,
are shown categorized by numT, numS, and maxTS in Fig. 5. In these graphs Min is the worst performance of the algorithm at that data point, Max is the best, and Avg is the average performance. In this figure, the Brute Force result is a constant value of 1. Fig. 5 left indicates that both heuristics achieve optimal results in some cases, with the average of the Relaxed algorithm nearly optimal across the entire range. Simple Spread improves with the increasing number of tracks, and both algorithms degrade with an increase in the number of different S values, though only slightly for Relaxed.

![Fig. 5. A comparison of Relaxed and Simple Spread to the Brute Force method, with respect to numT (left), numS (center), and maxTS (right). The diversity scores for each case were first normalized to the Brute Force result, which is represented by a horizontal line at the value 1.](image)

The upswing of both algorithms’ minimums towards higher values of numT may be an artifact of our benchmark suite – since we only allow at most 4 unique S values, when there are more than 4 tracks we have at least two tracks with the same S value. Fig. 5 right shows that as the number of tracks per S value increases, the quality of all algorithms improves. The only exception is for the relaxed algorithm when maxTS=1; when there is only one track per S value the Relaxed Algorithm is always optimal. All throughout these tests the Relaxed algorithm is superior to the Simple Spread algorithm. This indicates the critical importance of correlation between S values in track placement. Fig. 5 center also demonstrates how as numS increases, the more difficult it is to solve the problem well, which we expected to be the case. Note that the results for both heuristics are optimal for the case when there is only one S value, as in this case there are no correlations to contend with, and only an even spreading is required.

Next, we used our place and route tool [1] to test the correspondence between diversity score and routability of architectures created using the Relaxed and Simple Spread algorithms. These architectures are based on a tileable coarse-grained architecture similar in structure to RaPiD. This architecture has two length-2 local tracks, four length-4 local tracks, eight length-4 distance tracks, and eight length-8 distance tracks. Note that local tracks do not allow connections between wire segments to form longer wires. We used seven different multi-netlist applications, and created a test case for each application/track placement algorithm. By keeping the proportion of track types constant but varying the total quantity of tracks, the minimum number of tracks required to successfully place and route every netlist in the application onto
this target architecture was determined. Fig. 6 lists the results of this experiment. Performing track placement using the Relaxed Algorithm allowed netlists to be routed with on average 27% (and up to 45%) fewer tracks than the Simple Spread Algorithm.

<table>
<thead>
<tr>
<th>Simple Spread</th>
<th>OFDM</th>
<th>Camera</th>
<th>Radar</th>
<th>Image Processing</th>
<th>Sort</th>
<th>Matrix Multiply</th>
<th>FIR Filters</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>23</td>
<td>20</td>
<td>23</td>
<td>23</td>
<td>11</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>24</td>
<td>19</td>
<td>13</td>
<td>15</td>
<td>13</td>
<td>10</td>
<td>10</td>
<td>11</td>
</tr>
</tbody>
</table>

Fig. 6. The number of tracks in our target architecture required to successfully place and route all netlists in an application using the given track placement algorithm.

5 Conclusions

As we have shown, the track placement problem involved fairly subtle choices, including balancing requirements between tracks of the same length, and between tracks of different, but not relatively prime, lengths. We introduced a quality metric, the diversity score, which captures the impact of track placement. Multiple algorithms were presented to solve the track placement problem. One of these algorithms is provably optimal for some situations, though it is complex and works for only a relatively restricted set of cases. We also developed a relaxed version of the optimal algorithm, which appears to be optimal in all cases meeting the restrictions of the optimal algorithm, and whose average appears near optimal overall.

We envision two situations where this presented research can be applied. First, we believe that there is a growing need for automatic generation of FPGA architectures for systems-on-a-chip. Domain-specific FPGAs can achieve much better area, performance, and power than standard FPGAs. Furthermore, because the FPGA subsystem will be within a custom fabricated SoC, the advantage of pre-made silicon of commodity FPGAs is irrelevant. Second, these techniques can be used as a guideline for manual FPGA designers to potentially improve routing architecture quality.
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Abstract. With inherent problem complexity, ever increasing instance size and ever decreasing layout area, there is need in physical design for improved heuristics and algorithms. In this investigation, we present a novel routing methodology based on the mechanics of auctions. We demonstrate its efficacy by exhibiting the superior results of our auction-based FPGA router QUARK on the standard benchmark suite.

1 Introduction

Most typical routers are based on a sequential strategy. With this methodology, one of the nets to be routed is chosen first, and is given a path anywhere among the initially unclaimed set of routing resources. Then a second net is routed in the space unused by the first net, and so on, until the last nets must find a path that has not been used by the preceding nets. We feel that the sequential strategy has inherent limitations that impact both solution quality and runtime.

The main contributions of this investigation are a routing methodology based on the mechanics of an auction that supports a simultaneous routing philosophy; and an FPGA router QUARK that implements a version of our methodology. The idea of using an auction for decision-making is not new, and appears with some frequency in the operating systems literature. One particular area is in the allocation of resources in distributed environments. Tasks are given virtual money with which to bid on the various resources in the system. When a resource becomes available, all tasks can bid on that resource. The highest bidder pays for the resource and utilizes it [GAC95].

There are also two similar negotiation-based routers that have some slight resemblance to our methodology—the PathFinder and NC routers [McMU95, CHAN00]. The routers represent an FPGA as a graph. Initially, each net is assigned an optimal path, even if it conflicts with the paths of other nets. The algorithm iterates until there are no conflicting assignments. The current cost of a shared resource is set to the number of nets that want it. Each net then finds a new shortest path. Because the shared resources become more expensive, nets heuristically end up negotiating an alternate path. Although this process is not dependent on an initial net ordering, it is not a truly simultaneous strategy. In practice, nets are placed down in order of congestion and are typically ripped up in that order if another net overlaps any part of that net's path.

In our methodology, the entire auction of all the routing resources takes place concurrently. This property has led to a different computational model that represents...
a novel approach to performing simultaneous routing. In addition, our negotiation processes are both different and more personalized.

2 Basic FPGA Auction Methodology

The concept of our auction-based routing methodology is straightforward—the pins of an FPGA are resources that can be bid upon by the nets. Each net seeks to control a set of pins that realize a complete detailed route for that net. For discussion ease, we define two terms.

- A **pin-auction** is the local auction of a single specific pin. The auction generally consists of several nets bidding for the right to route on that pin.
- A **chip-auction** is the complete auction process over the entire circuit. Thus, this auction comprises all of the various pin-auctions.

Thus, a run of an auction-based router corresponds to a single chip-auction, where a chip auction consists of collection of pin auctions, one for each pin.

Only one net can win a given pin-auction, and thus have the right to be routed upon that pin. The goal of each net, while working independently of the other nets, is to win sufficient pin auctions to realize its detailed routing. The chip auction completes successfully after all nets have achieved a detailed routing. It is important to stress that all of the pin-auctions are taking place simultaneously. The individual pin-auctions start when the chip-auction starts and finish when the chip-auction completes. This requirement gives quick proof to our claim that QUARK is a simultaneous router.

2.1 Income

The algorithm begins with each net being given an initial allocation of funds. These funds are normally the only source of assets available to a net for bidding on various pin-auctions. An alternative method would have been to have periodic “pay periods” for nets. For example, nets that are losing several pin-auctions could be given extra money. However, it is our experience that routinely adding income to the system merely cause the prices in the pin-auctions to increase and hampers the chip-auction's ability to finish. Thus, we recommend limiting the application of additional funds to extreme cases.

After a net has been given its money, the net then places its initial bids. We view this initial bidding as being a distinct process from subsequent bidding actions. The initial bidding process must select the specific path to realize the net. Subsequent bidding processes generally only require checking of pin-auctions and updating of bids if necessary.

Once each net has placed its initial set of bids, the chip-auction enters its iterative main phase. In each iteration of the main phase, all nets are given an opportunity to place or modify bids in the various pin-auctions as they see fit. The nets make bids in such a way as to eventually claim ownership of pins that realize a complete detailed route. If two or more nets enter a pin-auction, the first net processed with a maximal bid has current control of the pin.
A net is considered to have a *complete detailed route* if the set of pin-auctions that it is currently winning comprise a path that would be a legal detailed route for the net. There are no “freeze points” where if a net is winning a pin, it can hold it. Doing so would violate the simultaneous nature of the router. As stated before, there is only one chip-auction for the entire run of the router, and that all nets must constantly have bids on the pins that they need to realize their route.

The chip-auction completes *successfully* on the first iteration in which all nets have a complete detailed route. The chip-auction completes *unsuccessfully* if at some iteration it is determined that it is not possible for a given net to realize a complete detailed route. It is possible for the chip-auction to continue indefinitely, with neither of these criteria being met. However, this situation does not seem to arise in practice.

Figure 1 is an example of the bidding process at work on a sample block. Observe that several nets have active bids on different pins of that block at the current time. It is responsibility of each net to ensure that it is bidding sufficiently high in its various pin-auctions to have control of pins that realize a complete detailed route for itself.

![Fig. 1. Hypothetical bidding scenario.](image)

### 3 Design Details

We now turn our attention to design details. Firstly, there is the issue of the bidding agents. In our model, each net is an active bidding agent, making decisions on which pin-auctions to participate, and once participating, on how much to bid. As a consequence, routing decisions can be made on a low level, which in turn means a priori that there is no general routing policy for deciding which nets gain which pins. Thus, each net individually determines how to best realize its route. Because the nets are simultaneously performing bidding operations, it makes sense to give each net its own view of the state of the various pin-auctions.
An important benefit of delegating these low-level decisions is that a routing tool is then free to allow different nets to use different routing algorithms for determining on which pins to bid. We call these local decision processes the net's personality.

While it is important to enable the nets to act individually, and simultaneously, it is also helpful to have a central authority, which we call the overseer, for policy decisions that require more information than can be found with regard to an individual net or pin.

### 3.1 Income and Priorities

When assigning a net an initial amount of money at the beginning of the chip-auction, the amount should be sufficiently large, to give the net some flexibility with regard to the bids of other nets. For example, suppose a net was given only $10 and was limited to bidding integral amounts. If the net needed ten pins to realize its route, it could only bid $1 per pin. It would have no excess money in a competition with other nets for its pins.

The initial income given to each net is a very natural way to implement a priority structure. In some designs, there is a need for a critical net—a net of high priority that must be given preference in finding its preferred path. In our design, a critical net can be given more initial funds. Heuristically, it is more likely in practice to win the pin auctions along its preferred path. If a net is absolutely critical and must be given its preferred path at the expense of the other nets, then it can be effectively given infinite funds to ensure that it gets that path.

### 3.2 Overseer

To ensure that the flow of the auction is simultaneous, it is important that there be a rapid flow of information regarding bids amongst the nets. The overseer must process bids quickly, and neither go into a failure state nor allow the router to end prematurely because nets have had an inadequate opportunity to bid against each other.

The overseer can determine whether a chip-auction has successfully completed by simply polling the nets whether they have won a complete detailed route. However, determining whether a chip-auction will be ultimately unsuccessful cannot be answered algorithmically (The problem is a variant of the Halting problem). Thus, the overseer must implement a heuristic to recognize this eventualty.

To decrease the likelihood of an unsuccessful routing, an overseer can be helpful in the case of a net lacking sufficient funds to complete any possible path to realize its detailed route. The routing analogy of eminent domain can be applied in such situations—the overseer steps in and in some manner assists the net in acquiring its path. Care needs to be taken so that the implementation of eminent domain does not effectively turn the router into a sequential one by simply assigning a path outright to the indigent net.

It is the overseer that also extracts the technology files; creates an internal representation of the FPGA that meets the specifications of the technology files specify; and extracts the global routing information for each net.
3.3 Pins

Our methodology gives individual pins the responsibility of processing the pin-auctions associated with them. As a result, the pin reports which net is currently winning its pin-auction. Furthermore, the pin ensures that only the current winner of the pin-auction has the right to be routed on it.

3.4 Nets

Our net representation is also markedly different from similar representations found in traditional routers. For example, nets must have the ability to receive money and to bid this money in the pin-auctions. Most importantly, the nets must have the ability to bid on pin-auctions in an effective manner that realized a complete detailed route. This decision making is quite different from that found in previous routers. Routers traditionally have enforced routing decisions at a high-level and have required all nets to all perform homogeneously.

The placing of routing decisions at the net level has several benefits. By allowing different nets to have different personalities, we add great flexibility to the router's functionality. By changing the personality of an individual net, it is possible to optimize that net's routing path goal without impacting the routing decisions of the other nets. In addition, it is also possible to individually change the routing qualities that the nets are trying to optimize. For example, it is possible to route certain nets while trying to minimize delay, and to route other nets to minimize net length.

4 Personalities

The concept of a net personality is a novel one, and leads to many benefits in the routing process. As mentioned earlier, a net personality encapsulates a collection of routing decision processes. Thus allowing the router to give different nets different personalities based on their structure and importance. Our implementation provides three personalities.

The three personalities do have some commonality due to the nature of the routing task. Firstly in our environment, a net must have the ability to receive money from the overseer. One allocation activity always happens at the beginning of the chip-auction. An allocation can also occur as the result of an eminent domain request.

Secondly, a net must have the ability to make a constructive bidding decision in reaction to a request for bid(s) from the overseer. The algorithms that determine these bidding decisions are the central component of a net's personality. Although personalities will make different decisions as to where to bid, they will all share the goal of finding a complete detailed route. A net typically has three main bidding actions: increasing its bids when losing, decreasing its bids when winning, or deciding to bid on an alternate path if it deems its current path is too expensive. Besides being able to perform such actions, a net must be able to determine when they apply. For example, when a net is being outbid in a pin-auction and has sufficient unallocated funds to gain the pin, the net needs a process for determining what bid is sufficient. It will be an aspect of the net's personality to determine that new bid size.
Thirdly, each personality must have a mechanism for finding an alternate path if it deems the current path that it is attempting to acquire as too expensive. In implementing this mechanism, a net must be able to remove bids, modify existing bids, and place new bids.

Fourthly, a net needs a mechanism for determining when there are more affordable possible paths that it can construct. If an eminent domain request is viable in such a case, the request is signaled to the controller.

The personalities have been designed to optimize for the traditional FPGA routing problem of minimizing channel width and total net length. The first personality that we present is a very basic one. As such, we have named it the baseline personality. Because the baseline personality makes very simple decisions, it served as a framework for the succeeding personalities. The other two personalities—the multiple personality and the focused personality—extended the baseline personality in very different directions with regard to the management of resources. Both directions are heuristically promising in practice. The extensions were

- Allowing a net to bid on more than one possible path.
- Allowing a net to concentrate its resources in a small number of important locations.

We next discuss the three individual personalities in more detail.

4.1 Baseline Personality

The primary goal of a baseline personality net is to realize a detailed routing by trying to win the pin-auctions along its current global routing. (The global routing is maintained as the list of blocks that connect the various terminals of the net together.)

At the start of the chip-auction, the net is given the global route as determined by a global router in a previous step of the design process. Using the global route, an arbitrarily-determined legal detailed route is chosen. A minimal bid is placed upon each of these pins in the detailed route.

The personality favors pins that have no interest among the other nets. This bias helps the net to avoid congestion and to minimize overall resource expenditure. Once every pin in the detailed route has a bid of $1 on it, the net is ready to enter the main phase of the auction.

In the main phase, when a baseline personality net is signaled to react to the current state of the chip-action, the net first checks the status of each pin-auction along its current detailed route. If a net is winning a pin-auction by a substantial amount, the net heuristically concludes that some other net has lost interest in this pin-auction. The reason being that the net has minimally raised its bid in the past. As a result, the net reduces its bid so that it is only winning by only $1. The bidding decrease frees up funds to bid in other pin-auctions.

If instead a net is losing a pin-auction and has sufficient funds to gain the pin, the net bids the minimal amount to lead the pin-auction.

If the needed funds are not there, the net enters a re-route state. In this state, the net first tries to make changes that minimally alter the current detailed route. For example, the net might try to switch to a cheaper pin on the same block. However, switch blocks on most conventional FPGAs do not have great flexibility. Therefore, these attempts may not be successful. In such cases, the baseline personality follows a
maze-routing strategy similar in nature to the UPSTART detailed router [McC02]. The UPSTART strategy considers a bounding region around the block that contains the expensive pin for the net. The width and length of the bounding region are specified by parameters. All of the net's bids on pins in the interior of this bounding region are removed. The locations where the detailed routing intersects the bounding box are marked as virtual terminals. An alternate detailed route is calculated that connects these virtual terminals together. If such a path can be found and if the net has sufficient funds to gain the associated pin auctions, then minimal winning bids are placed on these pins.

4.2 Multiple Personality

The baseline personality is clearly a very simple one and definitely has much room for improvement. One interesting way to improve the quality of the routing is to exploit some of the flexibility provided by the auction methodology. For example, we can have a net simultaneously show interest in multiple detailed routes. Sometime later in the course of the chip-auction, the net can commit to some particular routing. We have implemented such a personality and call it our multiple personality.

As a way of also demonstrating the fact that different personalities can be designed for different types of nets, we have designed the multiple personality to work on two-terminal nets whose terminals do not lie within the same channel. (If the terminals did lie so, there is a unique shortest path with regard to blocks.)

The key to understanding our multiple personality is to recognize that a two-terminal net with terminal blocks in differing channels has multiple minimum-length paths that are of the dogleg form. A dogleg is a connection in the form of a single stair step, where the step can be oriented either horizontally or vertically. The flat segment can be preceded and/or followed by riser segments of orthogonal orientation. To instantiate a dogleg, we only need to specify its orientation and the length of the risers. Our multiple personality starts by bidding all of its initial allocation as possible in equal amounts on each of these paths.

In subsequent bids, the personality first determines whether there are routes that it is currently bidding on which cannot be won with the available funds. If so, one such route is removed from consideration and the funds are reallocated to the other routes. In particular, the funds are first spent on routes that are most in danger of being lost and then on the other routes.

If the path that was out-bid was the last one being considered by the personality, then the net enters a re-route phase. In rerouting, the personality examines all possible dogleg paths. If there is a path that the net can afford, it is taken. The net then bids all of its funds along this path, in the expectation that the bids will be sufficient enough to retain control. If this action proves unsuccessful, later iterations will try a different dogleg path that the net can afford. The process continues until a net retains the path that was found, or the net realizes that all possible paths cost more money than the net has. In this case, an eminent domain request is considered.

4.3 Focussed Personality

Just as the multiple personality was designed to be used for two-terminal nets, so have we designed the focused personality to be used on particular types of nets. We expect
that a “focus attention on a set of pins that are important to win” strategy would work well if we focus the bidding on certain pins of a multi-terminal net. We define a branching point of a multi-terminal net to be a point that has more than two edges incident on it. In QUARK, we treat all blocks where the global route has greater than two edges incident on the block as a branching point. The personality assumes that the global router has intelligently placed these branching points. Therefore, it is important to win the bid on these pins.

The focused personality divides the initial money resources into two main parts. The amount to be used in bidding on branching points, branching money; and the amount to be used in bidding on the remainder of the routing, connection money. Clearly, the balance between these two amounts is important. If one component does not receive sufficient funds, then the net will be out-bid by some other net and thus have trouble completing a routing.

QUARK allocates enough connection money such that a bid of $2 can be made on each pin in the given global route. This allows the router to find connections that are longer than the length given by the global route. In doing so, it will be necessary to give some pins $1 bids. Another benefit of this behavior is that a net can bid more than $2 on certain pins by reducing the bid of other pins to $1. The different gives the router some flexibility in finding a connection path that it can actually keep.

At the beginning of the chip-auction, the division between branching money and connection money is made. The branching money is initially divided evenly among all pins on all branching points.

Once the branching points are bid, the net bids on the connections between branching points. It is important to observe that all effective routings segments leaving branching points either eventually lead to a single terminal, or a single pin on another branching point. Our implementation uses a quick maze-routing strategy to connect the two pins. The resulting routing can be of arbitrary length and go in arbitrary directions. The limitations are based only on the amount of connection money.

When the router signals a focused personality net during the main bidding phase, the net makes two separate checks: one for the connection paths, and one for the branching points. Each of the current connection paths are examined to make sure that the net is winning the pin-auctions along the entire path. If a net is winning, then an additional check is made to see if connection money can be freed. If a net is not winning and there is enough connection money remaining to make the bid higher, then that money is spent to increase the bid. If there still is not enough excess money, the net enters the reroute state.

Note that we do not use branching money to help these connection paths become routed. Doing so would slowly siphon funds away from the branching points into the connection paths. This action would violate the principles of this personality, because it would result in the branching points being more likely to be out-bid.

If a branching pin is being out-bid, then the net examines the bids on all of the other branching pins. The net searches for a branching pin that is winning by a amount that allows for some reduction. The reduction will free up branching money to help the out-bid branching pin to regain control of the pin-auction. The process continues until either the out-bid pin has enough excess money to control the pin-auction again, or it is the case that none of the other branching pins can lower their bid without losing their pin-auction. If this condition results, the net makes an eminent domain request.
The re-routing phase for the connection paths uses a maze-routing algorithm to find a different inexpensive connection path.

5 Experiments

We now analyze a series of experiments that we performed on the Quark router. The experiments were conducted using the standard set of benchmarks maintained by the University of Toronto. The benchmarks have been the basis for the testing of a significant number of tools. Different benchmarks have different numbers of nets, blocks, and block layouts. In our experiments, we use the QUARK tool as a detailed router. The placement and global routing were performed by the SPIFFY tool [SELF]. Because SPIFFY is nondeterministic with regard to its output, five separate runs of SPIFFY were generated for each benchmark. Besides producing a placement and global routing, each run also heuristically specified an expected channel width given complete switchboxes.

Our first set of experiments tested the functionality of the various personalities relative to each other. For these tests, we created four versions of QUARK. The versions differed in their use of various personalities. By using these tests, we are able to make a preliminary decision on which versions of QUARK are best in practice.

- QUARK-BASELINE: every net uses the baseline personality.
- QUARK-MULTIPLE: all nets that qualify for the multiple personality use that personality, and all other nets use the baseline personality.
- QUARK-FOCUSSED: all multi-terminal nets use the focussed personality, and all two-terminal nets use the baseline personality.
- QUARK-ALL: all multi-terminal nets use the focussed personality, all two-terminal nets that qualify for the multiple personality use that personality, and the remaining two-terminal nets use the baseline personality.

A summary of these results are presented in Table 1. This table shows the minimum channel width successfully routed to by the various versions of Quark, along with the average smallest channel width of several runs.

We also note best results tend to be generated by the multiple personality and the baseline personality. Although the baseline personality is slightly better on average, it is significantly slower to run. The results suggest an interesting composite algorithm—run QUARK-MULTIPLE until it discovers a channel width that is too small for it to successfully route. The router then switches to using the slower but more effective QUARK-BASELINE. We call this version QUARK-PRIME. QUARK-PRIME required several minutes to produce its solution for the smaller instances. For the largest instances, it required slightly more than 200 minutes on a Solaris workstation.

Table 2 compares QUARK-PRIME to several state-of-the-art routers: Graph-based router [ALEX98], SEGA tool [LEMI93], CGE tool [BROW92], and VPR tool [BETZ97]. Because the SEGA and CGE tools are designed for different architectures, their results are combined. We note that only VPR betters QUARK-PRIME performance. However, VPR is not running the same instances as QUARK-PRIME. The VPR layout system uses a technology mapper to reduce the number of logic blocks that is unavailable to QUARK-PRIME. This table shows the minimal channel width routed to by each of the routers on these benchmarks.
Table 1. Channel widths successfully routed

<table>
<thead>
<tr>
<th>Circuit</th>
<th>QUARK BASELINE Avg</th>
<th>QUARK BASELINE Best</th>
<th>QUARK MULTIPLE Avg</th>
<th>QUARK MULTIPLE Best</th>
<th>QUARK FOCUSED Avg</th>
<th>QUARK FOCUSED Best</th>
<th>QUARK ALL Avg</th>
<th>QUARK ALL Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>dfsm</td>
<td>8.8</td>
<td>8</td>
<td>10.4</td>
<td>9</td>
<td>11</td>
<td>10</td>
<td>10.6</td>
<td>10</td>
</tr>
<tr>
<td>9sym</td>
<td>8.0</td>
<td>8</td>
<td>7.4</td>
<td>7</td>
<td>7.6</td>
<td>7</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>term1</td>
<td>5.8</td>
<td>5</td>
<td>5.8</td>
<td>5</td>
<td>7</td>
<td>5</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>apex7</td>
<td>6.2</td>
<td>6</td>
<td>6.6</td>
<td>6</td>
<td>6.2</td>
<td>6</td>
<td>7.4</td>
<td>7</td>
</tr>
<tr>
<td>alu2</td>
<td>8.4</td>
<td>7</td>
<td>8.6</td>
<td>8</td>
<td>9.4</td>
<td>9</td>
<td>9.2</td>
<td>9</td>
</tr>
<tr>
<td>alu4</td>
<td>8.4</td>
<td>7</td>
<td>9.8</td>
<td>9</td>
<td>12</td>
<td>10</td>
<td>11.4</td>
<td>11</td>
</tr>
<tr>
<td>Total</td>
<td>45.6</td>
<td>41</td>
<td>48.6</td>
<td>44</td>
<td>53.2</td>
<td>47</td>
<td>53.6</td>
<td>51</td>
</tr>
</tbody>
</table>

Table 2. Inter-router comparison.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>QUARK PRIME</th>
<th>Graph-Based</th>
<th>SEGA/CGE</th>
<th>VPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>dfsm</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>—</td>
</tr>
<tr>
<td>9sym</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>z03</td>
<td>9</td>
<td>11</td>
<td>13</td>
<td>—</td>
</tr>
<tr>
<td>term1</td>
<td>5</td>
<td>8</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>apex7</td>
<td>5</td>
<td>14</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>alu2</td>
<td>7</td>
<td>9</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>alu4</td>
<td>8</td>
<td>11</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td>48 (31)</td>
<td>70</td>
<td>79</td>
<td>(27)</td>
</tr>
</tbody>
</table>
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Abstract. In this paper we present experiments concerning the feasibility of using genetic algorithms to efficiently build the global routing in lookup-table based FPGAs. The algorithm is divided in two steps: first, a set of viable routing alternatives is pre-computed for each net, and then the genetic algorithm selects the best routing for each one of the nets that offers the best overall global routing. Our results are comparable to other available global routers, so we conclude that genetic algorithms can be used to build competitive global routing tools.

Introduction

With the increasing growth of the complexity of electronic devices, the good performance of synthesis tools is critical for the success of design and manufacturing of non-trivial projects. Concerning the development of FPGA (Field Programmable Gate Arrays) systems, one of the fundamental tasks of these tools is to perform the routing of the circuit constrained to the limited resources available in the device. Although a lot of research has been made in this area [4,5,6,7,8,9,10,11,12,13], little has been done concerning the study of the feasibility of using genetic algorithms [2,3] to generate the required routing (see on [17] for a survey of genetic algorithms used for VLSI design). With this purpose, in this work we developed a global routing tool based on the application of a genetic algorithm for selection for viable routing paths on a LUT-based FPGA. Results are very close to those of other available tools, so we believe that, with further refinement, the genetic approach can became competitive with current techniques.

1 This work was partially supported by the Portuguese Ministry of Science and High Education, under program POSI
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FPGA Architecture

The FPGA architecture we used to test our algorithm is similar to the one described in [1] (see Figure 1). In this model, there are four distinct types of blocks, interconnected by several routing channels:

- **L-Blocks** – These blocks implement any logic function with N inputs. These inputs are equally distributed over all sides of the block, and a single output is provided on the right side of the block. We chose to select N=4 for all our experiments. These blocks can also be referred to as logic cells or logic blocks.

- **IO Blocks** – These blocks represent the input and output pins of the FPGA. Since the number of pins in real FPGAs is far greater than those that fit along the square formed by the L-Blocks, we consider that multiple I/O pins are contained in each I/O block. In this work, we consider that two I/O pins are available for each I/O block.

- **C Block** – These are the blocks through which the L and IO blocks are connected to routing channels. The number of alternative tracks to which a connection from a L-block or IO-block can be made, characterizes these blocks. In this work, this value was predefined to be equal to the width of the routing channel.

- **S-Block** – These blocks allow switching the tracks between different routing channels. Their *Flexibility* is defined as the number of different outputs to which a given input can be connected. We use S-Blocks with a *Flexibility* of 3 in this work (see Figure 2).

![Fig. 1. Architecture of the LUT-based FPGA](image)

![Fig. 2. S-Block configuration used in this work](image)
Genetic Algorithms

Genetic algorithms (GA) are a group of stochastic optimization techniques [2,3]. These algorithms work with a set of candidate solutions to the problem (a population of individuals, using GA terminology) and seek to evolve them using concepts derived from genetics and natural selection. Each individual holds enough information (the genes) to describe a possible solution to the problem. They are evaluated regarding the quality of that solution (i.e. their fitness is computed), and a probabilistic selection method (based on the fitness of each individual) is used to find a group of individuals (the parents) that will be used to create the next generation of the population. They individuals of the new generation are created by applying genetic-inspired transformations (operators) to the parents. Among these transformations we can find mutations and crossover. The mutation operator does random changes to the genes, while the crossover combines parts of the genes of two parents to create a single individual. After multiple iterations, the quality of the population will increase, and when a predetermined stopping condition is met, the solution for the problem will be found on the genes of the best individual of the last generation.

1. Randomly initialize population
2. While stopping condition is not met
   a) Evaluate population
   b) Select parents
   c) Crossover
   d) Mutation
   e) Substitute old population

Fig. 3. Simple Genetic Algorithm

There are, of course, multiple variants of this simple framework.

Global Routing for FPGAs

The synthesis of circuits for FPGAs can be decomposed in several steps:
1. Logic optimization – The circuits are optimized, shrunk and redundant logic is eliminated.
2. Technology Mapping – The elements of the circuit description are assigned to specific classes of resources available in the actual FPGA. For example, logic expressions are broken into sub-expressions implemented in a single logic block.
3. Placement – When there are multiple components in the FPGA capable of implementing a specific aspect of the circuit description, a selection needs to be made about which one of them will be used (for example, what logic blocks will actually be used to implement the sub-expressions generated by the technology mapping?)
4. Routing – The communication resources available in the FPGA are used to connect adequately all the components of the circuit. Ideally, the routing should
use the smallest routing channel width and have minimum source-to-sink distance, to maximize circuit speed.

Some approaches combine some of these steps or further refine them into additional iterations. The last step is sometimes separated in global and detailed routing. The objective of the global routing step is to ensure a balanced occupation of available channels. The global router decides which routing channels will be used, without deciding about specific track usage inside those channels. Detailed routing will complete the process, by making the necessary track assignments within those channels. Frequently, it may be impossible to perform detailed routing with the same channel width found by the global routing because of restrictions on the flexibility of S-Blocks (the routing anomaly, see [1,4]), so the global routing channel width is actually a low bound for the width of the routing channels after detailed routing.

![Fig. 4. Global vs. detailed routing](image)

For further details about previous work on global and detailed routing, see [4,5,6,7,8,9,10,11,12,13]. For information regarding other steps of the synthesis process, please consult [14, 15, 16].

**The Routing Algorithm**

We used a two-step approach for building the global routing:

1. For each net of the circuit, generate a set of alternative routing paths.

2. Find, for all nets, the combination of alternative routing paths that offers the best overall global routing

This approach allows using different optimization techniques for each step. We developed three different heuristics for creating the alternate routing paths, and used a genetic algorithm for making the optimization described in step 2, according to the objectives of this work.
Generation of Alternate Routing Paths

The generation of the alternate paths is made with the following algorithm:

For each net,

1. Generate one routing path that connects all nodes in net

2. While the desired number of alternate paths isn’t met, build new routing path by randomly selecting and mutating one of the previously built paths

This algorithm will first generate one model net. All other alternative paths are deviations from this model net. The rationale behind this option is that it should be more efficient to build alternate solutions by making minor changes to pre-existing ones than re-computing a new net from scratch.

Computing the Model Routing Path for Each Net

We developed three different algorithms for computing the first model routing. Two are graph-based search techniques and the other is based on a heuristic algorithm for computing rectilinear Steiner trees. The first graph-based technique is simply a greedy search from the source node to each sink node. This algorithm is fast but offers, as could be expected, poor quality solutions. The other graph algorithm is based on Dijkstra’s algorithm [18] for finding the shortest path between two nodes. Every source/sink is connected sequentially using Dijkstra’s algorithm, and the cost of previously taken segments is reduced. This algorithm offers reasonable performance, but is not as good as our heuristic for computing near optimal rectilinear Steiner trees (RST). A RST is the shortest rectilinear tree connecting a given set of points. Computing a RST instead of using graph-transversal algorithms eliminates the problem of having to route multipoint nets as groups of source/sink paths. The performance of those algorithms is very dependant on the order by which those paths are processed, and it isn’t clear how to determine what the optimal order is, although some heuristic can be used (i.e. longest paths first). Our approach to computing the RST for a given set of points is based on a hill-climbing search algorithm that finds an optimal partition of those points into smaller RST, as explained below and illustrated in Figure 5, where a tree representation of the decomposition is presented.

The points are partitioned across horizontal and vertical axis that transverse de median point of each set, sharing one point to ensure a connected net is built. This partitioning is applied recursively until no more than a predetermined number of points (for illustration purposes, this number is 3 in Figure 5) are contained in every partition. The rectilinear tree at the nodes is built by constructing an axis along the median (vertical or horizontal) point, and connecting all other nodes to that is by transversal segments.
The actual decomposition is dependant on whether a vertical or horizontal axis is chosen on each node of the decomposition tree. This information can be represented linearly by a vector\(^2\) where the first element represents the orientation of the axis on the root node, and the remaining information is split in half and interpreted accordingly by the left and right descendants of the root. For example, for the specific decomposition shown in Figure 5, this string is “hvvhhh” for the root node.

The simple linear representation of the decomposition is important, because it enables us to use a simple hill-climbing optimization algorithm for finding the partition that offers the smallest length rectilinear tree. Figure 7 shows the rectilinear trees computed for a random point set with different values for maximum points per leaf. The dashed rectangles represent the points contained in a single leaf. (These trees are not optimal; they just represent a possible result of the algorithm.)

**Generating Mutations from Model Path**

Deviations from a model routing path are built by applying a mutation to previously built nets. The algorithm is based on the idea of generating an intersecting rectangle over the model network and re-routing the internal connections on the borders of that rectangle. For space considerations, some details are omitted (e.g. handling nodes internal to the rectangle, or multiple branches), but the general idea is illustrated in Figure 8.

---

\(^2\) Although padding may be required for unbalanced decomposition trees.
The genetic algorithm decides among the possible alternate routes which ones will be used in the global routing. Each individual (solution) is represented only by an integer vector. Each position of this vector is associated to a net of the circuit, and in that position it is held an index that identifies what is the chosen routing alternative for that net.

After some tuning tests, the following configuration was found to offer the best results for the GA:
- Population size: 50
- Maximum number of generations: 2500
- Mutation rate: 8%
- Crossover rate: 80%

3 Actually, some auxiliary data is also kept in each individual to help to speed up some computations. That detail isn’t relevant to understand the main operation of the algorithm, so it is left out of the description.
Results

We used circuits from LGSynth93 test suite [19] to benchmark our algorithm. A set of 30 circuits of diverse complexity was chosen. The circuits were placed using VPR [10] and our tool was used to generate the global routing. For comparison purposes, VPR was also used to globally route the same circuits. A single run of both tools was used for all circuits. The test machine was a Pentium 3 processor at 866MHz with 384 MB RAMS. The results are presented in Table 1.

As we can see, although VPR offers slightly better results, both in terms of CPU time and track number. However, results are reasonably close, and in some cases the AG actually computed a better solution. We believe the small difference in performance can be further reduced if other heuristics for net generation are tried and more exhaustive tuning is made.

Additionally, the AG seems to have a very large performance advantage when compared with reported results for older global routers [11], which suggests that our approach seems valid and worthy of further development.

Conclusions and Future Work

Our main goal was to investigate the feasibility of constructing a global router for FPGAs using genetic algorithms. We believe that our results show that this class of algorithms is worthy of consideration when designing this kind of tools. Results seem to suggest that the AG offers performance that is comparable with that of other known algorithms, although in the current implementation it is on average slightly inferior. However, this difference in performance isn’t very significant, and further improvement of the algorithm may offer better results. Although some tuning tests were made, a more exhaustive set of tests might reveal some better parameterization. Also, one improvement that might significantly improve efficiency would be to generate alternative routings dynamically, only when judged necessary, instead of pre-computing a fixed-size set of alternate paths. Further work could also be done by adapting the algorithm to use architectural features of current FPGAs, like routing segments of heterogeneous size.

---

4 A quick, non-exhaustive local search is conducted for each individual, and if any improvement is found it the individual is changed accordingly.
<table>
<thead>
<tr>
<th>Circuit</th>
<th>Channel Width</th>
<th>Channel Width</th>
<th>CPU (s) (VPR)</th>
<th>CPU (s) (AG)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pdc</td>
<td>20</td>
<td>20</td>
<td>4299</td>
<td>8154</td>
</tr>
<tr>
<td>ex1010</td>
<td>11</td>
<td>13</td>
<td>2609</td>
<td>952</td>
</tr>
<tr>
<td>spla</td>
<td>16</td>
<td>17</td>
<td>1881</td>
<td>2654</td>
</tr>
<tr>
<td>s298</td>
<td>9</td>
<td>10</td>
<td>1247</td>
<td>814</td>
</tr>
<tr>
<td>seq</td>
<td>13</td>
<td>14</td>
<td>1158</td>
<td>278</td>
</tr>
<tr>
<td>alu4</td>
<td>11</td>
<td>11</td>
<td>807</td>
<td>184</td>
</tr>
<tr>
<td>misex3</td>
<td>12</td>
<td>12</td>
<td>661</td>
<td>210</td>
</tr>
<tr>
<td>ex5p</td>
<td>15</td>
<td>14</td>
<td>518</td>
<td>824</td>
</tr>
<tr>
<td>apex3</td>
<td>13</td>
<td>12</td>
<td>558</td>
<td>134</td>
</tr>
<tr>
<td>pair</td>
<td>8</td>
<td>9</td>
<td>476</td>
<td>59</td>
</tr>
<tr>
<td>C6288</td>
<td>6</td>
<td>6</td>
<td>89</td>
<td>11</td>
</tr>
<tr>
<td>i8</td>
<td>9</td>
<td>9</td>
<td>200</td>
<td>95</td>
</tr>
<tr>
<td>table5</td>
<td>11</td>
<td>12</td>
<td>109</td>
<td>33</td>
</tr>
<tr>
<td>cordic</td>
<td>10</td>
<td>10</td>
<td>99</td>
<td>68</td>
</tr>
<tr>
<td>C3540</td>
<td>8</td>
<td>9</td>
<td>40</td>
<td>27</td>
</tr>
<tr>
<td>i9</td>
<td>6</td>
<td>7</td>
<td>116</td>
<td>27</td>
</tr>
<tr>
<td>x3</td>
<td>6</td>
<td>6</td>
<td>273</td>
<td>12</td>
</tr>
<tr>
<td>vda</td>
<td>9</td>
<td>9</td>
<td>77</td>
<td>35</td>
</tr>
<tr>
<td>s1238</td>
<td>7</td>
<td>7</td>
<td>43</td>
<td>13</td>
</tr>
<tr>
<td>e64</td>
<td>9</td>
<td>8</td>
<td>158</td>
<td>45</td>
</tr>
<tr>
<td>planet</td>
<td>6</td>
<td>7</td>
<td>29</td>
<td>14</td>
</tr>
<tr>
<td>i7</td>
<td>4</td>
<td>5</td>
<td>12</td>
<td>93</td>
</tr>
<tr>
<td>mm9b</td>
<td>7</td>
<td>7</td>
<td>42</td>
<td>8</td>
</tr>
<tr>
<td>i6</td>
<td>5</td>
<td>5</td>
<td>13</td>
<td>61</td>
</tr>
<tr>
<td>alu2</td>
<td>7</td>
<td>7</td>
<td>33</td>
<td>8</td>
</tr>
<tr>
<td>too-large</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>C880</td>
<td>8</td>
<td>7</td>
<td>31</td>
<td>5</td>
</tr>
<tr>
<td>example2</td>
<td>6</td>
<td>6</td>
<td>48</td>
<td>3</td>
</tr>
<tr>
<td>term1</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>misex2</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>269</strong></td>
<td><strong>277</strong></td>
<td><strong>15639</strong></td>
<td><strong>14834</strong></td>
</tr>
</tbody>
</table>
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Virtualizing Hardware with Multi-context Reconfigurable Arrays
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Abstract. In contrast to processors, current reconfigurable devices totally lack programming models that would allow for device independent compilation and forward compatibility. The key to overcome this limitations is hardware virtualization. In this paper, we resort to a macro-pipelined execution model to achieve hardware virtualization for data streaming applications. As a hardware implementation we present a hybrid multi-context architecture that attaches a coarse-grained reconfigurable array to a host CPU. A co-simulation framework enables cycle-accurate simulation of the complete architecture. As a case study we map an FIR filter to our virtualized hardware model and evaluate different designs. We discuss the impact of the number of contexts and the feature of context state on the speedup and the CPU load.

1 Introduction

Reconfigurable computing fabrics have shown great potential in many high-performance applications that benefit from hardware customization while still relying on some amount of programmability. A major drawback of current reconfigurable devices, in particular field-programmable gate arrays (FPGAs), is the lack of programming models. Applications are compiled (synthesized) to given fixed-size hardware. The resulting configuration bitstream cannot be reused to program a device of different type or size. Thus, to leverage advances in VLSI technology, i.e. increased transistor count and higher clock rates, a complete recompilation is required.

The key to overcome this limitation is hardware virtualization [1–3]. In order to achieve hardware virtualization, we have to define a set of basic operators a hardware can execute. Together with a description of the data flow (communication paths between operators) and the control flow (sequencing of operators) a hardware programming model is defined that compilers can target. Processors use a well-established form of hardware virtualization and define an instruction set architecture that decouples the compiler from the actual hardware organization. Achieving virtualization of reconfigurable hardware is more complex. Reconfigurable hardware excels when computations are organized spatially.

* This work is supported by ETH Zurich under the ZIPPY project and the Wearable Computing Polyproject.
basic operators will thus have greater complexities than processor instructions and the number of possible operators is very large. Further, the reconfigurability allows to implement many basic operators with just one type of hardware block.

In this paper, we consider data streaming applications that map well to (macro-)pipelines, where one pipeline stage is implemented by one basic hardware block. Our basic hardware block is a $4 \times 4$ coarse-grained reconfigurable array. The inputs and outputs of the array connect to FIFO buffers to facilitate data streaming. One set of configuration data for the array is denoted as a *context*. Applications are organized by pipelining several *logical contexts* executions. Although this model is rather restrictive, it is amenable to true hardware virtualization and targets an important application domain.

Figure 1(a) shows our model with one physical array that is reconfigured to implement logical contexts as needed. To minimize or even hide the reconfiguration time the array stores multiple *physical contexts*. Figure 1(b) displays an alternative implementation with several single-context physical arrays arranged in a pipelined fashion. The arrays are still reconfigured to execute different logical contexts. However, as several contexts run in parallel the throughput increases. Both multiple contexts and physical pipelining can be combined which is shown in Fig. 1(c). All these architectures achieve virtualization as they provide the logical pipeline of array executions as programming model, but differ in their performance and hardware cost.

While there exists already a substantial body of work on coarse-grained arrays, macro-pipelining of stream computations and multi-context devices, a system-level evaluation of the performance and the various features of multi-context devices is missing. To this end, we form a reconfigurable hybrid system by coupling our multi-context array to a CPU. The CPU takes care of data I/O, context loading, and control of the multi-context array. We develop a system-wide, cycle-accurate architecture model and investigate the following issues by means of a co-simulation environment: First, we determine the performance gains for the hybrid over the CPU only, depending on the number of physical contexts.
Second, we try to identify whether and when the capability to resume the state of a previous context is advantageous. Third, we measure the CPU load for the different designs.

Section 2 summarizes related work. The hybrid architecture model and our co-simulation environment are discussed in Section 3. Section 4 presents an FIR filter case study, while Section 5 discusses the results. Finally, Section 6 summarizes our findings and points to further work.

2 Related Work

PipeRench [1, 4] is a reconfigurable architecture that supports hardware virtualization. The device is organized into a physical pipeline of stripes, which represent the minimal reconfigurable hardware blocks. A stripe’s output is strictly pipelined and connects to the next stripe via an interconnection network. Thus, PipeRench is similar to the model in Fig. 1(b). Fast reconfiguration of stripes is supported by 256 contexts held on-chip. Each stripe comprises 16 processing elements, which implement addition/subtraction or a programmable logic function. Application kernels are mapped to virtual pipeline stages. During runtime, the virtual stages are configured to the physical stripes that are available on the device. The implementation described in [4] features 16 physical stripes.

Multi-context techniques for both fine-grained and coarse-grained reconfigurable devices have been investigated by several researchers. DeHon [5] demonstrated that adding multi-context support to FPGAs can increase computational density. Due to the moderate contribution of the configuration memory to the total chip area, a small number of contexts can be added with reasonable impact on cost. Trimberger et al. [2] introduce a multi-context extension of the Xilinx XC4000 architecture. The proposed device holds eight contexts on-chip. The flip-flops of the device are eight times replicated and each logic cell can write to any of these flip-flops. The authors propose to use the multi-context feature for emulation of arrays of arbitrary size. The fine-grained, memory-poor architecture prefers logic emulation rather than macro-pipelining.

PACT’s XPP device [6] uses cells with a functionality similar to our model, but targets a different execution model. Data is transferred between the cells using a handshake protocol. This ensures that dataflow dependencies are met and makes the computation self-timed. Configurations are loaded on demand using a hierarchical configuration management. A configuration context is not necessarily activated for the whole device at the same point in time. For each cell, the new configuration is activated as soon as the current configuration is not used anymore. MorphoSys [7] integrates a CPU with a coarse-grained, multi-context ALU array. The device holds 32 contexts on-chip.

Our work targets a coarse-grained, multi-context reconfigurable hybrid. The main differences to related approaches are that we focus on macro-pipelining of contexts that execute for a longer time period, use FIFOs to transfer data between contexts, and couple the reconfigurable array with a CPU to form a hybrid device.
3 Architecture Model and Co-simulation

3.1 System Model

We investigate a hybrid reconfigurable device, which couples a coarse-grained reconfigurable unit closely to a CPU core. Figure 2 outlines the basic system model, which comprises the CPU core, instruction and data caches, and the reconfigurable unit (RU). The reconfigurable unit is attached to the CPU via a dedicated coprocessor interface and provides a number of coprocessor registers.

We have developed a co-simulation framework that combines a cycle-accurate CPU model with an RU model specified in VHDL and allows for cycle-accurate simulation of the whole system. Details on the design and implementation of the co-simulation framework have been published in [8].

Currently the RU does not have its own memory access port, but all data communicated to and from the RU is passed via the CPU’s register file. On the RU side, data transfers are performed via the FIFO buffers. Both FIFOs are readable and writable by the CPU as well as the RU.

The synchronization mechanism between CPU and RU is similar to the one proposed in the Garp processor [9]. The execution of the RU is started by writing the number of clock cycles the RU shall perform to the cycle count register. In every clock cycle, the cycle count register is decremented by one and stops the execution of the RU when reaching zero. By reading the cycle count register the remaining execution cycles can be determined.

3.2 CPU Model

For CPU simulation, we leverage on the SimpleScalar processor simulator [10]. SimpleScalar’s CPU model is based on a 32-bit RISC processor architecture and has a MIPS-like instruction set. The CPU core’s data and control path as well as the memory hierarchy are widely parameterizable. Thus, the CPU model can be configured to resemble a broad range of CPU architectures, from small embedded CPUs to powerful high-end CPUs.
In order to couple the RU to the CPU, we have extended SimpleScalar with a coprocessor interface. To this end, coprocessor read and write instructions have been added to the instruction set, which allow the CPU to access the coprocessor registers of the RU.

3.3 Model of the Reconfigurable Unit

The RU model comprises two FIFO buffers, the context memory, and the computation engine. Some RU characteristics are parameterizable: the data path width, the depth of the FIFO buffers, and the number of configurations the context memory holds. Another RU parameter determines whether the contexts contain state or not. An RU with context states replicates the registers in the data path in a way that each context is assigned a separate set of registers. An RU without context states provides only one register set that all contexts must share.

The context memory holds a set of configurations for the computation engine. The configuration data is written from the CPU to the RU via the configuration interface. The RU supports the download of full and partial configurations for any of the contexts. The CPU selects a context on the RU for execution by writing the number of the context to the context selection register. The context is immediately switched and the CPU can trigger the RU to run by writing the desired number of cycles to the cycle count register.

The computation engine is a $4 \times 4$ array of homogeneous, coarse-grained cells, which are connected by a 2-level network: direct interconnects between certain adjacent cells, Fig. 3(a), and horizontal buses between cell rows, Fig. 3(b). The computation engine has two input and two output ports, which are connected to the two FIFOs of the RU. Inside the computation engine, they are connected via the horizontal buses.

Figure 4 outlines the data path of a cell consisting of a fixed-point arithmetic logic unit (ALU), several multiplexers and registers. Figure 4(a) shows a cell without context state; all contexts have to share the same registers which are reset on context switches. Figure 4(b) displays a cell supporting context state. All the registers are replicated according to the number of physical contexts. This allows to preserve register values over several context switches. Alternatively, the register can also be reset on a context switch. The ALU implements the common arithmetic and logic operations (addition, subtraction, shift, OR, NOR, NOT, etc.) as well as multiplication. The control signals for the ALU and the multiplexers are part of the RU’s configuration. The configuration contains also a constant operator, which can be routed to both ALU inputs.

The configuration of the computation engine is responsible for the functionality of the cells and the routing of the data path between the cells, from the input ports to the cells, and from the cells to the output ports. Since the configuration incorporates constant cell operators, the amount of required configuration bits depends on the datapath width. Given a datapath width of 16 bit, the configuration data results in 918 bits.
Fig. 3. 2-level interconnect scheme of the computation engine: (a) direct interconnects (*highlighted connections of one cell*), and (b) horizontal buses and I/O ports (*IPx, OPx*)

Fig. 4. Data path of a cell: (a) with a *single register set* for all contexts, and (b) with a *dedicated register set* for each context. The *shaded parts* are controlled by the configuration

### 4 Case Study and Experimental Setup

#### 4.1 FIR Filter Partitioning and Mapping

As a case study, we have implemented a 56th-order FIR filter on our virtualized hardware. The filter is implemented as a cascade of eight subfilters of 7th-order. The input samples are processed in data blocks. An FIR filter implementation requires delay registers. These registers form the state of the context, which
must be saved between two executions of the same context. Depending on the capabilities of the reconfigurable array, there are two ways to achieve this:

- If all contexts of the RU share the same register set, the state must be explicitly saved and later on restored. For the filter implementation this is achieved by overlapping subsequent data blocks, which forms an execution overhead.
- If the RU provides dedicated register sets for each context the state is kept automatically. For the filter implementation, no extra cycles are needed for state handling if we can hold all logical contexts on the array.

### 4.2 System Model Setups

We have set up our system model to study the following cases: CPU only (no RU present), CPU with attached single-context RU, CPU with attached multi-context RU having 2, 4 and 8 contexts, and finally a CPU with attached 8-context RU incorporating a dedicated register set for each context.

The SimpleScalar CPU model is configured such that it resembles an embedded CPU. Table 1 lists the most important CPU parameters. In each experiment, 64K samples organized in data blocks are processed. The size of the data blocks depends on the FIFO depth available on the RU (cf. Fig. 2). We vary the depth of the FIFO buffers between 128 and 1k words.

For the coprocessor cases, a data block is written to the RU, processed sequentially by the eight FIR filter stages (the eight logical contexts), and finally read back. At the beginning, a controller task running on the CPU downloads as many contexts as fit onto the RU. If not all logical contexts fit, the contexts are loaded on demand. Each time a filter context is required that is not present, the controller performs the download by overriding always the same physical context. This is done to hold as many contexts as possible unchanged on the array with the goal to reduce the amount of reconfiguration data that has to be downloaded onto the RU.
5 Results and Discussion

Figure 5 illustrates the results of the experiments as functions of the device architecture (shown on the horizontal axis) and the FIFO buffer size. The execution time of the filter for the CPU only is 110.65 million cycles. Figure 5(a) shows the speedups relative to this computation time and Fig. 5(b) presents the CPU load. We assume a real-time system that filters blocks of data samples at a given rate. When the filter computation is moved from the CPU to the reconfigurable array, the CPU is relieved from these operations and can use this capacity for running other tasks. However, the CPU still has to transfer data to and from the FIFOs, write contexts to the RU on demand, and control the context switches. The load given in Fig. 5(b) determines the spent CPU cycles normalized to the CPU only system. We point out the following observations:

- Hardware virtualization is an extremely useful concept. We were able to run the same filter implementation on reconfigurable array models with different features without resynthesizing the application.
- Using an RU we achieve significant speedups, ranging from a factor of 2.4 for a 128 word FIFO single-context device up to a factor of 8.9 for an 8-context RU that restores context state.
- The performance of the system in terms of speedup and CPU load depends on the length of the FIFO buffers. Enlarging the FIFOs increases the performance and at the same time the filter delay. Practical applications could limit these potential gains by imposing delay constraints. For instance, a 2-context RU using a FIFO with 1k words instead of 128 words improves the speedup by a factor of 2.7, while increasing the latency by a factor of 8.
- Figure 5 shows that a multi-context array storing the context states greatly benefits our application if we can store all logical contexts. In this case, we can avoid the overlapping of data blocks. For an 8-context array with a 128 word FIFO the speedup increases by factor of 2.0. In addition, as no reconfiguration is required, the speedup becomes almost independent of the FIFO size.
- Employing a reconfigurable coprocessor not only speeds up the computation but also lowers the CPU load significantly. As Figure 5(b) displays, for a single-context RU the CPU load drops from 100% to 28.4% for a 128 word FIFO and to 6.4% for a 1k word FIFO. Increasing the number of physical contexts the load approaches the asymptotic value of 4.8%, because the CPU task reduces to data transfer and context switches.

6 Summary and Future Work

In this paper, we have discussed the concept of hardware virtualization and the use of multi-context architectures to achieve it. We have presented a co-simulation framework based on a hybrid system model consisting of a reconfigurable unit attached to a CPU. As a case study, we have mapped an FIR
Fig. 5. Performance figures in comparison to the CPU only case
filter to our virtualized hardware and run it on various architectures by cycle-
accurate simulation. The results show that hardware virtualization is a valuable
concept and that multi-context features can be successfully employed. Further
work includes:

– Implementation of application types that require more complex context se-
quences (control flow).
– Integration of a dedicated RU memory port.
– Investigation of context prediction and prefetching techniques.
– Development of an area model for the reconfigurable unit in order to quantify
the hardware overhead introduced by the multi-context features.
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A Dynamically Adaptive Switching Fabric on a Multicontext Reconfigurable Device
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Abstract. A framework of dynamically adaptive hardware mechanism on multicontext reconfigurable devices is proposed, and as an example, an adaptive switching fabric is implemented on NEC’s novel reconfigurable device DRP (Dynamically Reconfigurable Processor).

In this switch, contexts for the full crossbar and alternative hardware modules, which provide larger bandwidth but can treat only a limited pattern of packet inputs, are prepared. Using the quick context switching functionality, a context for the full crossbar is switched by alternative contexts according to the packet inputs pattern. Furthermore, if the traffic includes a lot of packets for specific destinations, a set of contexts frequently used in the traffic is gathered inside the chip like a working set stored in a cache.

4 × 4 mesh network connected with the proposed adaptive switches is simulated, and it appears that the latency between nodes is improved three times when the traffic between neighboring four nodes is dominant.

1 Introduction

Techniques on dynamically reconfigurable systems have been widely researched especially for mobile terminals whose hardware resources are strictly limited. Advanced dynamically reconfigurable systems or devices whose functions can be changed so as to adapt for surrounding conditions have been reported[3][4]. Such systems are also useful for quick delivery of an improved version of hardware which supports extended services. By further extension of such technologies, there becomes a possibility of a dynamically adaptive hardware, which modifies its structure automatically to fit the surrounding conditions.

Unfortunately, the configuration time and consuming power required for changing hardware structure of commodity reconfigurable devices are so large that the benefits of dynamically reconfiguration are lost in most cases. Thus, target applications of the dynamically adaptive hardware are mainly limited to specific functions of mobile devices.

However, recent advanced reconfigurable devices[1][2] which support quick and run-time reconfiguration can extend the target field of dynamically adaptive hardware drastically. For example, DRP (Dynamically Reconfigurable Processor)[1] developed by NEC in 2002 provides 16 hardware contexts inside the chip, and
can switch them with a clock cycle. The chip is partitioned into several regions where context switchings can be controlled independently. That is, a partial context switching is possible. Run-time reconfiguration from outside the chip to the context which is not currently used is also supported.

Here, by making the best use of such facilities, a novel framework of dynamically adaptive hardware is proposed. As a design example, a dynamically adaptive switching fabric is implemented on DRP, and the performance is evaluated.

2 Dynamically Adaptive Hardware

2.1 Concept of Dynamically Adaptive Hardware

Fig. 1A shows an execution unit of dynamically adaptive hardware proposed here. It consists of a fixed region and a multicontext reconfigurable region which switches the context with a clock. The target circuit for adaptation is implemented on the multicontext reconfigurable region, while the context switching is managed with the scheduler on the fixed region. Here, a multicontext device which provides tens of contexts inside the chip is assumed. As described later, NEC’s DRP provides sixteen contexts. The configuration data outside the chip can be loaded to currently unused context without disturbing the current available context like a virtual hardware mechanism[5].

Assuming that A is fully equipped hardware module which can execute every required function. \( A_1, A_2, \ldots, A_n \) are alternative hardware modules which can execute only a part of \( A' \)’s functions with higher speed or lower power consumption. Generally, if required functions are limited, it is not difficult to design a circuit whose performance or power consumption is better than \( A \).

When the system starts, \( A \) is executed on the multicontext region, and other specialized hardware modules \( A_j \) are held in unused contexts. Some of \( A_j \) which cannot be stored inside the chip are located in the memory outside the chip as shown in Fig. 1B. The scheduler in the fixed region inspects inputs and states of the executing logic. If the scheduler judges that another hardware module \( A_j \)
with better performance/power consumption can be used in the current situation, the context is replaced to that for $A_j$. If the situation changes and functions which $A_j$ cannot treat are required, another context $A_k$ which can treat the situation comes up. If there is no other candidates, fully equipped $A$ is used again.

If the context corresponding to $A_j$ is not inside the chip, $A$ is used until the configuration data for $A_j$ is loaded from outside the chip, and then the context is switched. The over-written context number by the configuration data from outside the chip is selected with the LRU (Least Recently Used) algorithm. The fully equipped $A$ is assigned into the context 0, and never be over-written. If there are a lot of alternative hardware modules, only frequently used candidates are loaded inside the chip like a cache mechanism of common computers. That is, the system is adopted for the frequently occurring situations. Note that the system does not stop during loading configuration data for $A_j$, since fully equipped $A$ is continuously working on the current context.

There are some open problems in this framework. First is the algorithm for selecting alternative hardware modules with limited functions $A_1, ..., A_n$. If circuits for evaluating the execution performance or power consumption can be provided in the scheduler, learning algorithms developed in the artificial intelligence can be applied. However, such a complicated scheduler will increase the chip area and power consumption. Thus, for most applications, a simple learning mechanism is useful.

The next problem is the timing of the context switching and data communication between them. This is a common problem of multicontext reconfigurable devices, and a design methodology as a solution is proposed[7]. As described later, DRP provides distributed memory modules which are shared with all contexts. Communication between contexts can be done using such shared memory modules.

If the target system consists of several components, and the target device enables partial context switching, this framework can be applied to each component independently. In general, components are often designed by using IPs (intellectual Properties). For such adaptive systems, an IP which includes a set of configurations consisting of the fully equipped $A$, other candidates $A_1, ..., A_n$, and corresponding conditions for application is desirable.

2.2 A Dynamically Adaptive Switch

As an example, a simple packet switching fabric with four inputs/outputs for system area network or parallel machines is designed. A 64bit width packet buffer which can store two full-size packets at maximum is provided to each input as shown in Fig. 2. Each link is 32bit width, and the transmission bit-late on the link is assumed to be twice as that of the clock frequency inside the chip. A flexible size packet with 256 flits at maximum is transferred in the asynchronous wormhole manner \(^1\). A header flit includes the destination and size of the packet.

\(^1\) In a real switch, the link transfer rate becomes often eight times that of inside the switch[8]. Here, from the restriction of the DRP chip, the rate is set to be double.
The input port controller including packet buffer is assigned into the fixed region, while the multicontext region is used for the switching core. Here, fully equipped $A$ for the switching core is full size ($4 \times 4$) crossbar with 32bit bandwidth shown in Fig. 3A. However, if packets arrive at only an input port, the crossbar can be replaced by a configuration with only wires as shown in Fig. 3B. We call this “0-to-1 wire” configuration, and in general, “n-to-m wire” configuration is possible for ($n < 4, m < 4$). Compared with the full size crossbar, “0-to-1 wire” configuration requires only area for wires. That is, 64bit width wires, the double width of $4 \times 4$ crossbar can be used. That is, this configuration is possibly advantageous both in the performance and power consumption.

Similarly, a combination of wires (Fig. 3C) and a small size $2 \times 2$ crossbar shown in Fig. 3D can be used when packets are arrived at two input ports. Since the area required by these configurations is small compared with the full size crossbar, double bandwidth wires (64bits) also can be used. Thus, the design shown in Fig. 3B-D can be treated as alternative hardware modules with limited functions $A_j$. 

---

**Fig. 2.** Diagram of the switching fabric

**Fig. 3.** Various Configurations for switching core
Since such alternative hardware modules can be formed for every combination of input/output, a lot of hardware modules $A_j$ can be prepared for the switching core. If the context corresponding to requested alternative hardware module is not inside the chip, it is loaded from outside chip to currently unused context memory, then replaced with the full size crossbar. If the traffic includes a lot of packets for specific destinations, a set of contexts frequently used in the traffic is gathered inside the chip like a working set stored in a cache. That is, the switch can adapt to the traffic.

3 Implementation on DRP-1

3.1 DRP Overview

DRP is a coarse-grain reconfigurable processor core, which can be integrated into ASICs and SOCs. The primitive unit of DRP Core is called ‘Tile’, and DRP Core consists of arbitrary number of Tiles. The number of Tiles can be expandable, horizontally and vertically.

The primitive modules of Tile are processing elements(PEs), State Transition Controller(STC), 2-ported memories (VMEMs: Vertical MEMories), VMEM Controller(VMCtrl) and 1-ported memories (HMEMs: Horizontal MEMories). The structure of Tile is shown in Fig. 4.

There are 8x8 PEs located in one Tile. The architecture of PE is shown in Fig. 5. It has an 8-bit ALU, an 8-bit DMU, an 8-bit x 16-word register file, and an 8-bit flip-flop. Those units are connected by programmable wires specified by instruction data. These bitwidths are ranging from 8B to 18B according to the location. PE has 16-depth instruction memories and supports multiple context operation. Its instruction pointer is delivered from STC.

STC is a programmable sequencer in which certain FSM (Finite State Machine) can be stored. STC has 64 states, and each state is associated with the
instruction pointer. FSM of STC operates synchronized with the internal clock, and generates the instruction pointer for each clock cycle according to the state. Also, STC can receive event signals from PEs to branch conditionally. The maximum number of branch is four.

As for the memory units, Tile has eight 2-ported VMEMs on right and left sides, and four 1-ported HMEMs on upper and lower boundary. The capacity of a VMEM is 8-bit×256-word, and four VMEMs can be handled as a FIFO, using VMCtrl. HMEM is single-ported, thus has large capacity compared with VMEM. It has 8-bit×8K-word entries. Contents of these memories, flip-flops, register files of PE are shared with the datapath of all the contexts.

DRP Core, consisting of several Tiles, can change its contexts every cycle by instruction pointer distribution from STCs. Also, each STC can run independently, by programming different FSMs.

DRP-1 is the prototype chip, using DRP Core with 4×2 Tiles. It is fabricated with 0.15-μm 8-metal layer CMOS processes. It consists of 8-Tile DRP Core, eight 32-bit multipliers, an external SRAM controller, a PCI interface, and 256-bit I/Os. The maximum operation frequency is 100-MHz.

3.2 Dynamically Adaptive Switch on DRP-1

A simple dynamically adaptive switching fabrics with 4-input/output shown in Fig. 3A-D is implemented on DRP-1.

In this implementation, a left four Tiles are assigned into the fixed region including input packet buffers and controllers as shown in Fig. 6a). Remaining four Tiles are used for the multicontext reconfigurable region where the various switching cores are placed. In this implementation, the logic overhead for controlling context switch is almost included in the arbiter, and the switching core is a combinatorial circuit except for the final buffer. Thus, there is almost no logic overhead for management of context switching.

ALUs and DMUs in the fixed region are almost fully used, and about a half of them are used for wiring. On the contrary, a lot of empty PEs are remained

Fig. 6. Layout and State transition on DRP-1
in dynamically reconfigurable part especially for 1 to 1 wiring (Fig. 3B and 2 × 2 crossbars (Fig. 3D).

The evaluated maximum frequency is about 32MHz independent from the configuration in the switching core, since the packet controllers in the fixed region make critical paths in the total design. However, since the transfer bandwidth of Fig. 3B, Fig. 3C and Fig. 3D is enhanced compared with the fully equipped hardware module shown in Fig. 3A), the performance can be improved by replacing the configuration.

In DRP, STC controls the context switching by a state transition in which each state is associated into a context. Unfortunately, with the restriction in DRP-1, only four states can be designated as destinations from a state.

In this implementation, sixteen states each of which is corresponding to a context are used as shown in Fig. 6b). When the switch is initialized, the state “FC” corresponding to the full crossbar is used.

The control logic in the fixed region generates a signal (input0) when a packet arrives at input port 0. Detecting the signal as an event, STC moves its state into “00” corresponding to “0-to-0-wire” configuration. During a clock for the context switching, the arbiter in the fixed region checks the packet header, and decides the destination output port. If the destination output port of the packet is 1, 2 or 3, the state moves to “01” for “0-to-1-wire”, “02” for “0-to-2-wire”, or “03” for “0-to-3-wire”, respectively. Otherwise (that is output port 0 is selected), the state “00” is used without context switching. That is, the state transition for context switching is overlapped with the arbitration sequence, and no extra cycles are required.

In this implementation, sixteen contexts are assigned into full crossbar and “n-to-m-wire” configurations, where n and m is 0,1,2 or 3 except “3-to-3-wire” configuration which cannot be included by the limitation of the contexts. That is, if the arbiter detects the destination of the packet is output port 3 in “30” state, the state moves back to “FC” where the full crossbar is used.

A virtual hardware mechanism, which enables to use a full set of configurations including “2 × 2 crossbars”, is under designing now, since it requires supporting hardware outside the chip. In this mechanism, state number is extended to hold contexts which cannot be held inside the chip. The fixed part checks whether the context is inside of the chip or not by referring the mapping table. If the context corresponding to the destination state is not inside the chip, the configuration data is loaded to unused context selected with the LRU algorithm.

4 Performance Evaluation

4.1 Evaluation Conditions

We evaluated the performance of the proposed dynamically adaptive switch with a flit level network simulator. The structure of the switching fabrics is almost the same as the implementation on the DRP shown in the previous section except with the size of switch. That is, the number of ports is extended to 5 × 5 for
forming a two dimensional mesh structure in the simulation. A port is used for connecting with a host processor and the rest ports are connected to four neighboring switches.

A virtual hardware mechanism now under development is assumed to be available in this simulation, that is, runtime configuration is triggered when the required configuration is not inside the chip. Although several ways of configurations are supported in DRP-1, the most commonly used is configuration through the PCI interface. Configuration data corresponding to PEs in all Tiles, memory modules and other interfaces is mapped into a single logical address with 20bit address and 32bit data. It can be accessed as a simple byte-addressed 32bit memory from the host, and the configuration data is transferred through PCI bus usually in the burst mode. In the current implementation, the context switching can be done at any time, but requires a clock delay. After loading the configuration, an extra clock delay is assumed for re-writing the state transition table.

The size of configuration data for dynamically reconfigurable parts (4 Tiles) is dependent on the design. Since both designs of “n-to-m wire” and “2×2 crossbar” are simple, the runtime configuration requires about 200 clock cycles in total. Other simulation parameters are shown in Table 1.

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation time</td>
<td>3,000,000 clocks</td>
</tr>
<tr>
<td>(ignore the first 50,000 clocks)</td>
<td></td>
</tr>
<tr>
<td>Topology</td>
<td>4 x 4 two dimensional mesh</td>
</tr>
<tr>
<td>Packet length</td>
<td>256 flits</td>
</tr>
<tr>
<td>Flow control</td>
<td>virtual cut-through</td>
</tr>
<tr>
<td>Routing</td>
<td>e-cube routing with a virtual channel</td>
</tr>
<tr>
<td>Traffic pattern</td>
<td>uniform/localized</td>
</tr>
</tbody>
</table>

### 4.2 Evaluation Results

Fig. 7 shows the throughput versus latency under the uniform traffic, that is, the destination of packets are randomly distributed. The line marked “full crossbar” is corresponding to the case that only fully equipped configuration (5×5 crossbar in this case) is used.

“full crossbar + n-to-m wire” uses “n-to-m wire” configurations shown in Fig. 3B. The latency is slightly improved when the traffic is not severe, but becomes worse when the traffic becomes severe. This comes from the overhead for context switching and an extra overhead after the loading configuration.

“full crossbar + 2×2 crossbar” uses 2×2 crossbar configuration shown in Fig. 3D when arriving packets are stored in two input ports. In this case, the latency is reduced independent on the traffic load. Although the possible configurations of “2×2 crossbar” increases to 100, the number of traffic patterns
which a “2×2 crossbar” can treat is four times that of “n-to-m wire”, and the performance is improved.

When a lot of scientific applications including Partial Differential Equations are executed on mesh-connected parallel machines, a large part of communication is done between neighboring four nodes. For such a condition, we used the localized traffic in which 90% of packets are to the neighboring nodes and the rest is randomly distributed. Fig. 8 shows the evaluation results under this localized traffic. In this case, both “n-to-m wire” and “2×2 crossbar” improve bandwidth as well as latency, since it does not require run-time loading of configuration. Especially, “2×2 crossbar” improves three times in latency and 9% in bandwidth.
5 Related Work and Conclusion

A framework of dynamically adaptive hardware is proposed, and as an example, a dynamically adaptive switching fabric is implemented on NEC’s multicontext device DRP.

The configuration management in the proposed mechanism is similar to virtual hardware mechanisms[5][9] with multicontext reconfigurable devices including our previous work. The cache effect of configuration data in reconfigurable devices is also discussed in [10]. However, the system never stop during loading of configuration data for $A_j$, since fully equipped $A$ is continuously working on the current context. Although the approach in dynamic hardware plugins[4] is similar to our approach in some points, their approach focuses on the functional adaptation. Researches called “evolvable hardware”[11], which combines reconfigurable logics and hardware genetic algorithm engines have been exerted. Although genetic algorithm may be useful for selection of alternative logics, the functions supported in our mechanism do not change beyond the design.
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Abstract. High speed and low cost configuration loading methods for 
a coarse grain multicontext reconfigurable device DRP(Dynamically Re- 
configurable Processor) are proposed and implemented. In these meth- 
ods, the configuration data is compressed on the host computer before 
loading, and decoded at the time of loading by circuits implemented 
on a part of logics. Unlike conventional reconfigurable device, the logic 
for decoder circuits is switched with application circuits immediately 
after loading in multicontext reconfigurable devices. Thus, the circuit 
does not use a real estate of the chip during the execution. Two com-
pression methods LZSS-ARC and Selective coding are implemented and 
evaluated. LZSS-ARC achieves better compression ratio, while Selective 
coding can work at the same frequency of the data loading.

1 Introduction

A run-time reconfigurable system, which changes its structure dynamically, has 
been widely researched especially for mobile terminals whose hardware resources 
are strictly limited. Recent advanced reconfigurable devices[2][3] which support 
quick and run-time reconfiguration can extend target fields of dynamic reconfig-
urable systems drastically. A coarse grain cell is adopted as an element in such 
devices for efficient use of the streaming applications. Some of these chips include 
multi-context functionality which provides several configuration data sets inside 
the chip, and changes them quickly.

However, even using such advanced devices, the time for loading of the con-
figuration data from outside the chip often bottlenecks the system performance 
for some dynamically reconfigurable applications. Reducing the amount of con-
figuration data with compression techniques is one of hopeful approaches to im-
prove the configuration speed. Efficient runtime decoding techniques have been 
researched for traditional FPGAs[9][10].

Unfortunately, such compression methods are not efficient for recent coarse 
grain reconfigurable devices because of the complicated cell architecture. In this 
paper, we propose and evaluate runtime decoding methods of the beforehand 
compressed configuration data for a recent multi-context reconfigurable device,
NEC’s DRP (Dynamically Reconfigurable Processor) [2]. This method enables high-speed loading of configuration data with a small overhead of the decoder hardware by making the best use of the multi-context facility.

2 Configuration Code Compression and Runtime Decoding

2.1 Code Compression Techniques for Conventional FPGAs

For the SRAM type FPGAs/CPLDs, which are now popularly in use, the size of configuration data is sometimes more than 5 Mbit and they need an msec-order time for loading. From technical point of view, it is possible to make the configuration time almost equal to that of the access time of common static RAMs. Even using such a high speed configuration circuit which can load 64 bit data at every 50 MHz clock, it takes 1.6 msec to load 5 Mbit configuration data.

Since the configuration of common FPGAs/CPLDs includes a large amount of data corresponding to unused LUT (Look Up Table)s, wires and switches, common compression techniques are efficiently applied. Several techniques are proposed for compression and decoding configuration data of common FPGAs/CPLDs [9][10]. In these methods, configuration data is prepared in a beforehand generated by certain software after place and routing. In such researches, an FPGA/CPLD assumed to provide hardware which decodes compressed configuration data and writes them into the configuration memory directly. This approach requires dedicated decoding hardware inside the FPGA chip as shown in Fig. 1, and requires a certain chip area. Thus, researches focus on the decoding circuits which enables runtime decoding with small hardware cost as possible.

Above compression algorithms for conventional FPGA with LUTs are not suitable for recent coarse grain reconfigurable devices. Table 1 shows the ratio of compressed data size to the original one when LZ77 and Huffman compression used in traditional compression methods are applied to the configuration data of two different reconfigurable devices. One is NEC’s coarse grain reconfigurable device DRP, and another is its previous version called DRL [1] which uses LUTs. It appears that they can only reduce about 30% data size, while the configuration data of LUT based device can be compressed to less than a half size of original.

![Fig. 1. FPGA with a decoder](image1)

![Fig. 2. partially multicontext reconfigurable device](image2)
Table 1. Ratio of the compressed data size (Neural Net)

<table>
<thead>
<tr>
<th></th>
<th>Coarse grain (DRP) (%)</th>
<th>LUT based device (DRL) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LZ</td>
<td>72</td>
<td>27</td>
</tr>
<tr>
<td>Huffman</td>
<td>73</td>
<td>28</td>
</tr>
</tbody>
</table>

Although a coarse grain logic element requires less configuration data size than common FPGAs with LUTs, it does not include data with a long sequence of '0's or '1's. This is the main reason why the traditional LZ or Huffman techniques are not so efficient.

2.2 Combination with a Multicontext Reconfigurable Device

On the other hand, some of recent reconfigurable devices are equipped with a multicontext facility which can be efficiently used for decoder of the compressed configuration.

Multicontext reconfigurable devices[5][11][1] can store multiple sets of configuration data. By switching the output of each configuration memory by the multiplexor, the configuration can be immediately switched. Configuration data on each configuration memory is called a context and switching them for reconfiguration by the multiplexer is called context switching. In many multicontext devices, context switching requires only a clock, the hardware structure can be changed quickly. Now, DRP, a multicontext device with sixteen contexts developed by NEC[2] is available, and Quicksilver’s ACM[3] and IPFlex’s DNA chip[4] also provide the similar facility.

For high-speed but cost effective configuration, we propose to implement decoding hardware for compressed configuration data in one or small number of the contexts. After configuration is done with the decoding hardware, the context is switched and the loaded circuit starts quickly.

Furthermore, in DRP, a partial context switching mechanism is available. In such a device, as shown in Fig. 2, it is possible to implement the decoding hardware in a partition and to rewrite the configuration data of unused contexts in other partitions. By scheduling context-rewriting in each partition, it is expected to cover up the time for configuration from outside the chip. This mechanism enables high speed run-time configuration for dynamically reconfigurable applications[6].

3 DRP and Its Configuration

3.1 DRP Overview

DRP is a coarse-grain reconfigurable processor core, which can be integrated into ASICs and SOCs. The primitive unit of DRP Core is called ‘Tile’, and DRP Core consists of arbitrary number of Tiles. The number of Tiles can be expandable, horizontally and vertically.
The primitive modules of Tile are processing elements (PEs), State Transition Controller (STC), 2-ported memories (VMEMs: Vertical MEMories), VMEM Controller (VMCtrl) and 1-ported memories (HMEMs: Horizontal MEMories). The structure of Tile is shown in Fig. 3.

There are 8x8 PEs located in one Tile. The architecture of PE is shown in Fig. 4. It has an 8-bit ALU, an 8-bit DMU, an 8-bit×16-word register file, and an 8-bit flip-flop. Those units are connected by programmable wires specified by instruction data. These bitwidths are ranging from 8B to 18B according to the location. PE has 16-depth instruction memories and supports multiple context operation. Its instruction pointer is delivered from STC.

STC is a programmable sequencer in which certain FSM (Finite State Machine) can be stored. STC has 64 states, and each state is associated with the instruction pointer. FSM of STC operates synchronized with the internal clock, and generates the instruction pointer for each clock cycle according to the state. Also, STC can receive event signals from PEs to branch conditionally. The maximum number of branch is four.

As for the memory units, Tile has eight 2-ported VMEMs on right and left sides, and four 1-ported HMEMs on upper and lower boundary. The capacity of a VMEM is 8-bit×256-word, and four VMEMs can be handled as a FIFO, using VMCtrl. HMEM is single-ported, thus has large capacity compared with VMEM. It has 8-bit×8K-word entries. Contents of these memories, flip-flops, register files of PE are shared with the datapath of all the contexts.

DRP Core, consisting of several Tiles, can change its contexts every cycle by instruction pointer distribution from STCs. Also, each STC can run independently, by programming different FSMs.

DRP-1 is the prototype chip, using DRP Core with 4×2 Tiles. It is fabricated with 0.15-um 8-metal layer CMOS processes. It consists of 8-Tile DRP Core, eight 32-bit multipliers, an external SRAM controller, a PCI interface, and 256-bit I/Os. The maximum operation frequency is 100-MHz.
3.2 DRP Configuration

Although several ways of configurations are supported in DRP-1, the most commonly used is configuration through the PCI interface. Configuration data corresponding to PEs in all Tiles, switches, memory modules and other interfaces is mapped into a single logical address with 20-bit address and 32-bit data. It can be accessed as a simple byte-addressed 32-bit memory from the host, and the configuration data is transferred through PCI bus usually in the burst mode. Although the address is not continuously used in all the 20-bit address space, uppermost 5-bit of address is the same for a long fixed sequence. That is, address can be easily compressed into 15-bit.

In the implementation shown here, a Tile is assigned for decoder circuits of compressed configuration data transferred from the PCI interface. Unfortunately, the configuration path and data path are completely separated in DRP-1, and the compressed data cannot transferred to the configuration memory. A simple bus from the output data of the Tile to the configuration path is assumed here.

4 Coding Methods and Decoder Implementation

Following properties are required for coding methods for compression of configuration data. (1) The decoding must be done quickly at the time of loading the configuration, while a complex encoding by the software is allowed. (2) The decoding must be done with small amount of hardware which can be implemented on a small part of a multicontext reconfigurable device. Methods which require large amount of buffers or logics cannot be adopted.

To satisfy the above conditions, we adopted LZSS[8] and modified it so as to fit the configuration data of DRP. This method is called LZSS with address run-length compression or LZSS-ARC. We also proposed another method which changes coding methods by switching decoding hardware based on the properties of the target context. This method is called Selective coding.

4.1 LZSS with Address Run-Length Compression

Coding Method. The LZ77 coding is a data-coding method which was proposed by J.Ziv and A.Lempel in 1977[7]. In this method, the dictionary for coding is not prepared beforehand but built dynamically while reading symbols for coding.

The sequence of symbols which is to be coded is replaced with special symbols such as (position, length), if the sequence appeared before. For example, in the sequence “ABCPQABCRS”, ABC which appeared for the second time agrees with the 3-letter symbol, five symbols preceding, and this sequence is coded as ABCPQ(5,3)RS. LZSS is modified LZ method proposed by Storer and Szymanski in 1982[8]. In LZ77, an uncoded sequence and the tag (position, length) is alternatively appears, while LZSS uses flag bits to identify the tag or uncoded sequence. That is, the above example is coded to a sequence ABCPQ53RS and flag bits 000001100, whose bits corresponding to ’53’ are set.
Address Data
5c0c0 a0    base address
5c0c1 30
5c0c2 73    +
5c0c3 30    runlength
5c0c4 30    8
5c0c5 d0    +
5c0c6 30    data sequence
5c0c7 c1 a0,30,73,30,30,d0,30,c1
50d4 26
... ...

Fig. 5. Address run-length compression

Fig. 6. LZSS-ARC decoder circuit

However, direct use of LZSS is not efficient for the configuration data of DRP, since it consists of pairs of 20bit address and 32bit data. So, we propose to apply a pre-processing before LZSS compression, and call it LZSS with address run-length compression or LZSS-ARC. In this method, byte addressing data sequence is represented with a base address, run-length and a sequence of byte data as shown in Fig. 5. In DRP-1, a byte configuration data is used for each element (ALU, DMU, flip-flop and register files) of PE, and the same configuration is used for the same functions. Thus, the ratio of coded part in the data sequence is increased as well as the data size itself is reduced with this method.

**Design of the LZSS-ARC Decoder.** At the input stage of decoder, the address run-length compression is decoded, and the sequence of data and flag are transferred to the LZSS-ARC decoder circuit.

In the process of LZSS-ARC decoding, the sequence of symbols which is already decoded is stored in the buffer, and if a special symbol appears, the symbol-sequence of its length is output from the position in the buffer. As shown in Fig. 6, the LZSS-ARC decoder consists of a controller and a symbol buffer. In DRP, Vmem modules, which is 8-bit $\times$ 256 dual-port memory, is used as a symbol buffer. The controller provides a counter for counting output symbols and a register used as a pointer of the window.

1. The flag bit indicating whether the data is encoded or not is checked.
2. If input symbol is not encoded, it is directly sent to the output.
3. If a special symbol (position, length) comes, the decoder starts operation and input is suspended. First, the length is set into the counter. Symbols in the buffer are sent to the output and the counter is decremented. At the same time, the encoded symbol itself is also added to the buffer. When the counter becomes zero, the decoding is finished, and the next symbol starts being inputed.
4. The value of the address register increases every time when a new symbol is added to the buffer. When the buffer becomes full, the address register returns to the first position, and the content of the buffer is cleared.

The total circuits are divided into four blocks: Uncoded data input, Matching position input, Matching symbol length, and Output. Each block is enough small to be assigned into a Tile, and they are implemented in four contexts in the same Tile. Since input data must be suspended during decoding operation, an FIFO is required, and another Vmem is used. Thus, this implementation requires two Vmem modules (8bit × 512 in total) and four contexts assigned into the same Tile. DRP-1 provides 16 contexts with 4 × 2 Tiles and 80 Vmem modules, that is, the decode only requires 3% of PEs and 2.5% of Vmem modules. From the critical path analysis, the maximum frequency of the decoder is 200MHz. That is, configuration data loading with 33MHz clock can be done almost without suspending.

4.2 Selective Coding

Coding Method. The loading method with LZSS-ARC decoder requires an internal clock whose frequency which is a multiple of loading data rate. So, it can only accept slow loading clock frequency due to the maximum boundary of the internal clock frequency. We propose another method which can work with the same speed of the loading rate.

As mentioned before, configuration data for DRP includes a lot of similar data patterns. Thus, the following two compression techniques are useful. In both techniques, 20bit address is compressed into 15bit, for uppermost 5bit is the same for a long fixed sequence in DRP.

- Compression directory: A dictionary which enumerates frequent appearing 32bit data pattern referred by 8bit index is generated from statistics of several DRP design examples. As shown in Fig. 7a), 32bit data is compressed into 8bit index if the pattern is included in the directory.
- Data key sorting: When a single data appears many times in the target compress data, corresponding addresses are sorted as shown in Fig. 7b). This technique can be applied with the former technique as shown in Fig. 7c).

In this method, two compression methods are selectively used for the property of the compressed target. Data to which both techniques cannot be used is transferred as it is.

Design of the Decoder for Selective Coding. We designed three decoders for compressed data with Compression directory, Data key sorting, and the combined method. The decoder for Compression directory consists of a simple controller and directory implemented with five Vmem modules. The decoder for Data key sorting is also simple, since configuration data can be written into configuration memory of DRP in any order. Nine contexts are used in total, and
5 Evaluation

5.1 Compression Ratio

The compression data size of several DRP applications with LZSS-ARC and Selective coding are shown in Table 2.

The compression ratio of LZSS-ARC is slightly better than that of Selective coding especially for encryption algorithms in which various kind of functions of DMU/ALU are used. Van del Pol uses a lot of adders, and Wavelet uses a lot of data selector. This is the reason why Selective coding is effective for such designs.

<table>
<thead>
<tr>
<th>Application</th>
<th>Config. data size</th>
<th>size with LZSS-ARC (ratio)</th>
<th>size with Selective coding (ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Net</td>
<td>78104 bit</td>
<td>36944 bit (47%)</td>
<td>41910 bit (53%)</td>
</tr>
<tr>
<td>Van del Pol</td>
<td>48080 bit</td>
<td>31888 bit (66%)</td>
<td>21544 bit (44%)</td>
</tr>
<tr>
<td>AES</td>
<td>69296 bit</td>
<td>39352 bit (56%)</td>
<td>48758 bit (70%)</td>
</tr>
<tr>
<td>DES</td>
<td>56920 bit</td>
<td>31752 bit (55%)</td>
<td>40629 bit (71%)</td>
</tr>
<tr>
<td>MD5</td>
<td>69296 bit</td>
<td>42776 bit (61%)</td>
<td>49663 bit (71%)</td>
</tr>
<tr>
<td>Wavelet</td>
<td>116720 bit</td>
<td>76440 bit (65%)</td>
<td>69349 bit (59%)</td>
</tr>
</tbody>
</table>

Table 2. Compressed data size
5.2 Loading Clock Cycles

Fig. 8 shows the required configuration time for loading configuration data, when the 33MHz PCI interface of DRP-1 is used. Note that, the loading of configuration for decoder hardware itself is not included in this figure, since it is only done at initializing the system. The required clock cycles are normalized to the case when the data is not compressed. LZSS-ARC is assumed to run at 198MHz (6 times of 33MHz), and in this case, the stall of the PCI rarely occurs. That is, LZSS-ARC achieves better performance. However, the Selective coding method allows to use the same clock frequency for both internal and loading, thus it can exploit the maximum throughput of the decoder inside. Thus, Selective coding becomes advantageous when loading frequency is increased in the future.

Here, the absolute clock cycles required for DRP configuration are compared with conventional FPGA with fine grain structure. The same circuits for DES encryption is also implemented on Xilinx’s Virtex XC2V250[11], and its configuration data is compressed with LZSS. The size of data and clock cycles for loading are shown in Table 3.

Although the compression ratio of LZSS-ARC for DRP is worse, the absolute clock cycles are much less than that of LZSS for XC2V250. That is, the configuration speed is almost 80 times of the traditional FPGA with fine grain structure.

![Fig. 8. Configuration time through PCI bus](image)

**Table 3.** Compressed data size

<table>
<thead>
<tr>
<th>Device</th>
<th>Config. data size</th>
<th>size with LZSS/LZSS-ARC (ratio)</th>
<th>Clock cycles for loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRP</td>
<td>56920 bit</td>
<td>31752 bit (55%)</td>
<td>992 cycles</td>
</tr>
<tr>
<td>XC2V250</td>
<td>1697736 bit</td>
<td>662112 bit (39%)</td>
<td>82746 cycles</td>
</tr>
</tbody>
</table>
In this evaluation, only decompression speed is considered, since the compression is done beforehand in the host PC. All compression methods described here require only a few seconds for compression on recent PCs with Pentium III, and it is negligible considering the time required for place-and-routing stage in the FPGA design.

6 Summary

Two compression methods LZSS-ARC and Selective coding suited for a coarse grain device DRP are proposed and implemented. Using these methods, about 80 times high speed configuration compared with conventional fine grain FPGA is achieved. Applications implemented on DRP sometimes use multiple contexts with similar structure. By using the similarity between contexts, another configuration compression method can be designed, and it is our future work.
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Abstract. In this paper, we propose a new mathematical DES description that allows us to achieve optimized implementations in term of ratio Throughput/Area. First, we get an unrolled DES implementation that works at data rates of 21.3 Gbps (333 MHz), using Virtex-II technology. In this design, the plaintext, the key and the mode (encryption/decryption) can be changed on a cycle-by-cycle basis with no dead cycles. In addition, we also propose sequential DES and triple-DES designs that are currently the most efficient ones in term of resources used as well as in term of throughput. Based on our DES and triple-DES results, we also set up conclusions for optimized FPGA design choices and possible improvement of cipher implementations with a modified structure description.
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1 Introduction

The rapid growth of secure transmission is a critical point nowadays. We have to exchange data securely at very high data rates. Efficient solutions, with huge data rate constraints, have to be hardware implemented and flexible in order to evolve with the permanent changes in norms. FPGA (Field Programmable Gate Arrays) implementations of the triple-Data Encryption Standard (triple-DES) efficiently meet these constraints. Triple-DES is based on three consecutive DES\(^1\). As detailed in [3, 6–8], DES is very well suited for FPGA solution. Accurately, we have first to focus our attention to achieve very fast DES designs with limited hardware resources.

Some high-speed DES hardware implementations have been published in the literature. These designs unroll the 16 DES rounds and pipeline them. Patterson

\(^1\) Without intermediate IP and IP-1 permutations.
[7] made a key-dependent data path for encryption in an FPGA which produces a bitstream of about 12 Gbps. Nevertheless, the latency to change keys is tenth of milliseconds. A DES implementation is also downloadable from FreeIP [6] and encrypts at 3.05 Gbps. Last known implementations were announced by Xilinx company in [3, 8]. They were FPGA implementations of a complete unrolled and pipelined DES encryptor/decryptor. The 16-stage and 48-stage pipelined cores could achieve data rates of, respectively, 8.4 Gbps and 12 Gbps. The 48-stage pipelined version could also produce a throughput of 15.1 Gbps on Virtex-II. It also allowed us to change the plaintext, the key and the encryption/decryption mode on a cycle-by-cycle basis.

In this paper, based on our new mathematical DES description [17], we finally get also an optimized complete unrolled and pipelined DES design that encrypts with a data rate of 21.3 Gbps with 37 cycles of latency. This design is the best currently known one in term of ratio Throughput/Area.

Concerning sequential designs, some DES and triple-DES FPGA implementations have been published in the literature. These designs encrypt or decrypt most of time every 16 cycles. In academic literature, we mainly found the paper of C. Paar [16] with a DES data rate of 402.7 Mbps. The most recent publication (October, 2001) comes from K. Gaj et al. [15]. They propose a triple-DES design with a bitstream of 91 Mbps with less resources, using Virtex1000 component. For commercial Xilinx IP cores, different DES and triple-DES implementations are also available from Helion Technology, CAST, and InSilicon [10–14]. The best triple-DES one in term of ratio Throughput/Area comes from CAST and gives a throughput of 668 Mbps on Virtex-II FPGA, using 790 slices (January, 2002).

Concerning our DES and triple-DES sequential implementations, we get designs that can encrypt or decrypt every 18 cycles. Our triple-DES design uses 604 slices and produces a throughput of 917 Mbps. This solution is the best sequential one known nowadays in term of resources used as well as in term of throughput.

Based on our DES and triple-DES results, we also set up conclusions for accurate design choices. We also mention the importance of cipher modified structure descriptions.

The paper is organized as follows: section 2 refers the Data Encryption Standard; section 3 explains our previous published new mathematical DES description; section 4 describes our unrolled and pipelined DES implementations and proposes a comparison with the previous Xilinx implementations; section 5 details our sequential DES and triple-DES implementations and also shows comparisons; our design strategies to optimize cipher FPGA implementations are explained in section 6; finally, section 7 concludes this paper.

---

2 These results were obtained with Virtex-E technology.
3 Using Virtex-II technology.
2 The DES Algorithm

In 1977, the Data Encryption Standard (DES) algorithm was adopted as a Federal Information Processing Standard for unclassified government communication. It is still largely in use. DES encrypts 64-bit blocks with a 64-bit key, of which only 56 bits are used. The other 8 bits are parity bits for each byte. The algorithm counts 16 rounds. DES is very famous and well known. For detailed information about DES algorithm, refer to the standard [5] or our preceding work [17].

3 New Mathematical DES Description

The original DES description is not optimized for FPGA implementations regarding the speed performance and the number of LUTs used. It is not an efficient way to fit as well as possible into the Virtex CLBs. In order to achieve a powerful design, we explain a new mathematical description of DES previously detailed in our work [17]. The aim is to optimize its implementations on FPGA, reducing resources used as well as the critical path of one DES round.

An FPGA is based on slices composed by two 4-bit input LUTs and two 1-bit registers. Therefore, an optimal way to reduce the LUTs use is to regroup all the logical operations to obtain a minimum number of blocks that take 4-bit input and give 1-bit output. In addition, it is important to mention that all permutation and expansion operations (typically $P$, $E$, $IP$, $IP-1$, $PC-1$ and $PC-2$) do not require additional LUTs, but only wire crossings and fanouts (pure routing).

First, we transform the round function of the enciphering computation. This transformation has no impact on the computed result of the round. Figure 1 shows a modified round representation, where we move the $E$ box and the XOR operation.

This involves the definition of a new function denoted $R$ (like reduction):

\[
R = E^{-1},
\]

\[
\forall x, R(E(x)) = x,
\]

\[
\exists y \mid E(R(y)) \neq y. \tag{1}
\]

![Fig. 1. Modified description of one DES-round.](image-url)
Now, if we change all the enciphering parts of DES with this modified round function and if we combine the $E$ and XOR block with the left XOR block of the previous round, we get the A architecture detailed in Figure 2. Another more efficient solution is to move the $R$ and XOR of the right part of the round into the left XOR operator of the next round. As a result, we obtain the B architecture shown in Figure 2.

In the B arrangement, the first and last rounds are quite different from intermediate ones. Therefore, we obtain an irregular DES description. In addition, we increase the number of E and R blocks, which will not alter the number of LUTs consumed. We also keep exactly the same number of S-boxes that is the expensive part of the architecture. Concerning the modulo two sum operators, we really decrease their number. We spare $15 \times 32$ 2-bit XORs comparing with the A architecture$^4$. We can directly conclude that this design will consume less logic than traditional implementations.

Therefore, modifying the original DES description according to the B architecture of Figure 2, we are able to significantly reduce the number of resources used. In addition, we also reduce the critical path of one round function. These transformations allow us to obtain very efficient DES FPGA implementations as detailed in the next sections.

$^4$ The design exactly counts $14 \times 48$ 4-bit XORs, $1 \times 48$ 3-bit XORs, $1 \times 48$ 2-bit XORs, $1 \times 32$ 3-bit XORs and $1 \times 32$ 2-bit XORs.
4 Our Unrolled and Pipelined DES Implementations

To be speed efficient, we propose designs that unroll the 16 DES rounds and pipeline them, based on the B mathematical description of Figure 2. In addition, we implemented solutions that allow us to change the plaintext, the key and the encryption/decryption mode on a cycle-by-cycle basis, with no dead cycle. We can achieve very high data rates of encryption/decryption.

The left part of Figure 3 illustrates how the critical path, in our solution, is hugely decreased. We only keep one S-boxes operator and one XOR function (= two LUTs + one $F5$ function + one $F6$ function)$^5$. With this solution we obtain a 1-stage pipeline per round. Due to the irregular structure of our design, we have to add an additional stage in the first round. To be speed efficient for implementation constraints, we also put a 2-stage pipeline respectively in the input and in the output. This approach allows an additional degree of freedom for the place and route tool. As mentioned in the figure, first and last registers are packed into IOBs. Therefore, we obtain a 21-stage pipeline.

In the right part of Figure 3, we put an extra pipelined stage in each round in order to limit the critical path to only one S-box. As a consequence, we finally get a 37-stage pipeline. Table 1 shows our 21-stage and 37-stage pipelined results.

Comparing to the preceding efficient Xilinx implementations [3, 8], our 21-stage gives better results in terms of speed and logical resources. Nevertheless, it is quite more registers consuming. For the 37-stage pipeline, we use less LUTs again. We also reduce the registers needed. This is due to the fact that we only have a 2-stage pipeline per round. In addition, this design uses shift registers for the key schedule calculation. In Virtex FPGAs, $SRL16$ blocks can directly

---

$^5$ $E$ and $R$ operators do not increase the critical path.
implement a 16-bit shift register into one LUT. This design uses 484 extra LUTs for the key schedule calculation\(^6\).

The reason why we have a better speed result for the 37-stage pipeline is quite strange. Obviously, in their design, they do not put registers into IOBs and an additional pipelined stage before and after encryption. Without such registers, the critical path is in the input and output paths.

In addition, after checking and simulating their available source code on the web, we found two errors. First, they forgot to put a 1-stage pipeline after the XOR between key and \(R\) part. Actually, Xilinx implemented this 1-stage pipeline but they sent the XOR directly between key and \(R\) part into S-boxes, instead of the corresponding registered value. They also forgot to register the key just before the XOR function. Therefore, their critical path is quite longer. Finally, their solutions do not implement a correct DES that can encrypt every cycle.

To conclude, we propose two efficient and different solutions in terms of space and data rate. Depending on environment constraints, we really believe that one of the two designs should be well appropriate. Especially for high ratio \(\text{Throughput/Area}\), the 37-stage pipelined solution is very efficient in terms of speed and slices used. Table 2 compares ratio \(\text{Throughput/Area}\) between 48-stage Xilinx implementation [3, 8] and our 37-stage implementation. We directly see the significative improvement.

\[\text{Table 1. Final results of our pipelined implementations.}\]

<table>
<thead>
<tr>
<th>Pipeline</th>
<th>Xil. 16-stage</th>
<th>Xil. 48-stage</th>
<th>Our 21-stage</th>
<th>Our 37-stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUTs used</td>
<td>4216</td>
<td>4216</td>
<td>3775</td>
<td>3775</td>
</tr>
<tr>
<td>Registers used</td>
<td>1943</td>
<td>5573</td>
<td>2904</td>
<td>4387</td>
</tr>
<tr>
<td>Frequency in XCV300-6</td>
<td>100 MHz</td>
<td>158 MHz</td>
<td>127 MHz</td>
<td>175 MHz</td>
</tr>
<tr>
<td>Data rate in XCV300-6</td>
<td>6.4 Gbps</td>
<td>10.1 Gbps</td>
<td>8.1 Gbps</td>
<td>11.2 Gbps</td>
</tr>
<tr>
<td>Frequency in XCV300E-6</td>
<td>132 MHz</td>
<td>189 MHz</td>
<td>176 MHz</td>
<td>258 MHz</td>
</tr>
<tr>
<td>Data rate in XCV300E-6</td>
<td>8.4 Gbps</td>
<td>12.0 Gbps</td>
<td>11.2 Gbps</td>
<td>16.5 Gbps</td>
</tr>
<tr>
<td>Frequency in XC2V1000-5</td>
<td>/</td>
<td>237 MHz</td>
<td>227 MHz</td>
<td>333 MHz</td>
</tr>
<tr>
<td>Data rate in XC2V1000-5</td>
<td>/</td>
<td>15.1 Gbps</td>
<td>14.5 Gbps</td>
<td>21.3 Gbps</td>
</tr>
</tbody>
</table>

\[\text{Table 2. Comparisons with Xilinx implementation on Virtex-II-5}\]

<table>
<thead>
<tr>
<th>DES Version</th>
<th>Xil. 48-stage</th>
<th>Our 37-stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices used</td>
<td>3900</td>
<td>2965</td>
</tr>
<tr>
<td>Data rate</td>
<td>15.1 Gbps</td>
<td>21.3 Gbps</td>
</tr>
<tr>
<td>Throughput/Area (Mbps/slices)</td>
<td>3.87</td>
<td>7.18</td>
</tr>
</tbody>
</table>

\(^6\) Estimation of the corresponding Xilinx implementation gives the use of about 900 LUTs for shift registers. No accurate values are given in [3, 8].
Our Sequential DES and Triple-DES Implementations

To be space efficient, we propose one DES and triple-DES sequential design, based on the B mathematical description of Figure 2. Instead of keeping a critical path of one LUT (as the best one of our pipelined designs), we prefer to limit the critical path to two LUTs (+ one $F_5$ function + one $F_6$ function). Indeed, if we limit the critical path to one LUT, we will encounter some critical problems with the routing part of the control signals. For example, to select the input data of a round with MUX functions, we will need 64 identical control signals. An unique signal will be generated with the control part. Then, this signal will be extended to all MUX operators. The propagation delay, of this high fanout signal, will approximatively correspond to one LUT delay. Therefore, we will have an critical path of about two LUTs. So, our sequential DES and triple-DES are designed to have a critical path of two LUTs.

First, we obtain one DES design that encrypts/decrypts, with possible different keys, every 18 cycles with no dead cycles. Our solution proposes almost the same interface as commercial cores [10, 12, 14]. Indeed, they propose modules with 16 cycles for encryption/decryption. Nevertheless, we get better throughput because of higher work frequency.

Figure 4 explains the key scheduling part for the computation of $K_1$ and $K_2$, needed in the data path. The selection of the input key is carried out with XOR operations. To control the correct functionality, all registers have to be cleared in the right cycles. The $\text{reset\_regKIN}$ and $\text{reset\_K1}$ signals ensure this constraint.

As shown on the B scheme of Figure 2, due to the irregular new DES description, we also need additional XOR operators in the first and last round. To carry out these operations, we use the data path part where we clear the output regis-
ters of S-boxes, in the first and 18th cycles. This is done using the reset Sboxes signal. If we decide to spare these XOR operators, we loose 2 cycles for the encryption/decryption. This is why we get a 18-cycle encryptor/decryptor.

In addition, we mainly focus our attention to maximize the utilization of resources in a slice. For example, we prefer to register the S-boxes outputs instead of other signals because it does not consume additional slices. If we do not this, using these slice registers for other signals will not allowed. Therefore, we will waste these registers. To manage all the signals, we develop a control unit that produces registered signals.

On the other hand, we also obtain one triple-DES design that encrypts/decrypts, with possible different keys, every 18 cycles with no dead cycles. This circuit is obtained using three of our DES sequential implementations. Our solution proposes almost the same interface as commercial cores [10, 11, 13]. Indeed, they mainly propose modules with 16 cycles for encryption/decryption. Nevertheless, we get better throughput because of higher work frequency.

Table 3 summarizes our result for DES and triple-DES sequential designs. In table 4 and 5, we compare our sequential DES and triple-DES with other existing implementations, in term of ratio Throughput/Area.

<table>
<thead>
<tr>
<th>Sequential</th>
<th>DES</th>
<th>triple-DES</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUTs used</td>
<td>365</td>
<td>1103</td>
</tr>
<tr>
<td>Registers used</td>
<td>202</td>
<td>672</td>
</tr>
<tr>
<td>Slices used</td>
<td>189</td>
<td>604</td>
</tr>
<tr>
<td>Latency (cycles)</td>
<td>20</td>
<td>58</td>
</tr>
<tr>
<td>Output every (cycles)</td>
<td>1/18</td>
<td>1/18</td>
</tr>
<tr>
<td>Freq. in XC300-6</td>
<td>176 MHz</td>
<td>165 MHz</td>
</tr>
<tr>
<td>Freq. in XC2V1000-5</td>
<td>274 MHz</td>
<td>258 MHz</td>
</tr>
</tbody>
</table>

Table 4. Comparisons with other sequential DES implementations on Virtex-II -5.

<table>
<thead>
<tr>
<th>Sequential DES</th>
<th>CAST</th>
<th>Helion</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices used</td>
<td>238</td>
<td>≃ 450</td>
<td>189</td>
</tr>
<tr>
<td>Throughput (Mbps)</td>
<td>816</td>
<td>640</td>
<td>974</td>
</tr>
<tr>
<td>Throughput/Area (Mbps/slices)</td>
<td>3.43</td>
<td>1.42</td>
<td>5.15</td>
</tr>
</tbody>
</table>

Table 5. Comparisons with other sequential triple-DES implementations on Virtex-II-5.

<table>
<thead>
<tr>
<th>Sequential 3-DES</th>
<th>CAST</th>
<th>Gaj et al.</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices used</td>
<td>790</td>
<td>614</td>
<td>604</td>
</tr>
<tr>
<td>Throughput (Mbps)</td>
<td>668</td>
<td>91 (XC1000)</td>
<td>917</td>
</tr>
<tr>
<td>Throughput/Area (Mbps/slices)</td>
<td>0.85</td>
<td>0.15</td>
<td>1.51</td>
</tr>
</tbody>
</table>
6 Design Strategies
to Optimize Cipher FPGA Implementations

FPGAs allow computing in parallel with high work frequencies. Nevertheless, wrong uses of their CLB structure can dramatically increase the speed efficiency as well as the resources used. Accurate slice mapping will permit to get fast and compact designs.

In this section, we set up conclusions for accurate cipher FPGA designs. Our conclusions are directly based on our DES and triple-DES implementations. We also mention the possible improvement of cipher implementations with a modified structure description. We propose systematic design rules to achieve very fast and compact cipher FPGA implementations, depending on the environment constraints. The following methodology is proposed:

1. Analyze and Modify the Mathematical Cipher Description:
   Most block ciphers have a regular structure with a number of identical repeated round functions, depending on different subkeys. Subkeys are also generated using a number of identical repeated keyround functions. This regular and repeated round structure allows achieving efficient FPGA designs. Regular cipher structures permit very suitable sequential designs. Nevertheless, original cipher descriptions are not always optimized regarding the speed performance and number of slices used. An FPGA is based on slices composed by two 4-bit input LUTs and two 1-bit registers. Therefore, an optimal way to reduce the LUTs used is to regroup all the logical operations to obtain a minimum number of blocks that take 4-bit input and give 1-bit output.

   Therefore, the aim of this step is to reduce the number of LUTs used as much as possible, modifying the structure description without changing the mathematical functionality. The following methodology has to be applied:
   (a) In round and keyround descriptions, try to move and/or inverse and/or merge blocks as well as possible.
   (b) Ignore round and keyround descriptions, and try to regroup blocks from different rounds. Try to keep a regular structure as much as possible for sequential designs.

   If no improvements are possible, go to the next point.

2. Choose Your Design Based on Data Rate Constraints:
   Depending on the data rate constraints, adopt one of the following designs:
   (a) For more than ± 10 Gbps constraints, choose a complete unrolled and pipelined implementation.
   (b) For less than ± 1 Gbps constraints, choose a sequential design.
   (c) For other data rate constraints, choose an uncomplete unrolled and pipelined design or multiple sequential designs.

---

7 For Virtex technologies.
8 Sometimes 5-bit input.
3. Fit as Well as Possible into CLB Slices:

(a) **For a complete unrolled and pipelined design**, it is important to achieve huge data rates. Therefore, we will adopt designs where we limit the critical path inside one slice (one LUT + one $F5$ function + one $F6$ function at most). Left part of Figure 6 shows some typical slice uses for one slice critical path designs.

(b) **For sequential design**, it is important to achieve compact design. Due to control signals, it is better to limit the critical path to two LUTs (+ one $F5$ function + one $F6$ function). Indeed, if we limit the critical path to one LUT, we will encounter some critical problems with the routing part of the control signals. For example, to select the input data of a round with MUX functions, we will need $\beta^9$ identical control signals. A unique signal will be generated with the control part. Then, this signal will be extended to all MUX operators. The propagation delay of this high fanout signal will approximatively correspond to one or more LUT delay.

Therefore, we recommend to limit the control signals to one LUT and routing. The routing part generates additional delays. With an average 60-fanout signal, the delay corresponds to more and less one LUT delay. For the data path part, if we do not use fanout more than three, we can limit the critical path to two LUTs. Figure 5 summarizes our advices.

Figure 6 shows some typical slice uses for two slice critical path designs. We show how to use slice flip flops to register input signals. Figure 6 does not illustrate all the slice configuration possibilities. It is again important to mention that we need to describe the VHDL code at a slice level in order to avoid bad slice mapping and extra slice uses.

(c) **For an uncomplete unrolled and pipelined design or multiple sequential designs**, previous advices are always valid depending on the pipelined or sequential choice.

\[\text{Typically } \beta \text{ equals } 64, 128 \text{ or } 256.\]

---

**Fig. 5.** Recommended architecture for sequential designs.
4. **Deal with Input and Output Buffers:**

To achieve good frequency results, input and output registers have to be packed into IOBs. In addition, we also recommend to put one more register stage in the input and output paths. This approach allows an additional degree of freedom for the place and route tool.

The previous explained rules set up a methodology to implement cipher algorithms. We do not affirm that this methodology is the most optimized systematic method. Nevertheless, it gives efficient results for DES and triple-DES algorithms.

---

**Fig. 6.** Slice uses for different designs.
7 Conclusion

We propose a new mathematical DES description that allows us to achieve optimized FPGA implementations. We get one complete unrolled and pipelined DES, and sequential DES and trippe-DES implementations. Finally, we get the best DES and triple-DES FPGA implementations known nowadays in term of ratio \( \text{Throughput/Area} \). The fastest DES gives a data rate of 21.3 Gbps (333 MHz). In this design, the plaintext, the key and the mode (encryption or decryption) can be changed on a cycle-by-cycle basis with no dead cycles. Our sequential triple-DES computes ciphertexts every \( \frac{1}{18} \) cycle and produces a data rate of 917 Mbps, using 604 slices.

Based on our DES and triple-DES results, we also set up conclusions for optimized cipher FPGA designs. We recommend to modify the mathematical cipher description. Depending on our data rate constraints, we advice to choose unrolled and pipelined designs or sequential designs. We also show how to fit in slices as well as possible and how to deal efficiently with input and output buffers.
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Abstract. This paper shows that partial reconfiguration can notably improve the area and throughput of symmetric cryptographic algorithms implemented in FPGAs. In most applications the keys are fixed during a cipher session, so that several blocks, like module adders or multipliers, can be substituted for their constant-operand equivalents. These counterparts not only are faster, but also use significantly less resources. In this approach, the changes in the key are performed through a partial reconfiguration that modifies the constants. The International Data Encryption Algorithm (IDEA) has been selected as a case-study, and JBits has been chosen as the tool for performing the partial reconfiguration. The implementation occupies an 87% of a Virtex XCV600 and achieves a throughput of 8.3 GBits/sec.

1 Introduction

Most operations in the IDEA algorithm [1-4] involve data coming from both the plaintext and the key. This is not a peculiarity of IDEA: most symmetric algorithms work in the same way, like DES [5,6] and Rijndael [7]. Thus, if the key were fixed, then a major portion of the algorithm operations will be by constant. This looks very appealing, as it will imply a benefit in both area and performance. It is widely known that the operations by constant not only are faster, but also occupy less area [8,9].

Unfortunately, a ciphering hardware that has a fixed key does not make too much sense, because it would offer a poor security. However, the key remains constant during the ciphering sessions, which are relatively long periods. For example, in a Virtual Private Network connection, once the encryption key has been negotiated, it is maintained during all the session. Then, in an FPGA environment, one could think of using a fixed-key hardware that would be reconfigured each time the key changes. This will be the optimal solution, because it will take advantage of the benefits of a constant-key hardware, but anyway the key can be changed by the user. This is right as long as the reconfiguration is fast enough not to stop the ciphering for an unacceptable amount of time. Therefore, the hardware should be designed in such a way that
the key can be modified just by altering the contents of a few LUTs, so the changes can be done fast and easily. This approach has been followed in this paper, using JBits for performing the reconfiguration. As it is detailed in the results, it provides a significant improvement in both area and performance when compared to a conventional (variable key) solution.

2 The IDEA Algorithm

IDEA is a symmetric algorithm [1-4], that is, the same key is used for both encryption and decryption. IDEA encrypts 64-bit blocks with a 128-bit key, using three simple operations: or-exclusive, module $2^{16}$ addition and module $2^{16}+1$ multiplication.

As it can be seen in Fig.1, the input data passes through 8 similar stages, called rounds, and there is a last one, called output transformation. The only difference in the rounds is the 16-bit subkeys, noted in the figure as $Z_i$. The first 8 subkeys are
obtained directly from the original 128-bit key. Then, this key is rotated 25 times to
the left to obtain the second set of 8 subkeys, and so on, till all the 52 subkeys are
created. That is, six subkeys per stage plus four subkeys for the last transformation.
This process needs to be done only when the key is changed. Finally, the only dif-
ference between encryption and decryption is the subkey generation; the same datapath
depicted in Fig. 1 is used for both actions.

3 Design Methodology

The approach taken in this paper for implementing IDEA is replacing all the opera-
tional units involving the key with its constant-operand equivalents; as Fig. 1 shows,
these units are the module $2^{16}$ addition and the module $2^{16}+1$ multiplication. The ben-
efits from this methodology come from two sides. First, as it was stated in the
introduction, arithmetic or logic operators by constant are faster and occupy less area,
and this is especially true in FPGAs. And second, the subkey generation hardware is
eliminated [4,10], because this operation is done in an associated microprocessor
which calculates the new constants and reconfigures the FPGA.

For this methodology to be useful, the modifications to be done in the circuit when
the key is changed must be easy to perform. This certainly implies that the changes
will involve only the contents of the LUTs that build up the operators. Changing the
routing or adding new hardware is a complex task, and few tools support it. Another
advantage of limiting the changes to the LUT contents is that the circuit can be cre-
ated using the traditional tools; in this case, it was created using VHDL. The only
aspect that has to be taken into consideration is that the constant-operand module
adders and multipliers must be designed in such a way that they can be changed only
by reconfiguring a few LUTs.

Thus, the operation of the circuit can be summarized as follows. First, the FPGA is
loaded with the IDEA using an initial session key. When the key has to be changed,
an associated microprocessor calculates all the subkeys and the new LUT values, and
sends the new configuration to the FPGA. Here, this process has been done using
JBits, but any other tool could have been used, or even the bitstream could have di-
rectly been altered, using the information provided by Xilinx [11]. The need of a
microprocessor might appear as a drawback. But nowadays, nearly all systems in-
clude at least one. It may even be embedded on the FPGA, so no additional devices
would be needed. Moreover, as the complexity of the subkey generation and the re-
configuration is very low, a little overhead will be imposed to the existing microproc-
essor.

3.1 JBits

Basically, JBits [12,13] is a Java API (application program interface) that allows the
designer to describe digital circuits using Java. Currently, it is available only for
Virtex FPGAs. The main advantage of JBits is that the designs can be parameterised
at run-time. That is, the circuit is generated by running a Java program, which at run-time takes the decisions in order to adapt the generated circuit to the current circumstances: area available, device present... This methodology is called run-time parameterizable (RTP) cores [14].

Another advantage of JBits, closely related to the previous one, is its support for partial reconfiguration [15]. The interface for handling it is straightforward; only a few lines of code are necessary to load a new bitstream and reconfigure the FPGA. JBits automatically infers the differences between the current bitstream and the new one, and only reconfigures the frames that have changed. That is the main reason why JBits has been selected in this paper.

3.2 Addition Module 2

In this case there is not a significant improvement regarding the non-constant operand version. Only the register needed for storing the subkey is saved. The interest of the proposed solution is to give an example of how to avoid undesirable optimizations that could be carried out by the synthesis tool.

The basic block of a generic n-bit adder is a two bits adder with 1 bit carry. A structural description in VHDL using the primitives of the Virtex slice was developed. In this implementation the XOR operation to add the two input bits is mapped into a 2 input LUT.

The version with a constant-operand is obtained by transforming the previous LUT into an 1 input LUT. The LUT operation inverts the input when the bit of the constant is 1 or it transfers the input to the output when the bit of the constant is zero. As the value of the constant may be modified at execution time by partial reconfiguration, this LUT should be configured by default like an inverter, avoiding undesirable optimization, and later proceed to change its functionality by means of JBits, like it is shown in the following code:

```java
int[] f_zero = Expr.F_LUT(~F1);
int[] f_one = Expr.F_LUT(F1);

if(((constant >> bit)&0x1) == 0)
    jbits.set(row,column,LUT.SLICE0_F,f_zero);
else
    jbits.set(row,column,LUT.SLICE0_F,f_one);
```

3.3 Multiplier Module 2

A constant (k) coefficient multiplier (KCM) [8,9] has been considered because its size and layout are independent of the constant encoded within it, and the mechanism for implementing the multiplication is contained in look-up tables. The block diagram of a 16-bit KCM multiplier is shown in figure 2.
Fig. 2. A 16-bit KCM Multiplier.

The 16-bit version of a KCM holds 4 copies of the constant (k) multiplication table, each of which contains 16 entries. In a KCM implemented in Virtex, when multiplying an n-bit operand by a constant, n/4 copies of the multiplication table are required (because the LUTs have 4 inputs). Each group of n/4 bits of the operand is used to address a table, and the partial products thus obtained are added to get the product. This KCM multiplier is between 3 and 3.8 [8] times smaller than a generic one.

It can be seen in figure 2 that the overall structure of the KCM is independent of the constant encoded within it. Only the contents of the look-up tables vary, and therefore they have to be reconfigured when the constant is changed. A first approach would be implementing these memories as LUT ROMs. However, there is a potential problem: the place and route tool might swap the address lines to simplify the routing. This can be solved by using the SRL16 primitive [9] instead of a ROM. This primitive corresponds to a shift register, not to a memory. But if the write enable is tied low, and the contents of the register are initialized correctly, it works in the same way as memory. But, as it is not strictly a memory, the routing tool can not swap the input lines.

The calculation of the module $2^n + 1$ is based in the Low-High algorithm:

```c
uint16 modmult(uint16 operand) {
    word32 p;
    uint16 c, d;

    if(k) {
        if(operand) {
            p = (word32)k * operand;
            c = low16(p);
            d = p >> 16;
            return c - d + (c < d);
        }
        else return 1 - k;
    } else return 1 - operand;
}
```
An adaptation of this algorithm for reconfigurable hardware is shown in figure 3. As it can be seen in Fig. 3A, the output carry of the ‘c-d’ subtraction is used to perform the ‘c<d’ comparison.

An output selector (Fig. 3B) using LUT reconfiguration has implemented the multiple-choice selection in the Low-High algorithm. At configuration time, there are two possibilities to be considered according to the constant value. When the constant is zero the LUT works as a buffer that translate their input F4 to the output. In this case the LUT input F4 is connected to the result of the (1-Operand) subtraction.

Otherwise, with a non-zero constant, the (1-K) value are hardwired into the LUT and also, the LUT is configured as a multiplexer. When the operand is zero the output is (1-K), otherwise the value of the KCM_mod block connected to the input LUT (F2).

This design also presents the problem that the LUT inputs might be swapped by the routing tool, and it should be implemented using SRL16 components.

The JBits code for this reconfigurable output selector is the following:

```c
int aux = (1-constant)&0xFFFF;
int[] f_operand = Expr.F_LUT("~F4");
int[] f_function1 = Expr.F_LUT("(~(~F3 | (F3 & F2))");
int[] f_function0 = Expr.F_LUT("(~(F3 & F2))");

if(constant == 0)
  jbits.set(row,column,LUT.SLICE0_F,f_operand);
else if(((aux >> bit)&0x1) == 0)
  jbits.set(row,column,LUT.SLICE0_F,f_function0);
else
  jbits.set(row,column,LUT.SLICE0_F,f_function1);
```
3.4 Relative Location Constrains

In order to reconfigure a component, JBits must know where it is located inside the FPGA. Using placement attributes in the VHDL code, and particularly, LOC and RLOC, this problem is resolved completely or partially. LOC establishes the fixed position of each component, so it is possible to know a-priori where they are found, but it is a hard constraint for the place&route tool. RLOC is a soft constraint, because it permits the user to give a relative position between the basic elements of each component. Then, the tool can choose the component position. Generally, better results are obtained because RLOC is more flexible than LOC attribute. The drawback is that, after the implementation, the reports have to be examined to find the position of the different components to reconfigure.

These relative location attributes are a slice level constrains. If the two LUTs of the slice are used, the BEL attribute indicates which element goes in the F LUT and which one in the G LUT.

All reconfigurable components have been relatively placed in columns using RLOC. This location constrain decreases the number of frames that are necessary to reconfigure during the process, therefore minimizing the reconfiguration time.

4 Pipelined Algorithm

Pipelining is necessary to increase the throughput. In the IDEA case it is straightforward, because if Electronic CodeBook (ECB) chaining mode of operation is employed, the datapath has no feedbacks (Fig. 1). In a first approach, the segmentation registers will be added after every basic operation. Then, the clock period will be limited by the delay of the most complex operator, the module $2^{16}+1$ multiplier. But the throughput attainable using this degree of pipelining is fairly poor, because of the complexity of the multiplier. Thus, in the final design the multiplier has been pipelined again.

The only drawback of pipelining ECB-mode IDEA is that it causes a large area increment because has many nets which cross the segmentation boundaries. In FPGAs, pipelining after a logic operator does not generally cause an area increment, because there are as many LUTs as flip-flops. But if the pipelining crosses a net, the flip-flops have to be obtained from new CLBs, which probably will have their LUTs unused.

4.1 Pipelined Module $2^{16}+1$ Multiplier

The module multiplier is the most complex component of IDEA, having a significantly greater delay than the other operations. In order to reduce this delay, it has been segmented in 4 stages. The first three stages correspond to the pipelining of the KCM multiplier, adding registers after the 16x20 memories and the two adder stages (Fig. 4A). This segmentation affects directly to the rest of the module $2^{16}+1$ multiplier, so it is necessary to spread it to the other blocks (Fig. 4B). A fourth stage is
added before the adder generating KCM_mod. Finally, another segmentation stage is added after the multiplier (Fig. 4C).

4.2 Final Design for the Pipelined IDEA

The final design of the IDEA algorithm uses 19 pipelined stages per round and 6 pipelined stages for the output transformation. It implies a total of (8x19)+6 = 158 pipelined stages. So 158 clock cycles are necessary for a 64-bit input plaintext block to arrive at the output. This latency is very high for applications that encrypt/decrypt small quantities of data, but usually the cryptographic algorithms work on a stream of bytes, so it represents no problem.

5 Results

The fully pipelined IDEA algorithm uses only an 87% of a XCV600 and works at 131 MHz, obtaining a remarkable throughput of 8.3 GBits/sec. This result is compared in table 1 with several implementations. By comparing with the alternative pipelined at
module multiplier level [16], this implementation shows an area reduction of 18%, while the throughput is five times better. The best FPGA implementation of IDEA that has been referenced [2] has a throughput of 6.8 GBits/sec. This throughput has been improved in the results obtained in this paper, and the area used is smaller, nearly 33% less. The implementation presented in [4] also uses reconfiguration, but it is not comparable with the solution offered in this paper, because it is not a fully unrolled implementation of IDEA.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Slices</th>
<th>Device</th>
<th>Frequency</th>
<th>Throughput</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>This paper</td>
<td>6078</td>
<td>XCV600-6</td>
<td>87%</td>
<td>131.1 MHz</td>
<td>8.3 GBits/sec</td>
</tr>
<tr>
<td>Deeply Pipelined [2]</td>
<td>9052</td>
<td>XCV1000-6</td>
<td>73%</td>
<td>105.9 MHz</td>
<td>6.8 GBits/sec</td>
</tr>
<tr>
<td>Cheung et al. [4]</td>
<td>2444</td>
<td>XCV300-6</td>
<td>79%</td>
<td>82 MHz</td>
<td>1.2 GBits/sec</td>
</tr>
<tr>
<td>2 round cores</td>
<td></td>
<td>XCV1000-6</td>
<td>60%</td>
<td>24.5 MHz</td>
<td>1.5 GBits/sec</td>
</tr>
<tr>
<td>Pipelined [16]</td>
<td>7410</td>
<td>XCV1000-6</td>
<td>55%</td>
<td>1.4 MHz</td>
<td>0.8 GBits/sec</td>
</tr>
<tr>
<td>Combinational [16]</td>
<td>6863</td>
<td>XCV1000-6</td>
<td>55%</td>
<td>1.4 MHz</td>
<td>0.8 GBits/sec</td>
</tr>
</tbody>
</table>

6 Conclusions

The results show that using key replacement through partial reconfiguration can significantly improve the throughput and area of FPGA implementations of cryptographic algorithms. The selected case-study, fully unrolled IDEA implementation, using other design methodologies had to be implemented on a XCV1000 [2,16]. But if this approach is employed, it fits in a XCV600 because it saves a 33% in area. This method not only provides area savings: the throughput is improved by 23% in comparison to the deeply pipelined solution. The area comparison is not so favourable in less pipelined implementations (only 18% less), but in this case the throughput is much higher, more than 500%. Although the key can only be changed using reconfiguration, this can not considered a problem, because the keys remain constant during the ciphering sessions, and the partial reconfiguration can be performed very fast, in less than 4 ms for the example used in this paper. Finally, the design was made with the standard design tools and VHDL. By employing a set of techniques which have been described in this paper, the encryption key can be changed by altering the contents of only a few LUTs. This has successfully been done using JBits.
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Abstract. The combination of traditional microprocessors and Field Programmable Gate Arrays (FPGAs) is developing as a future platform for intensive computational computing, combining the best aspects of traditional microprocessor front-end development with the reconfigurability of FPGAs for computation-intensive problems. Several prototype PC-FPGA machines have demonstrated significant speedups compared to standalone PC workstations for computationally intensive problems. Cryptographic applications are a clear candidate for this type of platform, due to their computational intensity and long operand lengths. In this paper, we demonstrate an efficient implementation of IDEA encryption, using two of the leading reconfigurable computers available, SRC Computers’ SRC-6E and Star Bridge Systems’ HC-36. We compare the hardware architecture and programming model of these reconfigurable computers, and the implementation of a common IDEA encryption architecture in both platforms. Detailed analyses of FPGA resource utilization for both systems, data transfer and reconfiguration overheads for the SRC system, and a comparison between SRC and a public domain software implementation are given in the paper.

1 Introduction

The need for faster computational processing methods has grown along with the desire to process large amounts of data in shorter periods of time. Approaches to this problem have typically involved microprocessor-based solution, utilizing concurrent processing with multiple processors within a single machine or in a cluster of workstations over a network. Since their introduction, FPGAs have emerged as a low cost complement to traditional microprocessor software and hardware solutions for computationally intensive applications, due to their hardware reconfigurability [1].

Several workstation-based FPGA systems are available today for commercial applications. These “reconfigurable computers” make use of workstation microprocessor(s) for front-end processing, and provide one or more FPGAs for computations less suited for a microprocessor. The choice of how a design can be divided between a microprocessor and an FPGA depends on the development
environment available for the system. In this paper, we explore the efficient implementation of pipelined IDEA encryption within two such available reconfigurable computers: the SRC-6E from SRC Computers, and the HC-36 from Star Bridge Systems. This paper discusses the hardware architectures and development tools of both systems in detail, and provides FPGA timing and utilization results for both systems. A summary including the state of development of both systems is also presented.

2 FPGAs and Reconfigurable Computing

An FPGA is a regular structure of basic modules called Configurable Logic Blocks (CLBs), which can be interconnected to provide hardware implementations of algorithms required by a designer. FPGA interconnects between modules are under the designer’s complete control [2]. The FPGAs used in both the SRC and Star Bridge systems are the Xilinx Virtex II 6000 series, which have a capacity of six million system gates, and provides dedicated logic for fast carry propagation for addition operations, multipliers that handle operand sizes up to 18 bits, and block RAMs for local memory access. FPGAs are reconfigurable, meaning that the FPGA device can be configured to carry out a specific function, and can be reconfigured to carry out a different function at a later time.

The term “reconfigurable computing” is used to describe a combination of microprocessor systems with FPGAs to provide a reconfigurable hardware environment. Both the SRC and Star Bridge systems are examples of reconfigurable computing platforms. Reconfigurable computers offer benefits over microprocessor-based hardware solutions because FPGAs can more easily exploit computational precision and operand sizes required by the design, and can implement operation pipelining and parallelism specific to the needs of the application being developed. Microprocessor instruction sets have fixed operand lengths that may not match
operand sizes specific to the design, and the implementation of algorithms typically involves multiple-instruction executions for one algorithmic operation. In addition, much of the microprocessor’s capability is unutilized, since a general-purpose microprocessor is designed to implement a wide variety of operations specific to a workstation computing environment, whereas most design requirements for cryptographic systems only use a subset of the full capabilities of a microprocessor. All of the resources of an FPGA can be dedicated to the needs of a design, which provides a more efficient implementation versus a single or multi-processor-based design solution.

3 The SRC-6E

3.1 SRC-6E Hardware Overview
The SRC-6E system architecture frontend consists of two dual Intel processor motherboards. Each motherboard contains two Intel P3 Xeon processors and 1.5 GB of memory. Each system hosts a multi-processor version of the Linux operating system, and provides two distinct Linux-based microprocessor-FPGA reconfigurable computers.

An SRC MAP® processor is attached to each Intel motherboard, as shown in Fig. 1. Each MAP processor consists of two Xilinx Virtex II 6000 FPGA chips available for user logic, and a control processor, which is also a Xilinx Virtex II 6000 FPGA, all running at a clock rate of 100 MHz. The control processor implements fixed control logic, and is responsible for direct memory access (DMA) transfers between Intel system memory and the onboard memory of the MAP processor. The user logic and control FPGAs have access to six banks of dual port 512k x 64 bit static RAM providing a total of 24MB of memory external to the FPGAs. The MAP control processor communicates with the Intel processors through a SNAP interconnect. The SNAP interconnect is a high speed, low latency interface which functions as a Double Data Rate (DDR) memory interface, and plugs into a DDR SDRAM slot on the motherboard. SNAP provides higher data throughput between the Intel processor and the MAP processor versus component interfacing using the PCI-X bus.

3.2 SRC-6E Programming Environment
SRC has created a development environment that uses traditional programming paradigms in addition to hardware description language (HDL) development for implementing a design with the MAP FPGAs, as shown in Fig. 2. The SRC environment provides the ability to implement FPGA user logic using either C or FORTRAN sourcecode alone, or in combination with HDL sourcecode. GNU compilers are provided for C or FORTRAN sources that target the Intel processors, and SRC provides its own C or FORTRAN compilers that target the MAP processors. The MAP processor compilers produce Verilog code which is then synthesized using Synplify Pro, and Xilinx tools perform map, place and route. The GNU compilers allow the use of ANSI-compliant C or FORTRAN code and libraries, which allows for integration with other existing UNIX applications.
The design environment is hosted in each Linux platform within the SRC-6E. The compilation process consists of compilation of user logic HDL files, if present, that will execute on the MAP processor, compilation of C or FORTRAN code that will also execute on the MAP processor, and compilation of the C or FORTRAN code that will execute on the Intel processors. The compilation process places wrapper code around logic that resides within the FPGAs to facilitate data transfer and control synchronization between the microprocessor and MAP processor. The binary files produced by each compile process are combined into one single executable for the host Intel platform, which is responsible for loading the Intel and MAP processors with the code compiled for each.

### 3.3 Designing within the SRC-6E

Designs in SRC can have required operations performed on either the Intel or MAP processors. Within the MAP processor, FPGA designs can be implemented using a C or FORTRAN source alone, a C or FORTRAN source in combination with HDL, or completely in HDL, using a C or FORTRAN source to provide data transfer services. A simple API is available in the high-level language (HLL) to provide control functionality and data transfer functions between the Intel and MAP processors, and the passing of data to and from included user HDL designs. MAP C sourcecode data types are limited to 32 and 64 bit types.

HDL source that is targeted for the MAP processor is called a macro. SRC supports either VHDL or Verilog sources within macros. A macro’s primary characteristics are defined as functional, stateful, or external. Additional characteristics define latency of the design and whether the design is pipelined. An “info” file is used to describe these characteristics. A functional macro is one that carries no state information, and therefore doesn’t require the reset of a state machine. A stateful macro is one that carries state information and may need to be reset during a data cycle. An external macro is one that needs direct hardware access to memory, versus using HLL calls to read memory and supply data to the design. Latency defines...
how many clock cycles are needed before a result is available, and the pipeline attribute defines whether the macro can take data on each clock cycle. The combination of all these attributes defines the HDL macro supplied by the user. If a C or FORTRAN source is used alone or in combination with HDL source to implement the design within the MAP processor, the compiler attempts to extract the maximum parallelism from the code and generate pipelined hardware logic for instantiation in the MAP FPGAs [3].

3.4 Debugging within the SRC-6E

Debugging within SRC can be attained by traditional functional testing of HDL outside of SRC and traditional HLL debugging techniques, or using SRCs MAP debugger. The MAP debugger provides hardware debugging of code compiled for the MAP processor, and emulation debugging of emulation or simulation code. Emulation is based on specially formatted “data flow graph” C routines, provided by the compiler from existing HLL source if that is used to implement logic, or by the user in an additional file if HDL is also used, that emulates the functionality of the design being implemented in the MAP processor. Simulation mode actually simulates the HDL produced by the compiler, which requires a license for a Verilog simulator not included in the development environment.

4 The Star Bridge HC-36

4.1 HC-36 Hardware Overview

The Star Bridge HC-36a consists of a Tyan S2720 dual Intel P4 Xeon processor motherboard with 4 GB of memory. Attached to the motherboard through the PCI-X bus is a PCI card containing two Virtex II 4000 FPGAs for dedicated PCI and hardware control, one Virtex II 6000 FPGA allocated for user-designed FPGA control functions, and 4 Virtex II 6000 FPGAs available for user logic, as shown in Fig. 3. FPGA clocks are set to the PCI-X clock speed, with the FPGA digital clock manager used to provide clock speeds other than the PCI-X clock speed. Star Bridge uses the name “HyperComputer®” to refer to this combination of FPGAs, an Intel-based frontend, and Star Bridge’s VIVA development environment [4]. The environment is hosted in Microsoft’s Windows 2000 Server operating system.

FPGAs available for user logic are referred to as PE1 to PE4. These four PEs (Processing Elements) have dedicated 50-bit connections to each other. Each PE, along with the XPoint FPGA mentioned below, has four banks of memory, each bank having 512 MB of RAM with a 64-bit PE interface. This gives a total of 10 GB of memory with 20 64-bit independent memory channels within the user FPGAs.

Control FPGAs available to the user consist of an FPGA known as XPoint and a router FPGA. XPoint connects to the four user FPGAs using dedicated 32-bit data connections, and is allocated to provide user-defined control interfacing to the user FPGAs. The router FPGA has dedicated 94-bit connectivity to the user FPGAs, and provides additional user FPGA connectivity.
The base grouping of four PEs is called a Quad Element. Only one Quad Element is available in the HC-36a, however each XPoint control FPGA can be used to control two Quad Elements. This structure of one XPoint control FPGA along with two Quad Elements can be replicated to create larger FPGA arrays, and is used to create larger Star Bridge platforms [4].

4.2 The Star Bridge Programming Environment

VIVA® is Star Bridge’s proprietary development environment. It provides a graphical user interface based on “drag and drop” design principles. VIVA’s design language, “Implementation Independent Algorithm Description Language” or IIADL, is object-based and uses object attributes to specify different options within the design. Fig. 4 shows the VIVA Integrated Development environment (IDE).

Designs within VIVA can be allocated to execute on either the Intel platform or the FPGA array. Objects that execute on the Intel processor are implemented using pre-built VIVA libraries within Windows. VIVA is able to use Windows COM (Component Object Model) to communicate with other Windows applications, allowing Windows applications that make use of COM methods to be integrated in with VIVA FPGA designs.

VIVA provides its own proprietary synthesis tool for designs that will run on user FPGAs. The target of the synthesis tool is defined by a system description. VIVA includes system descriptions for the Pentium x86, which allows simulation of the design in an x86, and for specific PEs in the FPGA array. VIVA’s system descriptions allow VIVA to abstract out the target hardware description from the design to be implemented, allowing VIVA to target hardware other than its own.

If the design is targeted for a PE, the synthesis EDIF output is fed into Xilinx place and route tools to produce a final binary, which VIVA then loads onto the Intel processors and the FPGA array. After initial execution, the VIVA binary can be saved
in a file format that can be loaded using VIVA command-line tools or within the VIVA development environment.

### 4.3 Designing within VIVA

VIVA defines basic data types, from which objects can be built. The basic types are Bit, Variant, Vector, NULL, LSB, MSB and BIN. Bit is the only non-abstract fundamental data set. Within VIVA, data sets are basically recursive combinations of Bits. Each type therefore has two basic objects associated with it: an Exposer and a Collector. A data set Exposer takes the data set and outputs its two children data sets. A collector does the opposite: it takes two child data sets and combines them into one parent data set. For instance, a BIN016 (16-bit binary) data set, when exposed, will produce two BIN008 (8-bit binary) data sets. A MSB016, when Exposed, will produce a MSB001 and a MSB015. This is equivalent to splitting out the most-significant bit of a std_logic_vector(15 downto 0), and returning a std_logic and a std_logic_vector(14 downto 0).

The above definition of types allows for recursion of large data sets into small data sets, which is useful when a large operation is comprised of smaller operations of the same type. For instance, a 16-bit AND gate can be built using a tree of 2-bit AND gates, which can be built recursively. In order for recursion of an operation to be properly implemented, two objects for the operation must be created: a base object of the smallest acceptable operand size, and a recursive version of the object, which tells VIVA how to recurse down to the base operand object. Operands can be overloaded by simply copying the operand object design and changing the input data types, effectively overloading the operand type to handle different data sets. Objects can incorporate other types of objects, which allows for the hierarchical building of basic objects.

VIVA provides basic operands such as AND, OR, and INVERT, which are standard to VIVA. These basic objects can be implemented in multiple system descriptions. VIVA objects, in general, can be designed to be implemented in multiple system descriptions or in a specific system description only. VIVA provides a library of additional operands, and data types built from the standard data types. This library, Corelib, has objects ranging from registers through state machines used for design control to file I/O objects for data transfer from and to a Windows file (see Fig. 4). This library is meant to be the basis for designs built in VIVA.

### 4.4 Debugging within VIVA

Debugging a design within VIVA is performed by loading the x86 system description into a design simulate design components within the x86 environment. There is no in-place hardware debugger, although one is planned for future release. The simplest method of input and output testing is displaying inputs and outputs using widgets, which can be displayed using scrollbars, textboxes, graphics, and a number of other selections, as in Fig. 4.

The clock can be manually single-stepped or continuously run. Windows COM objects can be integrated in to provide advanced debugging of the data output of a design.
5 IDEA

5.1 The IDEA Algorithm

The International Data Encryption Algorithm (IDEA) is a symmetric block cipher developed by Xuejia Lai and James Massey of the Swiss Federal Institute of Technology and published in 1990[5]. At that time it was suggested as a candidate to replace DES, however its widest adoption has been in PGP, which has insured widespread use of the algorithm.

IDEA uses a 128-bit key to encrypt data blocks of 64 bits. IDEA consists of eight rounds follow by a Transformation half-round that provides a 64-bit encrypted output. A round consists of a Transformation half-round and a Mangler half-round, of which an excellent description is provided by William Stallings in the book “Cryptography and Network Security: Principles and Practice” [6]. IDEA makes use of three basic operations to carry out encryption and decryption: a 16-bit XOR operation, a 16-bit modulo addition operation (mod $2^{16}$), and a 16-bit modulo multiplication operation (mod $2^{16} + 1$). In addition, an all-zero operand input to a modulo multiplier within IDEA equals $2^{16}$ for internal calculations.

Each round requires six keys: four for the Transformation half-round and two for the Mangler half-round. For the total 8.5 rounds required for IDEA encryption, 52 16-bit keys are required. The first eight keys are provided by the input key. Each additional set of eight keys is generated by performing a circular left shift of 25 bits of the previous eight key set.

5.2 A Common Design Choice for IDEA Implementation within SRC and Star Bridge

The XOR and modulo addition operations of IDEA can be easily implemented. The most difficult operation, multiplication mod ($2^{16} + 1$) with the input of $0 = 2^{16}$, can be
broken down into three cases: multiplication of two nonzero inputs, multiplication where one input is zero and multiplication where both inputs are zero. For multiplication of two nonzero numbers, the following rule is used [6]:

\[
ab \mod (2^n + 1) = (ab \mod 2^n) - (ab \div 2^n) \quad \text{if} \quad (ab \mod 2^n) \geq (ab \div 2^n)
\]

\[
ab \mod (2^n + 1) = (ab \mod 2^n) - (ab \div 2^n) + 2^n + 1 \quad \text{if} \quad (ab \mod 2^n) \leq (ab \div 2^n)
\]

For the remaining two cases, zero tests are used to mux in appropriate nonzero results and constants to provide the correct answer. To minimize latency, the use of a Virtex II hardware multiplier was desired to implement the two equations above. Since a 16x16 multiply operation using a single Virtex II 6000 block multiplier requires over 10 ns, a two-level three pipeline “divide-and-conquer” strategy was used to meet the 10 ns timing constraint. This method requires four 8x8 multiplies along with column additions [7].

Design choices for IDEA centered on making each half-round modular to create a repetitive instantiation, therefore key scheduling is broken into a unit that can be implemented in a modular round. The solution for key scheduling requires the generation of six keys for each round. After eight keys have been consumed, though, a 25-bit rotate left operation is required. To accommodate the above two constraints, a unique constant is input to each round’s key scheduler, which selects a mux that determines where the key rotate operation occurs within that round, if required.

The design was pipelined in order to achieve high throughput. Both data and key scheduling were pipelined, which allows this core to be used in IDEA breaking or encryption since different data blocks can be introduced with either the same or a different key at each clock cycle. Pipeline placement was chosen based on synthesized VHDL and Xilinx place and route results for a target Xilinx II 6000 FPGA and a timing constraint of 10 ns (100 MHz). The final design has a pipeline latency of 116 clocks: each Transformation half-round requires four clock cycles and each Mangler half-round requires ten clock cycles. Fig. 5 shows a block diagram of the design.

6 IDEA within SRC

6.1 Design Implementation within SRC

To implement an algorithm within SRC, at least two source files are required. main.c is responsible for reading in data and calling a user-defined function that loads a user-logic bitstream into the MAP processor. The second source IDEA_test.mc implements the MAP function that is called from main.c, and describes a bitstream to be loaded into the MAP processor. This MAP function calls SRC functions that control the data transfer between the Intel platform and the MAP processor, and uses a C for-loop structure for passing data to C commands that implement data processing within the MAP processor and to user HDL macros (see Table 2) that are also loaded within the MAP. In addition, an “info” file is required to specify attributes of the IDEA VHDL instantiation for the MAP compiler.
Two test cases were implemented within SRC, as shown in Tables 1 and 2. The first test case instantiates the whole IDEA algorithm within VHDL, and uses the MAP C function to pass data. The SRC info file for case one defines the VHDL user macro as a functional pipelined macro with a 116-clock latency. The second case instantiates half-rounds within VHDL, and uses the MAP C function to instantiate the 8.5 rounds required by IDEA. The SRC info file for case two describes two VHDL macros, both being defined as functional pipelined macros with a 4 or 10-clock latency. These test cases are representative of SRC design options, and allow for an FPGA resource and timing comparison between the two methods.

To test for latency results, a Unix high-resolution time structure was used to time of the HLL function call within main.c, while SRC timer calls were used within IDEA_test.mc to time the input and output DMA data transfers and the time to process the data. HLL time reads are in us, while timer reads within SRC provide the current clock tick. A conversion to ms was performed to arrive at the final timing calculations.

Fig. 5. IDEA Block Diagram
6.2 Results of SRC Timing

Results of the SRC implementation of IDEA are summarized in Tables 3 and 4. The timing results were independent of which of the two SRC implementations of IDEA described in Section 6.2 was used for the measurements.
Table 3. FPGA Processing and Configuration Times

<table>
<thead>
<tr>
<th>Data Size</th>
<th>PC End-to-End Time (ms)</th>
<th>MAP FPGA Conf Time (ms)</th>
<th>MAP Total Processing Time (ms)</th>
<th>MAP Data Transfer In (ms)</th>
<th>MAP FPGA Processing Time (ms)</th>
<th>MAP Data Transfer Out (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 MB</td>
<td>185.6</td>
<td>102.0</td>
<td>83.6</td>
<td>53.0</td>
<td>6.6</td>
<td>24.0</td>
</tr>
<tr>
<td>10 MB</td>
<td>269.7</td>
<td>102.0</td>
<td>167.7</td>
<td>104.4</td>
<td>13.1</td>
<td>50.1</td>
</tr>
<tr>
<td>15 MB</td>
<td>350.8</td>
<td>102.2</td>
<td>248.7</td>
<td>153.5</td>
<td>19.7</td>
<td>75.4</td>
</tr>
<tr>
<td>20 MB</td>
<td>432.6</td>
<td>101.8</td>
<td>330.8</td>
<td>203.0</td>
<td>26.2</td>
<td>101.5</td>
</tr>
</tbody>
</table>

Table 4. FPGA Throughput Results

<table>
<thead>
<tr>
<th>Data Size</th>
<th>MAP Total Processing Throughput (MB/s)</th>
<th>MAP Transfer In Throughput (MB/s)</th>
<th>MAP Transfer Out Throughput (MB/s)</th>
<th>MAP FPGA Processing Throughput (MB/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 MB</td>
<td>59.8</td>
<td>282.9</td>
<td>207.9</td>
<td>761.1</td>
</tr>
<tr>
<td>10 MB</td>
<td>29.8</td>
<td>287.3</td>
<td>199.4</td>
<td>762.0</td>
</tr>
<tr>
<td>15 MB</td>
<td>20.1</td>
<td>293.1</td>
<td>198.8</td>
<td>762.3</td>
</tr>
<tr>
<td>20 MB</td>
<td>15.1</td>
<td>295.6</td>
<td>196.9</td>
<td>762.5</td>
</tr>
</tbody>
</table>

In Table 3, the execution times are provided for four input data sizes ranging from 5 MB to 20 MB. In each case, the encryption was accomplished by ten calls to the MAP function with a proportional amount of input data to the total data processed. An end-to-end time includes a single MAP configuration time in the range of 102 ms, and the total MAP processing time, which is proportional to the amount of data being encrypted. Since the reconfiguration of the MAP FPGA can be performed before any input data becomes available for processing, this configuration may be treated as a part of a one-time set up routine.

It is worth noting that the time spent for processing data inside of the MAP FPGA (MAP FPGA Processing Time) constitutes less than 8% of the Total MAP Processing time. Instead, the majority of the time is spent for transferring data to and from the MAP using the DMA transfer between the microprocessor’s Computer Memory and the MAP’s On-Board Memory. The MAP Transfer In Time is greater than the MAP Transfer Out Time because in our implementation of IDEA, each input consists of both a data block (64 bits) and the corresponding key (128 bits), while an output includes only an encrypted data block (64 bits).

In Table 4, the corresponding MAP Processing and Data Throughputs are calculated. All throughputs are for the most part independent of the amount of data being processed. The MAP FPGA Processing Throughput approaches the theoretical maximum of 64 bits per clock cycle = 800 MB/s. The only reasons for a slightly smaller value of this throughput are the latency of the pipelined architecture of IDEA (116 clock cycles) and a control overhead associated with implementing a loop structure within the MAP function, measured to be equal to 47 clock cycles [13]. The MAP FPGA Processing time expressed in the number of clock cycles is equal to:

\[
\text{Encryption Unit Latency} + (\text{Number of Data Blocks Processed} - 1) + \text{Loop Control Overhead}
\]
The MAP Transfer In Throughput is greater than the MAP Transfer Out Throughput because of the larger number of 64-bit words being processed without changing the OBM address. Finally, the Total MAP Processing Throughput (not including reconfiguration) is in the range of 60 MB/s, which is only 7.5% of the theoretical maximum of 800 MB/s. The limited data transfer bandwidth and a lack of overlapping between data transfers and data computations inside of the MAP FPGA contribute to this considerable slow down.

### Table 5. SRC PAR Results

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Slices</th>
<th>Slice FFs</th>
<th>LUTs</th>
<th>Multi 18x18</th>
<th>Clock Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>VHDL Only</td>
<td>9006 (26%)</td>
<td>13221 (19%)</td>
<td>10111 (15%)</td>
<td>136 (94%)</td>
<td>11.579 ns</td>
</tr>
<tr>
<td>VHDL-C</td>
<td>11442 (33%)</td>
<td>18460 (27%)</td>
<td>10435 (15%)</td>
<td>136 (94%)</td>
<td>11.379 ns</td>
</tr>
</tbody>
</table>

#### 6.3 Results of SRC FPGA Timing and Resource Utilization

SRC v1.4 compilers were used for MAP compilation. Synopsys v7.2 was used for synthesis, and Xilinx v5.2 was used for map, place and route. For the VHDL-only case, synthesis times averaged around two minutes, map times averaged around three minutes, while place and route (PAR) times averaged approximately 66 minutes. For the VHDL-C case, synthesis times averaged around two minutes, map times averaged around four minutes, while place and route (PAR) times averaged approximately 94 minutes. Table 5 shows Xilinx PAR results for both the SRC VHDL and VHDL-C instantiation cases. Using a VHDL-C combination to instantiate the higher level hierarchy of IDEA shows an 8% increase in the number of FPGA slice flip-flops used. This is due to SRC control logic that is inserted in its instantiation of the IDEA rounds. Clock timing differences were negligible.

#### 7 IDEA within VIVA

VIVA was used to build up a design that matches the VHDL implementation. Fig. 6 shows portions of the Mangler half-round, and Fig. 7 shows portions of an IDEA test sheet. The VIVA PE system descriptions are not complete; a limitation of this is that the full I/O capabilities of the FPGA were not available. As a result, a limitation in this design is that the key inputs are constant, as the minimum number of inputs required is 192 bits (64 data + 128 key), while only 128 bits are available for inputs in the system description. Functional verification was performed using the same IDEA data file as in SRC.

Measuring of timing results of data transfer or data processing on the Intel side requires using a COM wrapper around a Windows timer, as a standard VIVA timer object is not available within the current library. A COM object was developed for timing; however, the CoreLib library’s beta state of development prevented its integration with CoreLib’s I/O objects.
Table 6. Star Bridge PAR Results

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Slices</th>
<th>Slice FFs</th>
<th>LUTs</th>
<th>Mult 18x18</th>
<th>Clock Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIVA</td>
<td>17292 (51%)</td>
<td>16118 (23%)</td>
<td>7639 (11%)</td>
<td>136 (94%)</td>
<td>12.191 ns</td>
</tr>
</tbody>
</table>

7.1 Results of Star Bridge FPGA Timing and Resource Utilization

VIVA v2.2 was used for synthesis, and Xilinx v4.2 was used for map and PAR. VIVA synthesis and PAR times scaled exponentially depending on the number of rounds synthesized: one round took 25 minutes, five rounds took approximately 7 hours, and the full 8.5 rounds took approximately 36 hours, due to the alpha state of their synthesis algorithms. The Xilinx map time for the full round implementation was 14 minutes, and PAR for the full round implementation was 85 minutes.

Table 6 shows Xilinx PAR results. Compared to the SRC VHDL-only design, the number of Slices used was 24% greater, while the number of Slice Flip Flops used was only 3% greater. An explanation for this discrepancy is that VIVA may be using only one LUT per CLB slice. The total number of LUTs used was 4% smaller. Clock timing was slightly longer. This comparison is tentative since the key inputs are constant versus the SRC design.
8 Crypto++ Software Implementation versus SRC

Crypto++ v5 was used to implement IDEA encryption within software on SRC’s Linux-based workstation, to normalize the microprocessor capability between the software and the software-FPGA implementations. 20 MB of data was processed using ten calls to the Crypto library’s IDEA encryption algorithm, using the same input data as SRC and VIVA. Timing measurements for IDEA encryption processing of the data were taken using a UNIX high resolution timer.

The time required to process 20 MB of data was approximately 8 seconds, which corresponds to a throughput of 2.5 MB/s. When compared to SRC’s MAP Processing Throughput for IDEA, the SRC design is 24 times faster than the software implementation. When compared to the time including the FPGA configuration time, the SRC design was 18.5 times faster. Given continuous processing of large data blocks, the throughput advantage of SRC will approach the 24-times speed increase maximum.

9 SRC and Star Bridge Limitations

Both systems have limitations, which should be noted before conclusions can be understood.

SRC’s compiler can only handle certain HLL constructs within a MAP processor subroutine. It is not a limitation in this design, and SRC has been adding significant functionality with each release.

Star Bridge’s synthesis technology is in an alpha state. Significant improvements have been seen with the last few product releases; however the product is still in its early development stages. Star Bridge’s CoreLib library is in a beta state, and design elements within the library are not final.

Both systems plan on implementing multiple FPGA use within their next software releases. SRC and Star Bridge currently cannot make use of more than one FPGA.

10 Conclusion

Reconfigurable computing is a platform that can provide larger and more efficient computing resources for implementing computationally intensive design solutions. Both SRC and VIVA have unique reconfigurable computer environments that provide complimentary ways achieving this goal. This paper shows how the designer can use SRC’s development environment to implement design objectives using different combinations of traditional HLL development with HDL development, and how Star Bridge’s VIVA environment provides a new paradigm for FPGA design entry and synthesis. An IDEA encryption algorithm is implemented in both environments for comparison.

Both SRC and Star Bridge take a different approach in their design environment. The SRC system is based on traditional programming languages, builds upon known development paradigms, and can incorporate existing HLL source code for designs
targeted at FPGAs. Star Bridge’s VIVA provides a new development paradigm that
has the potential to provide an easier method of design entry, and can target several
different architectures in addition to its own.

The combination of a PC with FPGAs provides a high-speed design alternative to
designs implemented solely in PC software. This paper shows that the FPGA’s
maximum throughput can be significantly reduced due to time required to configure
the FPGA and data transfer between PC memory and memory available to the FPGA.
While the effect of reconfiguration can be reduced with large data processing, the
effect of data transfer is a consistent bottleneck to maximum throughput if large
amounts of data need to be transferred.
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Abstract. In this paper, a low cost self-reconfigurable data processing system with a USB interface is presented. A single FPGA performs all processing and controls the multiple configurations without any additional elements, such as microprocessor, host computer or additional FPGAs. This architecture allows high performances at very low power consumption. In addition, a hierarchical reconfiguration system is used to support a large number of different processing tasks without the penalty in power consumption of a big local configuration memory. Due to its simplicity and low power, this data processing system is specially suitable for portable applications.

1 Introduction

There are several examples of architectures for data processing based on reconfigurable platforms. Usually, a PCI interface is found [1], or a custom system like in SPLASH-2 [2], DISC [3]. However, the cost and the complexity of this kind of systems are high because they are intended for investigation or high-end applications. More examples can be seen in [4],[5].

Most of these systems require plenty of resources, one or more FPGAs with several hundred (or millions) of gates each, a high-end personal computer or a workstation in order to implement the dynamic reconfiguration. In this scenario, it is difficult to think in a low power consumption product, since only the quiescent power dissipation in these systems can be quite important [6].

This paper proposes a completely different system, very simple, with only a commercial FPGA, an ATMEL AT40K family FPGA [7]. The control of the data processing system and the reconfiguration flow is performed by the FPGA itself; this approach eliminates the need for additional hardware, another FPGA [8],[9] CPLD [10],[11], or microprocessor [12],[13], to perform this task, which would increase the cost and the power dissipation of the system. On the other hand, this approach can be implemented by exploiting the partial reconfiguration capability of the FPGA [14]. It results in a powerful system for signal processing and at a very low cost, less than 50€, instead of thousand of Euros.

Besides the FPGA, the system contains only a few more elements: a non-volatile reconfiguration memory and a block of data memory. The link to the external world is made with a USB interface, easy to find in many systems. Most of the data is stored locally in the board. This makes unnecessary to send a huge amount of data through
the connection link, so that the USB interface does not slow down the data processing, because all the data processing is made inside this board. The signal processing application chosen to test the system is a simple pattern recognition system.

In the following sections, the architecture of the system, two levels of hierarchy of the reconfiguration mechanism, the simple operating system, and the example chosen to evaluate the data processing system, are described in detail. Finally, we summarize the results, in performance and power dissipation, and present the conclusions of this work.

2 Reconfigurable Architecture

In the following paragraphs the hardware of the system, the reconfigurable data memory and the operating system designed are described in detail.

2.1 Hardware Architecture

Figure 1 shows the system’s architecture diagram. The system is built around a dynamic partial reconfigurable FPGA (AT40K40 from ATMEL). The rest of the system consists of a reconfiguration cache memory, a data memory, a USB interface and a programmable expansion port. The reconfiguration cache memory is a FLASH memory devoted to store FPGA configuration data. The size of the reconfiguration cache memory allows to store up to eight different configurations for the FPGA, which correspond to up to eight different data processing tasks.

![Fig. 1. Architecture of the Data Processing System with reconfigurable data memory](image)

The data memory is a fast SRAM memory provided to allocate temporal data. It can be reconfigurable; both in data bus size and address bus width. The USB interface is intended to send data or commands to and from external equipment. In particular, it allows exchanging process data, and configuration data, with a host computer.
attached externally, which can be a PC or a simple microcontroller with USB interface.

A configurable expansion port for data acquisition purposes is provided. Several different sensors can be attached to this port, such as infrared sensors, ultrasound sensors, 3D laser scanner sensors, linear cameras, digital cameras, etc...

2.1.1 Reconfiguration Mechanisms
The reconfiguration process is built in two levels of hierarchy, in a similar way to a computer cache memory system. With this approach a versatile system can be developed, with enough reconfiguration speed for critical tasks, but also with the ability to support a large number of different tasks. The first level has been named Reconfiguration Cache and the second level has been named Reconfiguration Library. The reconfiguration cache is implemented in the board, near the FPGA. The reconfiguration library is stored in the attached host computer, if necessary.

2.1.2 Reconfiguration Cache Memory
The reconfiguration data is stored in a non-volatile FLASH memory, which can allocate up to eight different tasks [15]. The first one, cache page zero, manages the reconfiguration flow, the reconfiguration cache control, and controls the data processing and the task downloads from the reconfiguration library, from the host computer. This module remains resident in the FPGA during all the time the data processing system is active. The rest of the tasks present in the reconfiguration cache, pages one to seven, are intended for different data processing purposes.

In order to setup the self-reconfigurable data processor for a particular data processing application, it is necessary to download the data processing tasks from the reconfiguration library For this purpose, a simple download program (Figure 2) has been developed.

These tasks are loaded into the FPGA, in a sequential way, using a partial dynamical reconfiguration scheme. The execution order is previously determined, during the setup of the system, and implemented in the resident control task to obtain the desired data processing flow. Only if the seven processes are not enough, the
resident control task can recall new tasks from the reconfiguration library, in the same way as in a second level cache memory. These new tasks are downloaded through the USB interface into the reconfiguration cache. Only in the case the system requires more than seven different data processing tasks, it reverts to a non-autonomous system.

2.1.3 Reconfiguration Library
The reconfiguration library is stored in a database located in the host computer. The system’s functionality can be increased with this database, as follows. If the seven different tasks are not enough, or it is necessary to adjust the processing sequence, the control task, permanently resident in the FPGA, requests to the PC the configuration bit-stream corresponding to the task needed, from up to 256 available. This command request is sent to the host computer through the USB interface. The control process task erases one of the seven local tasks stored in the reconfiguration cache memory, replacing it with the new process task received. Finally, the control task generates the signal to start a partial dynamical reconfiguration process for the new task. Both the data memory and control process are not altered during this reconfiguration process. The new task will be kept in the reconfiguration cache for future use and can be eventually removed to allocate other tasks. The number of processes stored in the reconfiguration library is currently limited to 256. This number is enough to store any task needed in the image processor system and it is easy to implement with an eight-bit wide command.

2.1.4 Reconfigurable Data Memory Map
To improve the performance of the system, it is possible to reconfigure the data memory map to adapt its data width to the more advantageous size in each case. Due to the dynamical reconfiguration possibilities of the FPGA, it is possible to do this on the fly, without disturbing the normal process of the system.

In some applications the size is implemented with only 8 bits wide. This is the case of image capture with a black and white camera. The data captured is of the same size, and the capture is easily implemented, without wasting any portions of the data memory.

In processes like convolution, correlation, filtering etc… it is necessary to get a large amount of data from the memory. This part of the process can be improved if the system is able to get more than a single data value each clock cycle. In this case the system reconfigure itself to a 24 bits data width. At this data width, it is possible to get up to three single data values at the same time, making the system almost three times faster.

In table 1 the different memory configurations provided in the systems are shown. They depend on the width of the data collected from the sensor port, (e.g. 16 bits for a 3D laser scanner or 8 bits for each primary color in a color camera), and also on the active process. For example in a convolver the data memory is arranged in 24 bits data mode. This approach permits a wider bandwidth in the data processing stage, and a better management of the data memory during the acquisition and communications stages. This allows a lower memory size, minimizing the overall power dissipation of the data processing system.
### Table 1. Different Data Memory Configurations

<table>
<thead>
<tr>
<th>Camera Type</th>
<th>Data Bus</th>
<th>Address Bus</th>
</tr>
</thead>
<tbody>
<tr>
<td>B/W Camera</td>
<td>8 bits</td>
<td>A0..A18</td>
</tr>
<tr>
<td>Colour Camera RGB</td>
<td>24 bits</td>
<td>A0..A16</td>
</tr>
<tr>
<td>Stereoscopic Camera</td>
<td>2 x 8 bits</td>
<td>A0..A17</td>
</tr>
<tr>
<td>3D Laser Scanner</td>
<td>16 bits</td>
<td>A0..A17</td>
</tr>
<tr>
<td>Ultrasonic Sensor</td>
<td>8 bits</td>
<td>A0..A18</td>
</tr>
<tr>
<td>Send Data to Host Comp.</td>
<td>8 bits</td>
<td>A0..A18</td>
</tr>
<tr>
<td>Convolver (Sobel 3x3)</td>
<td>24 bits</td>
<td>A0..A16</td>
</tr>
</tbody>
</table>

### 2.2 Operating System

In order to control the system a simple operating system with a small instruction set has been defined. The complete set of instructions can be seen in Table 2.

### Table 2. Set of Commands defined in the operating system.

<table>
<thead>
<tr>
<th>Command Definition</th>
<th>Host to Processing System</th>
<th>Processing System to Host</th>
<th>Headers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Configuration memory commands (Level 1 cache)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Codification</td>
<td>Designation</td>
<td>Operand</td>
<td>More</td>
</tr>
<tr>
<td>00000001..</td>
<td>Record Config Memory Block</td>
<td>Block Nr. 1..</td>
<td>Data</td>
</tr>
<tr>
<td>00000111</td>
<td>Block Nr. 7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>00010001..</td>
<td>Read Config Memory Block</td>
<td>Block Nr. 1..</td>
<td></td>
</tr>
<tr>
<td>00010111</td>
<td>Block Nr. 7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>00100001..</td>
<td>Erase Config Memory Block</td>
<td>Block Nr. 1..</td>
<td></td>
</tr>
<tr>
<td>00100111</td>
<td>Block Nr. 7</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sequence control Commands</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Codification</td>
<td>Designation</td>
<td>Operand</td>
<td>More</td>
</tr>
<tr>
<td>0100XXXX</td>
<td>Stop Process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0101XXXX</td>
<td>Start Process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0110XXXX</td>
<td>Next Process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0111XXXX</td>
<td>Last Process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000XXXX</td>
<td>Goto first Process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10010000..</td>
<td>Goto Process Nr. (oper)</td>
<td>Process Nr. 0..</td>
<td></td>
</tr>
<tr>
<td>10010111</td>
<td>Process Nr. 7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1010XXXX</td>
<td>Read Process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1011XXXX</td>
<td>RESERVED</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Processing System to Host</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Codification</td>
<td>Designation</td>
<td>Operand</td>
<td>More</td>
</tr>
<tr>
<td>1100XXXX</td>
<td>Request Process</td>
<td></td>
<td>(0..255)</td>
</tr>
<tr>
<td>11010000..</td>
<td>Send Data</td>
<td>Data Type 0..</td>
<td>Data</td>
</tr>
<tr>
<td>11011111</td>
<td>Data Type 15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1110XXXX</td>
<td>RESERVED</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Headers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Codification</td>
<td>Designation</td>
<td>Operand</td>
<td>More</td>
</tr>
<tr>
<td>1111XXXX</td>
<td>Data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0011XXXX</td>
<td>Configurations</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The first group of instructions is only intended for the setup of the system. It is intended to provide a simple way to properly configure the data processing system. With these instructions it is possible to easily change all data processing tasks, and to accomplish the different data processing operations. The configuration program shown in figure 2 uses these instructions.

The second group of instructions is intended for use during the normal operation of the data processing system. These instructions are designed to accomplish interchange of data between the system and the host computer. These data can be process data or reconfiguration data, in order to perform more than the eight different data processing tasks stored in the reconfiguration cache memory.

3 Example of the Data Processing System Operation

To test the system, the system was configured to implement a complete pattern recognition process, having several image processing steps consecutively. The first step is usually the image capture. Then, a sequence of image processing steps is performed by partially reconfiguring the FPGA for each step. Typical image processing steps include a median filter to eliminate the image’s noise, image convolution with an edge detection kernel (Sobel 3x3 mask size), and image correlation (18x18 size mask) [16]. Finally, in the last step the system sends the image processing results, reduced to a 1 bit data per pixel, to the host computer. Additional post-processing or display can be performed in the host computer, if needed.

The image capture is done with a programmable digital camera, based on a CMOS sensor chip from Omnivision [17]. The image size is programmable, up to a maximum of 384 x 288 pixels, and has a B/W digital output with 256 gray levels. In this case, in order to improve the data memory usage, a lower resolution 256 x 192 pixels has been chosen. The camera has low power consumption with only 100 milliwatts during the capture stage and 500 microwatts in stand-by mode. The captured images are stored in the data memory of the system.

4 Experimental Results

Figure 4 shows a picture of the system prototype. The configurable sensor port is shown in front. Several types of data sensors can be attached to this port, by only properly configuring this expansion port. The system is able to implement a median filter or a 3x3 convolution, with the image of 256x192 pixels, at a rate of nearly seven mega pixels per second. Pattern recognition with an 18 x 18 pixel mask is made in about 135 milliseconds, including the time used to send the results through the USB interface to the host computer. All these results have been obtained with a system clock of just 10 MHz. By using SRAM with 45ns instead of the installed memory of 90 ns, it is possible to double the system clock, and the performance of the system. The image processing system is used for navigation of an autonomous robot.
Table 3. Performance of the System.(System Clock 10 MHz).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Time ms</th>
<th>Processing Time ms</th>
<th>Total Time ms</th>
<th>Images per Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Capture (256x192 Pixels)</td>
<td>0.84</td>
<td>3.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filter (Median)</td>
<td>0.90</td>
<td>19.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Convolver (Sobel 3x3)</td>
<td>1.08</td>
<td>19.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation (18x18 Mask)</td>
<td>2.85</td>
<td>84.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image Send USB (1 bit Data)</td>
<td>0.79</td>
<td>4.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.46</td>
<td>132.36</td>
<td>138.82</td>
<td>7.20</td>
</tr>
<tr>
<td>Time Percent</td>
<td>4.65%</td>
<td>95.35%</td>
<td>100.00%</td>
<td></td>
</tr>
</tbody>
</table>

The time required to completely configure the FPGA is about 6 milliseconds, with a system clock of 10 MHz. This time includes configuration of all the 2300 FPGA’s cells. However, if a partial reconfiguration is made, as in this case, the time required is proportional to the number of cells to be reconfigured, at a rate of three µsecs per cell approximately. In conclusion, reconfiguration time is just a small fraction of the total processing time. These configuration times, for each task in the sample, can be seen in table 3 and table 4. The data shown in table 3, correspond to the system arranged without data memory reconfiguration. In each clock cycle, the system can get only a pixel from memory (data bus eight bits wide).

Table 4. Performance of the System with Dynamical Memory Data Reconfiguration.(System Clock 10 MHz).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Time ms</th>
<th>Processing Time ms</th>
<th>Total Time ms</th>
<th>Images per Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Capture (256x192 Pixels)</td>
<td>0.84</td>
<td>3.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filter (Median)</td>
<td>1.18</td>
<td>7.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Convolver (Sobel 3x3)</td>
<td>1.21</td>
<td>7.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation (18x18 Mask)</td>
<td>3.84</td>
<td>33.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Send Image USB (1 bit Data)</td>
<td>0.79</td>
<td>4.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.86</td>
<td>56.94</td>
<td>64.80</td>
<td>15.43</td>
</tr>
<tr>
<td>Time Percent</td>
<td>12.13%</td>
<td>87.87%</td>
<td>100.00%</td>
<td></td>
</tr>
</tbody>
</table>

The data shown in table 4, correspond to the system arranged with data memory reconfiguration. In each clock cycle, the system can get up to three pixels from memory (data bus twenty four bits wide). The system performance was increased by a figure of 2.7 times, but with a higher overhead in total power dissipation, design size, and reconfiguration time. However the overall power dissipation per frame processed is lowered due to a better usage of memory access; 28 mW per frame without any reconfiguration of the data memory and 22 mW per frame processed with data memory reconfiguration.

Figure 3 shows the supply current to the self-reconfigurable data processor system during the dynamic reconfiguration of the FPGA. Note that the current scale is set in a negative range. Measures that are more accurate have been made using the procedure discussed in [18]. With this method, it is possible to measure power consumption even in each clock cycle.

The actual mechanism of FPGA reconfiguration is as follows. The process begins with the configuration of the look up tables, multiplexers and the flip-flops inside each individual cell. In a second stage all the interconnections paths are configured. From Figure 3 we can see that most of the energy is wasted in this second stage.
In Table 5 and 6 the measurements of system’s power dissipation are provided. The data collected in Table 5 correspond to the system without any data memory reconfiguration, and a data memory width of eight bits. The last column represents the average power dissipation of the self-reconfigurable processing system.

<table>
<thead>
<tr>
<th></th>
<th>Reconfiguration µWs</th>
<th>Operation µWs</th>
<th>Average Power mW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Capture</td>
<td>33</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>Filter (Median)</td>
<td>75</td>
<td>1457</td>
<td></td>
</tr>
<tr>
<td>Convolver (Sobel 3x3)</td>
<td>111</td>
<td>1942</td>
<td></td>
</tr>
<tr>
<td>Correlation (18x18 Mask)</td>
<td>972</td>
<td>23326</td>
<td></td>
</tr>
<tr>
<td>Send Image USB (1bit Data)</td>
<td>36</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1226</td>
<td>26836</td>
<td>202</td>
</tr>
<tr>
<td>Percent Consumption</td>
<td>4.37%</td>
<td>95.63%</td>
<td></td>
</tr>
</tbody>
</table>

The data shown in Table 6 correspond to the system endowed with data memory reconfiguration. An increment in power dissipation during the configuration phase can be observed, that is due to the necessary pipelining of the data. From this point of view, the system can be used for many data processing applications, despite its simplicity. It is remarkable that the system due to its low power consumption can be powered through the USB interface, making unnecessary any additional power supply.

<table>
<thead>
<tr>
<th></th>
<th>Consumption Reconfiguration µWs</th>
<th>Consumption Operation µWs</th>
<th>Average Power mW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Capture</td>
<td>33</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>Filter (Median)</td>
<td>98</td>
<td>1040</td>
<td></td>
</tr>
<tr>
<td>Convolver (Sobel 3x3)</td>
<td>125</td>
<td>1470</td>
<td></td>
</tr>
<tr>
<td>Correlation (18x18 Mask)</td>
<td>1309</td>
<td>18137</td>
<td></td>
</tr>
<tr>
<td>Send Image USB (1bit Data)</td>
<td>36</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>20758</td>
<td>345</td>
</tr>
<tr>
<td>Percent Consumption</td>
<td>7.16%</td>
<td>92.84%</td>
<td></td>
</tr>
</tbody>
</table>
5 Conclusions

In this paper we have described a low power self-reconfigurable data processing system that is able to make high speed data processing using dynamic reconfigurations to improve the system’s versatility. The system is built with only one FPGA, some memory modules and a USB interface. Despite of the simplicity of the system, a large variety of processing tasks can be supported thanks to the use of a hierarchical reconfiguration scheme. The reconfiguration memory is used as a cache of the reconfiguration library, allowing the FPGA to be reconfigured for a large number of tasks while keeping the average reconfiguration time to a small fraction of the processing time.

The control of the data processing system and the reconfiguration flow is performed by the FPGA itself. This approach eliminates the need for additional hardware, which would increase the cost and the power requirements of the system. The system can be equipped with larger memories, enough for the 256 tasks supported, but at the expense of a higher cost and higher power consumption. The system has been evaluated with a classical pattern recognition but it can be used for many other digital signal processing applications, by simply reassigning the configurable expansion port to other types of sensors or interfaces.
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Abstract. Current embedded multimedia applications have stringent time and power constraints. Coarse-grained reconfigurable processors have been shown to achieve the required performance. However, there is not much research regarding the power consumption of such processors. In this paper, we present a novel coarse-grained reconfigurable processor and study its power consumption using a power model derived from Wattch. Several processor configurations are evaluated using a set of multimedia applications. Results show that the presented coarse-grained processor can achieve on average 2.5x the performance of a RISC processor with an 18% increase in energy consumption.

1 Introduction

Current and future multimedia applications such as 3D rendering, video compression or object recognition are characterized by computationally intensive algorithms with deeply nested loop structures and hard real time constraints. Implementing this type of applications in embedded systems (e.g. multimedia terminals, digital assistants or cellular phones) leads to a power-optimizing problem with time and area constraints. By adequate use of the high parallelism available in the inner loops of these applications, it has been shown that reconfigurable instruction set processors, composed of a standard instruction set processor tightly coupled to some sort of reconfigurable logic, have the required computational power to fulfill the time constraints [4, 6, 7]. What has not been shown is whether some of these reconfigurable processors can also meet the power consumption requirements of these applications.

This paper presents CRISP, a coarse-grained reconfigurable instruction set processor designed for multimedia applications that can accelerate multimedia applications in a power efficient manner. The power of this architecture lies in the reconfigurable logic, which is composed of complex blocks such as ALUs or multipliers, that operate on the data sizes typically found in multimedia applications (8 to 32 bits), and is divided in independently enabled slices in order to reduce overall energy consumption and reconfiguration times. Also important is the tight coupling to the main microprocessor (the reconfigurable logic is seen...
as an extra functional unit) that allows quick control and data communication between the processor and the reconfigurable logic.

The proposed processor architecture has been evaluated using a variation of the Wattch power estimation framework [3]. Several CRISP processors with different amounts of reconfigurable hardware are compared to a RISC processor. Results on a set of multimedia applications show that the reconfigurable processor is able to achieve on average 2.5 times the performance of a RISC processor with just an average of 18% energy increase.

This paper is organized as follows. The proposed CRISP architecture and the associated compilation/synthesis techniques are discussed in sections 2 and 3. Experimental setup and results are presented and discussed in sections 4 and 5, respectively. Related work is discussed in section 6 and the paper is closed with conclusions and future work.

2 A Low Power Reconfigurable Architecture

CRISP (Coarse-grained Reconfigurable Instruction Set Processor) is an instruction set processor composed of a main processor core tightly coupled to some coarse-grained reconfigurable logic. The coarse-grained reconfigurable logic is placed in a reconfigurable functional unit (RFU), and just like any other functional unit, an operation can be issued to it every clock cycle. The RFU reads/writes data from/to the main register file. The main processor can be any type of processor, though in this paper we will assume the processor is a simple RISC (Reduced Instruction Set Computer) processor.

Figure 1 presents the overall architecture of the complete processor. The main processor core reads its instructions from the level 1 instruction cache and obtains data via the level 1 data cache. Both caches are connected to a unified level 2 cache, which is in turn connected to an external memory. The reconfigurable fabric, in the center of the figure and directly controlled by the main processor core, contains configuration memory that is loaded via the unified level 2 cache (this allows reuse of configurations loaded from external memory and reduces reconfiguration times). The reconfigurable fabric can directly access the data cache via several data ports. Additionally, the reconfigurable logic communicates with the main processor core via a functional unit interface.

As shown in figure 1, the reconfigurable functional unit is divided in reconfigurable slices, one of which is shown with more detail on figure 2. Each slice contains several coarse-grained processing elements (PEs), a register file, interconnect, and a small configuration memory. Each processing element is either an ALU, shifter, multiplier or memory unit. Such complex processing elements are better suited than the traditional logic blocks based on look up tables (LUTs) for the execution of the operations typically found in multimedia applications, which are word-oriented and not bit-oriented. These complex PEs allow the reconfigurable logic to operate at higher frequencies with lower power consumption when compared to traditional FPGAs.
Fig. 1. Example CRISP instance (RFU: Reconfigurable Functional Unit, PE: Processing Element, FU: Functional Unit)

The processing elements inside a slice are connected together through programmable interconnect. This interconnect is a full crossbar that operates on words and has the same complexity as the bypass network typically found in current VLIW (Very Long Instruction Word) microprocessors. This crossbar can connect the output of any processing element to the input of any other processing element. It also connects the processing elements to the register file and to the other slices. In most cases, each processing element writes its output to the register file of the slice, but this behavior can be optionally bypassed, just like in traditional FPGAs, and the result routed to a different processing element. By combining this optional register write and the interconnect crossbar,
it is possible to perform spatial computation such that elements in a data flow chain are connected together through the crossbar. The processing element at the end of the chain is connected to the register file.

The number of processing elements has to be kept small in order to reduce the complexity of the interconnect and register files. From the results of our simulations, four processing elements represent a good tradeoff between power consumption and performance (though for space reasons these results are not presented here).

Each reconfigurable slice also contains a configuration memory. This configuration memory stores the configuration for the slice’s datapath components. Since the typical loop requires several configurations to be quickly alternated (as will be discussed in section 3), the configuration memory must be multi-contexted, (i.e. it must be able to store several configurations). Switching from one context (or configuration) to another takes just one clock cycle and is equivalent to reading from a shallow and wide memory. In the case of a slice with four processing elements, the width of this configuration memory is around 128 bits, much less than the bits required for a slice of a typical FPGA. The number of configurations in the configuration memory typically ranges between 8 and 32 contexts. Ideally, the number of contexts should be kept as small as possible to reduce the energy consumption of the configuration memory.

The reconfigurable functional unit is activated via a special reconfigurable instruction as shown in Figure 3. This reconfigurable instruction contains two main pieces of information. First, it contains a reconfigurable instruction identifier (RID) that specifies which of the many available configurations must be used. This identifier can select among a larger number of configurations than the number of contexts available in the configuration memory. If the required configuration is not currently loaded in the configuration memory, which behaves like a small cache indexed by this RID, the system is halted and the adequate configuration is loaded from the unified level 2 cache.

Aside from the RID, the reconfigurable instruction includes several fields of one bit length that specify which slices are going to be activated. Figure 3 shows these slice enable fields (named ENx in the figure). For those parts of the application that require a small number of processing elements, only the first slice will be activated. For those parts with higher parallelism requirements, more slices will be used. This mechanism, which can be considered as a form of partial reconfiguration, reduces the size of the configuration stream that must be loaded in the case of a configuration miss. Additionally, the slices of the reconfigurable datapath that are not required can be switched off, thus providing an effective form of energy consumption control.

3 Compilation Techniques

Code generation for any reconfigurable instruction set processor involves main two steps: synthesis of the different configurations for the reconfigurable array and generation of the code for the main processor (not mapped to the recon-
Reconfigurable Instruction

Fig. 3. Fields of a reconfigurable instruction. EN: slice enable bit, RID: reconfigurable instruction identifier.

In the case of CRISP, with processing elements of complexity similar to standard functional units, existing VLIW techniques have been reused. On our research compiler (based on Trimaran [1]), code generation for loops is based on software pipelining. In software pipelining, iterations are initiated at regular intervals and execute simultaneously but in different stages of the computation. This allows mapping the available parallelism onto the number of resources of CRISP. With this technique [2], the code generated for a loop will contain as many configurations as the initiation interval of the loop (the number of cycles of the loop kernel). It is therefore important to check that an iteration does not last more than the number of available contexts in the configuration cache. If this was not the case, the generated code would need constant reconfiguration and performance would fall down.

Software pipelining can also be modified to exploit the ability to perform spatial computation by chaining operations [2]. This allows a reduction of the critical path length of inner loops, with the corresponding decrease in execution time. The process of code generation with spatial computation requires a proper model of the timing delay of the processing elements and the interconnect, since the process is similar to the place and route stage in FPGAs.

Additionally, our compiler studies for each loop the required number of slices. Only the necessary number of slices are used, in order to reduce both reconfiguration times and energy consumption.

4 Experimental Setup

In order to evaluate the performance and power consumption of the proposed architecture, we ran a set of multimedia applications on a simulated processor. The list of benchmarks can be seen on table 1. The applications were compiled using a modified version of the Trimaran [1] compiler that includes the compilation techniques described in the previous section. This compiler is able to exploit the coarse-grained reconfigurable unit present in the reconfigurable processor. Spa-
Table 1. Benchmarks

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Application type</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADPCM decode</td>
<td>Audio</td>
</tr>
<tr>
<td>ADPCM encode</td>
<td>Audio</td>
</tr>
<tr>
<td>AES</td>
<td>Encryption</td>
</tr>
<tr>
<td>JPEG decode</td>
<td>Image</td>
</tr>
<tr>
<td>MPEG2 decode</td>
<td>Video</td>
</tr>
</tbody>
</table>

tial computation is not currently implemented in our prototype compiler and therefore was not used.

The compiled applications were simulated in a cycle accurate simulator that models the processor core, the reconfigurable array and the memory hierarchy, including all cache effects. This simulator provided a series of trace files that were later used to compute the power consumption of each application.

In order to calculate the power consumption of the reconfigurable processor, we have used Wattch [3] as a starting point for our power calculations. Wattch is a power consumption model for superscalar processors that can be customized to different architecture models. The power contribution of the different components of the processor is calculated using analytical models (for array structures like memories or register files), through empirical models (for the functional units) or via a combination of the two (for the clock distribution network).

Power consumption in a coarse-grained reconfigurable instruction set processor comes from two main sources: i) the main processor core, and ii) the reconfigurable unit. Since our main processor core is a RISC processor, it is straightforward to calculate the power consumption of the processor core using the Wattch building blocks. The power of the coarse-grained reconfigurable logic is modeled using these same Wattch blocks as shown in table 2.

Our reference processor is a RISC processor whose parameters can be seen on table 3. This RISC processor was extended with a reconfigurable functional unit with varying number of reconfigurable slices. The contents of each slice are shown in table 4. The number of slices was changed from 1 to 4.

The multibanked data memory was modeled as several independent SRAM memories. The performance and power consumption effect of the interconnect required in such a multibanked memory were not modeled.

Table 2. Mapping from reconfigurable logic components to Wattch power models

<table>
<thead>
<tr>
<th>Reconfigurable logic component</th>
<th>Wattch power model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Register file</td>
<td>Register file</td>
</tr>
<tr>
<td>Processing element</td>
<td>Functional unit</td>
</tr>
<tr>
<td>Configuration memory</td>
<td>SRAM memory</td>
</tr>
<tr>
<td>Interconnect</td>
<td>Result bus</td>
</tr>
<tr>
<td>Clock</td>
<td>Clock</td>
</tr>
</tbody>
</table>
Table 3. RISC processor parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction Level 1 Cache</td>
<td>2Kbytes, block size 16, 128 sets, direct mapped</td>
</tr>
<tr>
<td>Unified Level 2 Cache</td>
<td>64Kbytes, block size 32, 512 sets, 4 way set associative</td>
</tr>
<tr>
<td>External memory</td>
<td>SDRAM, 18 cycles latency</td>
</tr>
<tr>
<td>Registers in main processor core</td>
<td>32 32-bit registers</td>
</tr>
<tr>
<td>Data memory</td>
<td>Multi-banked SRAM 8Kbytes</td>
</tr>
<tr>
<td>Frequency</td>
<td>600MHz</td>
</tr>
<tr>
<td>Technology</td>
<td>0.35um</td>
</tr>
</tbody>
</table>

Table 4. Slice parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing elements</td>
<td>1 Multiplier, 1 ALU/shifter and 2 ALUs</td>
</tr>
<tr>
<td>Register file</td>
<td>32 32-bit registers</td>
</tr>
<tr>
<td>Configuration memory</td>
<td>32 configurations of 128 bits</td>
</tr>
</tbody>
</table>

5 Results

Figure 4 left shows the normalized execution time of the set of benchmarks in several configurations. RISC represents the baseline RISC processor and the other entries represent the RISC processor with the number of reconfigurable slices ranging from 1 to 4. From this graph we can see that as the number of slices is increased, the execution time drops until the curve saturates. After this saturation point adding extra slices does not improve the performance. The saturation point depends on characteristics of the benchmark. ADPCM encode saturates with just one slice, while others like ADPCM decode or mpeg2dec profit with 3 or more slices. From this figure we see that the average performance increase is 2.5 and the maximum is 5.

Figure 4 right shows the normalized energy consumption for the benchmark set. In general, the total energy consumption increases as more resources are added to the processor. The fact that the increase in energy consumption is not as fast as one might expect is derived from a better utilization of the processing elements of the processor as more slices are added. After the performance saturation point, the energy consumption is only increased by the extra load in the clock network (better clock gating would reduce this effect). The extra slices that are not using are basically shut off and hence their contribution to the energy consumption is negligible.

Figure 5 left shows the normalized energy delay product (calculated as application execution time in cycles times the application energy consumption). It can be observed from there that all reconfigurable processors have a better energy delay product than the baseline RISC. The reason for this is that the reconfigurable processors are able to exploit the parallelism in the application reducing the number of instructions that need to executed.
Figure 5 right shows the different components to the energy consumption of the RISC processor and a RISC processor with 3 slices for the benchmark AES. The benchmark AES runs at 2.5 the speed of the RISC processor and consumes only around 15% more energy consumption. We can see that a significant part of the energy consumption of the RISC processor is transferred to the reconfigurable components in the reconfigurable processor. Energy in the instruction memory decreases at an increase in the energy of the configuration memory. Energy from the functional units decreases and is transferred to the processing elements (resulting in almost the same energy consumption). In the case of the register file energy, the energy in all register files (processor core plus reconfigurable logic) is increased due to the usage of more power consuming units in the reconfigurable logic (multiported register files). Finally, the clock power is also increased, and from what can be seen from the figure, represents a significant amount of the energy consumption. Clock power reduction techniques would certainly reduce the power of both the RISC and reconfigurable processor.

As mentioned in the introduction, the proposed architecture is low power. The reasons for this are several:
- Coarse-grained datapath elements: they are much more energy efficient than bit level elements due to the small control overhead they require.
- Small and sliced configuration memory: Even though that constant switching in the configuration memory is required, the total power contribution of the configuration memory is marginal. Additionally, the fact that the configuration memory slices can be selectively enabled contributes to an even smaller energy consumption.
- Sliced datapath that limits the complexity and energy consumption of the different elements.
- Intelligent compiler that is energy aware and tries to minimize the number of active slices without compromising performance.

6 Related Work

Coarse-grained reconfigurable processors like [4, 6, 7] have been shown to be extremely efficient for executing multimedia and DSP applications. [6, 7] present processors with a reconfigurable fabric similar in complexity to ours. One of the main differences are the way registers are spread over the array and the way the configuration memories are controlled. None of them provide for a mechanism to selectively load a configuration to only a subset of the reconfigurable array. [4] has a concept similar to the reconfigurable slices but is applied for a different reason, namely increasing the virtual size of the hardware. Another important difference of our work with previous others is that none have studied the power implications of their architectures.

Regarding the topic of power estimation for reconfigurable architectures, there has been work on modeling FPGA power consumption, like [8]. We are currently unaware of power models for coarse-grained processors, but fortunately, models for superscalar and VLIW processors can be reused. Some of them are [3, 5, 9].

7 Conclusions

This paper has presented a coarse-grained architecture designed for low power multimedia applications. The reconfigurable logic is divided in slices that can be independently activated to reduce the power consumption of the processor. The processor achieves an average 2.5 performance increase over a standard RISC processor with just an 18% energy overhead.

Future work will study in more detail the power consumption of the processor. Also, we will study the effects of spatial computation on the performance and power consumption of the processor.
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Abstract. We present a novel encoded-low swing technique for ultra low power interconnect. Using this technique and an efficient circuit implementation, we achieve an average of 45.7% improvement in the power-delay product over the schemes utilizing low swing techniques alone, for random bit streams. Also, we obtain an average of 75.8% improvement over the schemes using low power bus encoding alone. We present extensive simulation results, including the driver and receiver circuitry, over a range of capacitive loads, for a general test interconnect circuit and also for a FPGA test interconnect circuit. Analysis of the results prove that as the capacitive load over the interconnect increases, the power-delay product for the proposed technique outperforms the techniques based on either low swing or bus encoding. We also present the signal to noise ratio (SNR) analysis using this technique for a CMOS 0.13µm process and prove that there is a 8.8% improvement in the worst case SNR compared to low swing techniques. This is a consequence of the reduction in the signal switching over the interconnect which leads to lower power supply noise.

1 Introduction

As process geometries continue to shrink and we enter the nanometer era, the interconnects and the drivers and receivers associated with them belong to the major energy consumers on an integrated circuit. As more complex circuits are integrated in a single chip, with global busses, clock lines and timing circuits running across the chip, the fraction of energy consumed by the interconnect is ever increasing. The fraction of energy dissipated over interconnect and clock lines was found to be 40% for gate array based designs, 50% for cell-library based designs and 90% for traditional FPGA devices [7, 8].

Methods to reduce the amount of energy consumed by the interconnect have been extensively researched in the literature. In the past, encoding techniques like work zone encoding[9], bus invert coding[3] etc. have been proposed for inter and intra chip interconnects while low swing techniques [1] have been used for intra-chip interconnects. Encoding has been mainly applied only for I/O circuits due to the presence of huge external and parasitic capacitances at I/O pads. But with the advent of reconfigurable FPGAs, even on chip interconnect (with pass
transistors in connection boxes and switch boxes), have a rather large capacitive load, warranting the use of encoding techniques on-chip. By using bus-invert encoding as proposed in [3], the average power on the bus cannot be reduced by more than 25%. Other techniques have to be used to obtain larger energy reductions. Reducing the voltage swing of the signal on the wire has been the most efficient technique for reducing the power quadratically and power-delay product linearly. However low swing techniques suffer from lower noise immunity and reduced signal to noise ratios. Encoding technique for noise reduction has been proposed in [2] but it is not energy optimal.

In this paper we present a novel encoded-low swing technique that combines the advantages of encoding and low swing. We present exhaustive simulation results over a benchmark test architecture (for general and for FPGA interconnect) which includes the driver and receiver circuitry. The analysis is done for a range of capacitive loads. We compare the proposed technique with existing techniques namely, “no encoding no low-swing” (full-swing CMOS) approach, “low swing” approach, and the “encoding” approach.

We examine the results for a random set of data to be transmitted over the interconnect keeping in mind that the best case energy savings for encoding is when the number of transitions over the interconnect is reduced to zero (ideal case when the data values are allowed to flip every clock cycle) and the worst case for encoding is when N/2 values over a N bit wide interconnect flip every cycle. We do our study for a particular low swing technique, namely Static Driver with Voltage Sense Translator, abbreviated as SDVST-II[6] and a particular encoding technique, bus-invert coding[3]. We chose to compare against these two techniques since we use the SDVST-II and bus-invert coding for generating the encoded-low swing signals as well (the same transmitters and receivers are used for generating the low-swing, encoded and encoded-low swing signals thus ensuring a fair comparison). The results are general and hold for other low swing and encoding techniques also.

The paper is organized as follows. First, the benchmark circuits (general and FPGAs) used for all our simulations and comparisons are presented. The encoded-low swing technique and an efficient circuit implementation of the same is then presented. This is followed by a comparison with existing techniques. The effect of crosstalk and process variations over the schemes is also analysed. This is followed by a signal to noise ratio analysis. Finally the summary and the conclusions drawn are presented. Throughout this paper, we refer to the “no encoding no low-swing” approach by the acronym NENL, “encoded-low swing” approach by the acronym EL, “low swing” approach by the acronym L, the “encoding” approach by the acronym E.

2 Test Architecture

We use the test architecture of Fig. 1[1] for the purpose of evaluating the effectiveness of our approach for general interconnects. Fig. 1 shows the schematic of the benchmark interconnect circuit. An inverter prior to the driver and after
the receiver is added with 20fF capacitive load. Both the inverters are sized with $W_p=1.2\mu m$ and $W_n=0.6\mu m$. Fig. 2 shows the general interconnect line which is a metal-3 layer wire with a length of 1 mm modeled by a $\pi_3$ distributed RC model with an extra capacitive load, $CL$, distributed along the wire for fanout. We distribute $CL$ since the exact location of the fanout load is not known, and so we cannot use a lumped capacitance. $RW$ and $CW$ stand for the wire resistance and wire capacitance respectively.

We have developed the test architecture in Fig. 3 and Fig. 4 for FPGA interconnects. In the FPGA interconnect model, we incorporate pass transistor switches to replicate the path over which signals travel between logic blocks[5]. Note that we actually use complementary pass gates instead of NMOS pass gates to get rid of the threshold drop and simplify our analysis. Usage of complementary pass gates instead of NMOS pass gates increases the delay of the signal. But since we use the same test architecture for comparing all the techniques, the delay is equally degraded for all the schemes and our comparison remains fair. Fig. 3 shows the RC interconnect model which is used when the wire connecting the complementary pass transistor switches is short. When the wires are long, the RC model in Fig. 3 is replaced by a distributed RC model as shown in Fig. 4. In Fig. 4, $CL'$ represents the capacitive load due to fanout between two complementary switches.

As already mentioned, we compare four cases, the NENL, EL, L and E approaches. In the NENL approach, the driver and the receiver are just buffers. In the EL approach, the driver converts the input signal into an encoded-low swing signal, which is converted back to its original value and level by the receiver. In the L approach, the driver is a low swing converter and the receiver is a level
restorer. In the E approach, the driver is an encoder and the receiver is a decoder. All circuit comparisons are based on CMOS 0.13\(\mu\)m process parameters and spice models. The minimum drawn channel length for this process is set to 0.13\(\mu\)m.

3 Encoded Low Swing Technique

In this section, a brief overview of the proposed technique is presented. In the proposed encoded-low swing scheme, the current values to be transmitted on the bus are compared with the previous state of the bus. When the number of bits flipping is greater than \(\frac{N}{2}\) where \(N\) is the width of the bus, the decision to transmit the inverted signal values is made. In addition, an “invert” signal is also sent to the receiver to indicate whether the bus values are inverted or not. These encoded values are then converted into their low swing equivalents and transmitted. In this way, we ensure that the energy consumed over the interconnect is minimum. Our two pronged strategy not only reduces the probability of transitions over the interconnect but also transmits only low swing values to achieve tremendous energy reductions. This energy saving can only be achieved if we have an efficient driver and receiver circuit, which does not consume more energy than is saved over the interconnect. For that, an efficient circuit implementation has been developed.

We first theoretically estimate the energy savings that are possible using the proposed technique. We can estimate the average number of transitions using probabilistic analysis for a \(N\) bit wide bus. The dynamic switching energy of the bus is given by Eqn.1[1].

\[
E_{dyn} = C_{average}V_{ref}^2 T 
\]  

In Eqn. 1, \(T\) is the total number of transitions over the wire. Without encoding, the transitions, \(T_{NE}\), for an average case for a \(N\) bit wide bus is

\[
T_{NE} = \sum_{M=1}^{N} P(M).M 
\]  

where \(T_{NE}\) denotes the number of transitions without encoding, \(P(M)\) denotes the probability that \(M\) bits flip in a \(N\) bit wide bus and is given by

\[
P(M) = \frac{1}{2^N} C \left(\begin{array}{c} N \\ M \end{array}\right) = \frac{1}{2^N} \frac{N!}{(N-M)!M!}. 
\]  

By using the bus-invert coding method, we compute the transitions for an average case for a \(N\) bit wide bus. We differentiate between the cases when \(N\) is odd and \(N\) is even. This is shown next.

Case a: When \(N\) is Odd. Using bus invert coding, the number of transitions is given by Eqn. 4. \(T_E\) indicates the number of transitions over the bus in the
presence of encoding. Here, when the number of bit flips exceeds \( \frac{N+1}{2} - 1 \), the decision to invert the data bits is made. Counting the extra transition due to the invert signal, the number of transitions over the bus, when \( \frac{N+1}{2} \) data bits flip, is \( N - \frac{N+1}{2} + 1 = \frac{N+1}{2} \).

\[
T_E = \frac{1}{2^N} [1 \cdot C\left(\frac{N}{1}\right) + 2 \cdot C\left(\frac{N}{2}\right) + \cdots + \\
\left(\frac{N+1}{2}\right) \cdot C\left(\frac{N}{N+1}\right) + \left(\frac{N+1}{2} - 1\right) \cdot C\left(\frac{N}{N+1} + 1\right) + \\
\left(\frac{N+1}{2} - 2\right) \cdot C\left(\frac{N}{N+1} + 2\right) + \cdots + 1 \cdot C\left(\frac{N}{N}\right) ]
\] (4)

**Case b: When N is Even.** Here, when the number of bit flips is exactly \( \frac{N}{2} \), there is no advantage in encoding. We then take the decision of inverting the values on the bus if it does not cause a transition over the “invert” signal itself. This means that when \( N \) is even, an extra state flip flop for storing the state of the “invert” signal is needed which is not the case when \( N \) is odd.

\[
T_E = \frac{1}{2^N} [1 \cdot C\left(\frac{N}{1}\right) + 2 \cdot C\left(\frac{N}{2}\right) + \cdots + \left(\frac{N}{2} + 1\right) \cdot C\left(\frac{N}{2}\right) + \\
\frac{N}{2} \cdot C\left(\frac{N}{2} + 1\right) + \left(\frac{N}{2} - 1\right) \cdot C\left(\frac{N}{2} + 2\right) + \cdots + 1 \cdot C\left(\frac{N}{N}\right) ]
\] (5)

Substituting values in (1),(2),(4),(5) the expected average energy per unit capacitance curves (NENL, EL_average, L, E_average) for different values of \( N \) varying from 1 to 16 for the different techniques, is shown in Fig. 5. For the NENL technique and E technique, we use \( V_{ref} = V_{DD} = 1.2 \text{V} \). For the L and EL technique we use \( V_{ref} = 0.8 \text{V} \). The best case energy savings for the bus-invert coding technique, is when all the bits over a \( N \) bit wide bus flip.

**Fig. 5.** Theoretical energy for different schemes
In this case, for the techniques which do not employ encoding, the number of transitions would be \( N \), and for the techniques which employ encoding, the number of transitions would be 1 (due to the invert signal). So the lower bound for the energy/capacitance value is \( V_{ref}^2 \cdot T_E = V_{ref}^2 \cdot 1 \), this is indicated by the \( EL_{max} \) curve in Fig. 5. The curves in Fig. 5 do not show the energy consumed by the driver and receiver circuits. They only show the theoretical estimate of the amount of energy per unit capacitance that is consumed over the interconnect. The actual energy consumed, the delay and the power-delay curve inclusive of the contributions from the driver and receiver circuit are shown in the section on simulation results.

4 Circuit Implementation

We developed an efficient implementation of the driver for an 8 bit wide bus using an analog majority voter circuit as shown in Fig. 6. The receiver circuit is shown in Fig. 7. The current state of the bus (\( D0T, D1T, \ldots, D7T, INV \)) is compared with the new values to be transmitted. If majority of the bits have flipped, the analog majority voter sets the \( INVB \) signal (shown in Fig. 6) to high. The advantage of using the analog majority voter circuit is that it is easily scalable to larger bus widths with very little extra area overhead. The encoded signal values are then converted into a low swing value using the NMOS only push-pull driver[1, 6]. The driver and receiver circuits consume very little power as is illustrated in our simulation results as well. In the driver, in the analog majority voter circuit, by using the clock as the gate signal for the PMOS transistors in the latch and for the NMOS transistor (at the bottom) acting as a current source, we ensure that there is never a path from the power supply to ground except during the clock transitions. In the receiver, since we use cascode circuitry and differential circuits, the short circuit current is reduced.

The receiver consists of a low-swing restorer and a decoder as shown in Fig. 7. The decoder consists simply of XOR gates, which uses the “invert” signal to either invert or not-invert the received values depending on whether the “invert” signal is 1 or 0.
5 Simulation Results and Comparison

The set up that we use for comparing the four techniques, the NENL, EL, L and E was illustrated in Fig. 1. It has to be noted that the power-delay product that we obtain for the E scheme and the EL scheme are data dependent. The best case energy savings for E and EL is when all the bits flip, and the worst case is when N/2 bits flip. We take care to ensure that the data sequence does not consist of bits which flip every cycle, since this represents the best case for bus-invert coding and this would result in an unfair comparison. The simulation results that we obtain are averaged over a random sequence of data bits. All the results (power, delay and power-delay product) are inclusive of the transmitter and receiver circuits.

5.1 FPGA Interconnect for 8 Bits

We perform the simulations over the benchmark FPGA interconnect circuit shown in Fig. 3 and Fig. 4. The proposed EL technique is particularly interesting here due to the presence of large capacitive loads over FPGA interconnects. Even though each wire in a FPGA channel can have different sources and sinks depending on the configuration that is loaded, the proposed technique can be applied to FPGAs when the logic block is doing datapath operations where normally the granularity is higher like a 4 bit addition, 8 bit multiplication etc. The energy and delay over FPGA interconnects are larger than over general interconnects due to the presence of series complementary pass transistor switches which increase the resistance and capacitance over the path of the signal. This is confirmed in our simulation results as well. As the capacitive load begins to increase, the encoded-low swing technique consumes the lowest energy. By reducing the number of transitions, and subsequently the number of times the capacitance has to be charged and discharged, over the interconnect, the schemes employing encoding (E and EL) have lower delays than the L scheme, but higher than the NENL scheme. Fig. 8 shows the plot of power-delay product against capacitive load. For low capacitive loads (CL ≤ 100fF), the L scheme has the best power-delay product. But, as CL increases, the EL scheme outperforms the rest and has the lowest power-delay product.

The above simulations were performed for a fixed length of interconnect (L=1mm) and the capacitive load due to fanout (CL) was varied from 0fF to 2pF. We also performed simulations over the FPGA test interconnect circuit keeping CL constant at an average value of 400fF and varied the length of the interconnect from 0.1mm to 1mm. The results are summarised in Fig. 9. Fig. 9 essentially shows how the power-delay product varies with wire resistance, RW, and wire capacitance, CW. It can be seen that the proposed technique has the best power delay product.

5.2 General Interconnect for 8 Bits

Analysis of Fig. 10 illustrates that power values increase almost linearly against capacitive load (CL) but with different slopes for different schemes. As the ca-
Fig. 8. Power-Delay vs CL for L=1mm for FPGA interconnect

Fig. 9. Power-Delay vs Length for CL=400fF for FPGA interconnect

Fig. 10. Power vs CL for L=1mm for general interconnect

Fig. 11. Delay vs CL for L=1mm for general interconnect

As capacitive load begins to increase, the encoded-low swing technique outperforms the other techniques. It can be seen from Fig. 11 that the signal delay over the interconnect is the lowest for the NENL (full-swing CMOS) scheme and is the highest for the L scheme, as expected. By reducing the number of transitions, and subsequently the number of times the capacitance has to be charged and discharged, over the interconnect, the schemes employing encoding (E and EL) have lower delays than the L scheme. Fig. 12 shows the plot of power-delay product against capacitive load. For low capacitive loads (CL≤200fF), the L scheme
has the best power-delay product since the complexity of the driver and receiver circuit is less than that of the driver and receiver of the EL scheme. But, as CL begins to increase, the savings from driver and the wire begin to dominate and the energy overhead of the receiver remains almost constant. Then the proposed EL technique has the best power-delay product.

6 Effect of Crosstalk and Process Variations

We simulated the effect of crosstalk and process variations for the four techniques that we are comparing. It is summarized in Table 1. To simulate the effect of crosstalk we assume that the crosscoupling capacitance value is as specified in the CMOS 0.13µm process for a metal 3 wire at minimum spacing. We assume a victim wire surrounded by two aggressors(3 bit wide interconnect). We assume the worst case scenario, in which the aggressors switch in the same direction and induce a noise over the victim wire, which is switching in the opposite direction. In this way, we are able to measure the effect on signal delay, of crosstalk induced slow down as well. We simulate this condition over the slow, fast and typical process corners. We denote this for a L=1mm interconnect line with a capacitive load for fanout (CL) assumed to be 100fF. It can be seen from the table that in the presence of crosstalk noise, the energy consumed and the delay over the interconnect increases for all the schemes. But, the techniques employing encoding are, on an average, less affected by the presence of crosstalk noise because of the reduction in the number of transitions. In the presence of crosstalk noise, the best power-delay product is of the proposed encoded low swing technique.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Process</th>
<th>Power(P)(µW)</th>
<th>Delay(D)(ns)</th>
<th>PD(fJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NENL</td>
<td>slow</td>
<td>51.81</td>
<td>1.051</td>
<td>54.45</td>
</tr>
<tr>
<td></td>
<td>typical</td>
<td>51.86</td>
<td>1.016</td>
<td>52.68</td>
</tr>
<tr>
<td></td>
<td>fast</td>
<td>52.25</td>
<td>0.946</td>
<td>49.428</td>
</tr>
<tr>
<td>Proposed EL</td>
<td>slow</td>
<td>22.425</td>
<td>1.257</td>
<td>28.188</td>
</tr>
<tr>
<td></td>
<td>typical</td>
<td>23.55</td>
<td>1.264</td>
<td>29.767</td>
</tr>
<tr>
<td></td>
<td>fast</td>
<td>24.805</td>
<td>1.209</td>
<td>29.989</td>
</tr>
<tr>
<td>L</td>
<td>slow</td>
<td>25.15</td>
<td>1.434</td>
<td>36.065</td>
</tr>
<tr>
<td></td>
<td>typical</td>
<td>26.285</td>
<td>1.405</td>
<td>36.93</td>
</tr>
<tr>
<td></td>
<td>fast</td>
<td>29.51</td>
<td>1.376</td>
<td>40.605</td>
</tr>
<tr>
<td>E</td>
<td>slow</td>
<td>24.195</td>
<td>1.209</td>
<td>29.25</td>
</tr>
<tr>
<td></td>
<td>typical</td>
<td>25</td>
<td>1.208</td>
<td>30.2</td>
</tr>
<tr>
<td></td>
<td>fast</td>
<td>25.965</td>
<td>1.141</td>
<td>29.626</td>
</tr>
</tbody>
</table>
7 Signal to Noise Ratio Analysis

We use the worst case analysis method presented in [4] to measure the signal integrity of each circuit. The noise sources are classified into two categories: the proportional noise sources and the independent noise sources.

\[ V_N = K_N V_S + V_{IN} \]  \hspace{1cm} (6)

\( K_N V_S \) represents those noise sources that are proportional to the magnitude of the signal swing\( (V_S) \) such as crosstalk and signal induced power supply noise. \( V_{IN} \) includes those noise sources that are independent of \( V_S \) such as receiver input offset (due to process variation), receiver sensitivity, and signal-unrelated power supply noise.

Table 2 summarises the noise sources and their contributions. The crosstalk coupling coefficient is defined as \( K_C = \frac{C_C}{C_B + C_C} \) where \( C_C \) represents the coupling capacitance and \( C_B \) represents the bottom capacitance. In the CMOS 0.13\( \mu \)m process, the value of \( C_C \) is 109fF/\( \mu \)m and \( C_B \) is 113fF/\( \mu \)m. The crosstalk noise attenuation factor given by \( Atn_C \) is defined to be 0.2 for a static driver and 1 for a dynamic driver. The signal induced power supply noise is estimated to

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_C )</td>
<td>Crosstalk coupling coefficient=0.49 for 1mm wires with 3fF load and 0.18( \mu )m spacing</td>
</tr>
<tr>
<td>( Atn_C )</td>
<td>Crosstalk noise attenuation=0.2 for static driver</td>
</tr>
<tr>
<td>( K_{PS} )</td>
<td>Power supply noise due to signal switching=0.05 for single ended signalling</td>
</tr>
<tr>
<td>( Rx_O )</td>
<td>Receiver input offset = 30mV for inverter</td>
</tr>
<tr>
<td>( Rx_S )</td>
<td>Receiver sensitivity = 30mV for inverter</td>
</tr>
<tr>
<td>( PS )</td>
<td>Unrelated power supply noise = 5% of ( V_{DD} )</td>
</tr>
<tr>
<td>( Atn_{PS} )</td>
<td>Power supply noise attenuation=( \frac{\Delta V_{TH}}{\Delta V_{DD}} )=0.5</td>
</tr>
<tr>
<td>( Tx_O )</td>
<td>Transmitter offset=30mV</td>
</tr>
</tbody>
</table>

![Fig. 13. Voltage transform curves](image-url)
be 5% of the signal-swing for single-ended signaling. Process variations such as device size mismatch, threshold voltage variation etc., will induce receiver input offset noise which is denoted by $R_{xO}$. $R_xS$ indicates the receiver sensitivity. These are indicated in Fig. 13(a). Through simulations for the CMOS $0.13\mu m$ process, we find that $R_{xO}$ and $R_xS$ are 30 mV for an inverter.

The power supply noise attenuation $Atn_{PS}$ is defined as $\frac{\Delta V_{th}}{\Delta V_{dd}}$ and is indicated in Fig. 13(b). Through simulations for the CMOS $0.13\mu m$ process we find that $\Delta V_{th}$ is 30mV, and so we calculate $Atn_{PS}$ to be $0.03 \times 1.2 = 0.5$. $K_N$ and $V_{IN}$ in Eqn.6 are defined by Eqn.7.

$$K_N = Atn_CK_C + K_{PS}, V_{IN} = R_{xO} + R_xS + Atn_{PS}PS + TxO$$ (7)

The noise margin is defined as $SNR = \frac{0.5V_S}{V_N}$ where $V_S$ stands for the signal swing and $V_N$ is the total noise induced voltage which is defined by Eqn.6. The power supply noise is maximum when all the signals switch. The techniques employing encoding (namely EL and E) prevents all the signals from switching simultaneously, in fact only 50% of the signals are allowed to switch. So, in the worst case, the number of transitions is 50% compared to unencoded case. So the probability of the worst power supply noise is correspondingly reduced. This leads to a reduction in the factor $K_{PS}$. Using the values in Table 2, we compute the SNRs for the four schemes that we are comparing. This is shown in Table 3. The techniques employing full swing, namely NENL and E, have the best signal-to-noise ratios. This is due to the fact that the signal swing indicated by $V_S$ in the SNR equation is higher (1.2V) than the signal swings (0.8V) of the techniques employing low-swing, namely EL and L. But it has to be noted that the power-delay product of the NENL and E techniques are much higher than the EL and L techniques. For comparable power-delay products, it can be seen from Table 3 that the worst-case SNR of the proposed EL technique is better than the L technique by 8.8%. This can be attributed to a reduction in the power supply noise due to signal switching. The worst case flipping of all bits is prevented by the encoding, leading to a direct reduction in power supply noise.

### Table 3. Signal to noise ratio calculations

<table>
<thead>
<tr>
<th>Scheme</th>
<th>$K_{PS}$</th>
<th>$K_N$</th>
<th>$V_S$</th>
<th>$V_N$</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed EL</td>
<td>0.025</td>
<td>0.123</td>
<td>0.8</td>
<td>0.2184</td>
<td>1.83</td>
</tr>
<tr>
<td>NENL</td>
<td>0.05</td>
<td>0.148</td>
<td>1.2</td>
<td>0.2976</td>
<td>2.016</td>
</tr>
<tr>
<td>L</td>
<td>0.05</td>
<td>0.148</td>
<td>0.8</td>
<td>0.2384</td>
<td>1.67</td>
</tr>
<tr>
<td>E</td>
<td>0.025</td>
<td>0.123</td>
<td>1.2</td>
<td>0.2676</td>
<td>2.242</td>
</tr>
</tbody>
</table>

8 Conclusion

We introduced a novel encoded-low swing technique and an efficient circuit implementation of the same. This achieves the best power-delay product over the existing schemes when the capacitive load over the interconnect begins to increase above 200fF. Analyses of the simulation results show that the average
power-delay product of the proposed technique is superior by 45.7% with respect to techniques using only low swing, and by 75.8% with respect to techniques using only encoding for random data streams. In the presence of crosstalk noise, we show that the proposed technique has the best power-delay product even for small capacitive loads (CL≤200fF). The signal to noise ratio of the proposed technique is superior to existing low swing techniques by 8.8%. We perform the case study for both general and FPGA interconnects and prove the feasibility of the proposed technique for both. Since the power-delay product over FPGA interconnects is larger than over general interconnects the proposed technique is ideally suitable for FPGA interconnects and the energy savings are significant with increased loads. A disadvantage in the current circuit implementation is the need to have a reference low voltage power supply, but this can be easily overcome by using some of the techniques that exist in literature for generating a low swing signal without a reference low voltage power supply. In the future, the possibility of reducing the number of buffered switches on a FPGA as a consequence of the proposed technique needs to be investigated and quantified.
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Abstract. This paper describes a component-based methodology tailored to the design of reconfigurable systems. Systems are constructed from tiles: localised, self contained blocks of reconfigurable logic which adhere to a specified interface. We present a state-based model for managing a hierarchical structure of tiles in a reconfigurable system and show how our approach allows automatic garbage collection techniques to be applied for reclaiming unused FPGA resources.

1 Introduction

Despite rapid growth in the commercial applications of field-programmable logic, few current systems utilise run-time reconfiguration. We believe this reflects the fact that designers of reconfigurable systems lack methodologies and tools to guide the design process. In a previous paper [1] we advocated the benefits of applying software engineering ideas to the design of reconfigurable computing devices. We propose a methodology based on composition of tiles: localised, self-contained blocks of logic, adhering to a specified interfaces [4] (see Section 2).

The tiles approach draws from established ideas in object oriented programming and software components and builds on previous work on reconfigurable cores [2]. Since each tile extends an abstract tile (which provides a formal abstract data type, much as an interface in java or an abstract class in C++) this opens the possibility of top-down design. But, in common with reconfigurable cores, our approach also allows tiles to be defined as a composition of simpler tiles, allowing the traditional bottom-up approach.

This paper focuses on how tiles can be used to construct systems which are both partially and dynamically reconfigurable. To avoid confusion we take partial reconfiguration to denote systems which allow adaptation of a subsection of the overall circuit, while the remaining circuit elements remain unchanged. Similarly we consider dynamic reconfiguration to be a case where a circuit is modified over time in a series of discrete steps. (For the synchronous logic considered here, this requires that the global clock be temporarily halted while reconfiguration occurs, but the methodology also applies to asynchronous logic.) Thus a system
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may be dynamically reconfigurable but not partially reconfigurable, implying that the entire device must be reconfigured at each step. However a system which is partially reconfigurable must also be dynamically reconfigurable.

The reconfiguration benefits offered by our approach, stem from the strict adherence to an abstract tile (or interface type) for every tile. During dynamic reconfiguration we do not allow the interface type of a tile to change, only the internal realisation. This ensures that the new concrete tile shares a common interface with the old tile and will therefore be plug-compatible. It also ensures the side-effects of reconfiguration are limited, since reconfiguration can be localised to the region occupied by the tile (described in Section 3.1). The tiles methodology also enforces a formal life-cycle for each tile (Section 3.2).

The approach promises widespread applicability since many reconfigurable computing applications are constructed from repetitive sub-components: for example, digital filter pipelines, systolic arrays and cellular automata.

We demonstrate our ideas in the form of a reconfigurable regular expression matcher (Section 4). The choice of application stems from our previous work, however we see the scope of this approach as being much wider than this particular type of example. The application allows many patterns to be concurrently searched for, within a continuous stream of text. It allows patterns to be added or removed at any time during operation, resulting in partial reconfiguration of the FPGA. The system manages its internal resources by applying a copying garbage collection algorithm [3] to reclaim discarded space (see Section 5).

This paper makes a contribution to the field in its application of a fixed-interface tile approach for design and realisation of run-time reconfigurable systems. The state-model we present and message interchange approach is novel in this application, as is the use of automated garbage collection techniques for managing FPGA resources.

2 The Tiles Methodology

This section provides an overview of the salient points of our approach. We provide a more detailed treatment of tiles and a comparison with other work in this area in a previous publication [1].

2.1 Abstract Tiles

The basis for our methodology is the abstract tile, which is a rectangular region of logic with a defined interface to its neighbours. The abstract tile consists of a set of signal ports, declared much as in other HDLs [4], but each signal is also attributed to a specific edge of the rectangle: north, south, east or west. Thus the interface also contains spatial information about the directions in which signals flow in and out of a tile, which draws on previous work on structural descriptions of systems [5]. In addition to the interface information the abstract tile also has a specification which states what function the tile performs. The abstract tile does not provide a circuit which implements this function (hence the term abstract).
Multiple concrete tiles can be implemented which adhere to a single abstract tile. Each concrete tile is a system of logic elements which adheres to the interface defined by a single abstract tile and functions within the scope of the abstract tile’s specification. The set of concrete implementations of a particular abstract tile form an equivalence class since they all perform the same function and all have the same I/O signals and the same spatial characteristics.

In our example (Section 4) we create an abstract tile which corresponds to a finite state machine for detecting regular expressions. We implement multiple concrete tiles which contain the circuits for various regular expression operators: for instance, one to match sequences such as “abc” and one to match one or more occurrences of a pattern “a+”. Each of these tiles has the same set of input and output signals: we know that signal ‘x’ enters through the eastern edge.

Abstract tiles do not have the size of the circuit as an attribute since they do not presuppose an implementation. The circuit for detecting patterns of the form “a+” may be physically larger than that for detecting “abc”, for example.

2.2 Primitive and Composite Tiles

Concrete tiles may be formed in two ways. They may be designed at the circuit level using existing HDLs, but in our case we build these primitive tiles out of established run-time parameterisable cores [2], hereafter referred to simply as cores. In previous work [1] we referred to primitive tiles as ‘component tiles’, but feel the new name better describes their role.

Cores provide a way of localising and controlling the layout of the design elements constituting static systems, but the designer still has to resort to ad hoc techniques when reconfiguring the elements; our approach provides a more methodical strategy for programming reconfiguration (described in Section 3).

Alternatively, composite tiles may be formed by composing one or more primitive tiles together. This establishes a hierarchical relationship between tiles and sub-tiles which we utilise heavily. Thus an entire system consists of a tree of tiles with each composite tile having one or more offspring and primitive tiles only occurring as leaf nodes (for example, see Figure 1).

The controlling mechanisms provided by this hierarchy lead directly to benefits in FPGA resource management. Each tile has a state variable attached indicating whether it is currently realised on the FPGA substrate and whether a tile is in use or has been declared redundant. We use these attributes to explore the benefits of automated garbage collection for managing FPGAs by periodically reclaiming CLBs occupied by discarded tiles (see Section 5).

2.3 Controlling Objects

In common with JBits cores [2] and approaches such as JHDL [6] each tile has two distinct aspects: a physical circuit configured into a small rectangular region of the FPGA and a controlling object existing within the memory of a supervising computer. This computer re-programs the FPGA, modifying its internal state each time reconfiguration is required. Our approach differs from others since the
Fig. 1. An example of a tile hierarchy. Composite tiles are shown in rectangles and primitive tiles in boxes with rounded corners. We construct primitive tiles from JBits’ ULPrimitive cores, but this has been omitted for clarity.

controlling object not only acts as an on-the-fly generator for the physical circuit, but persists for the lifetime of the circuit, coordinating future reconfiguration. We have designed these controlling objects as a class library in Java.

Centralised control also allows us to ensure that the overall system configuration remains valid at all times, guaranteeing correct behaviour and avoiding deadlocks. In general, such problems can be solved by applying formal modelling techniques, during design, to the reconfiguration state-space.

3 Reconfiguration Approach

As mentioned in the previous section, a system of tiles can be thought of as a tree with composite tiles forming the branches and primitive tiles as the leaves. Each tile within the tree has a separate map of configuration attributes (and values) associated with it. Both types of tile can be reconfigured.

During reconfiguration tiles may be thought of as active objects, rather than passive circuits on the FPGA substrate, since each has a controlling object associated with it in the memory of the supervising processor. Therefore, in the following discussion the term tile refers both to the circuit which is being reconfigured and its controlling object.

3.1 Reconfiguring Tiles

Primitive tiles can be be reconfigured when their configuration attributes are modified. For instance a tile might be created, as part of a digital filter, which multiplies a variable input by a constant value $C$. When the configuration at-
tribute $C$ changes value it results in the primitive tile reconfiguring. This re-
configuration may result in minor changes to the internal connections within
the tile (such as constant folding, when $C$ changes from 6 to 7) or more radical
reorganisation. For instance, when $C$ changes to 0 the tile can discard all its
internal circuitry and set its output to constant zero.

Each composite tile has a set of one or more sub-tiles, which along with
any additional cores, define the tile. The sub-tiles and sub-cores are embedded
within the composite tile’s area on the FPGA substrate. Each of the offspring
tiles has an immutable type (specified by an abstract tile) which is set when
the composite tile is first defined. However the implementation of each sub-tile
cannot be resolved until run-time since it may depend on external events.

Several distinct concrete tiles may be created adhering to the same abstract
tile, forming an equivalence class since its members are interchangeable. The
members of this set will share a common structure (or interface to their neigh-
bours) but each will have a different behaviour, albeit within the scope of the
specification of their abstract tile. A parent composite tile may only be reconfig-
ured when one member of the class is swapped for another. Assuming sufficient
space is allocated by the parent composite tile for the physically largest mem-
ber of the equivalence class, the effect of implementation will be limited to the
region of the sub-tile (i.e. CLBs within the sub-tile will need to be reconfigured
to implement the new circuit). However the effect of swapping a tile may spill
over slightly, since connections to neighbouring tiles must also be re-routed.

### 3.2 Tile State Model

We allow tiles to be dynamically created, modified and destroyed, much as an
object in an object oriented program. Tiles must therefore follow a well defined
life-cycle so that they can allocate and deallocating their resources in an ordered
fashion. This is achieved by associating a state variable with each tile, which is
held within its controlling object. The state variable can take one of six states
as show in Figure 2, which also shows the valid state transitions tiles can follow.

![Fig. 2. The tile states and valid transitions. All tiles originate in the CREATED state and progress through configuration and optional reconfiguration to the DECEASED state, at which point their resources can be recycled.](image-url)
Tiles coordinate their reconfiguration by exchanging messages between controlling objects (Section 3.3) instructing each to change state and by changing the configuration maps associated with their offspring (Section 3). To design a concrete tile using our approach the user has to program call-back handler functions in Java for some of the state transitions in Figure 2.

Tiles start in the CREATED state and must be configured before use. When a tile is instructed to move to the ORGANISED state by its parent, a tile reads its configuration parameters (if any) and creates its constituent parts. Composite tiles will organise themselves by creating and organising sub-tiles, whereas primitive tiles just create and configure their constituent cores. We refer to this organisational phase as structural generation [1].

Once all the tiles within the hierarchy have been organised a further parent message triggers transitions to the REALISED state. This instructs each controlling object to generate the appropriate circuit within the configuration bit-stream, which we refer to as physical generation [1].

Run-time reconfigurable systems will utilise three further states. Firstly, a tile can be instructed to move to the REORGANISED state when its configuration parameters are changed by its parent. A composite tile will reorganise its constituent parts, creating and deleting sub-tiles as appropriate. This may result in the circuit being regenerated and will move back to state REALISED once the bit-stream has been updated.

Secondly, a transition can occur to the RELOCATED state, when a parent tile instructs a sub-tile to physically relocate on the FPGA substrate. This can be used to create extra space for siblings when a parent tile is reorganising (or in garbage collection, Section 5.1). The state of relocating tiles must persist, therefore the controlling object detects all the memory elements within the tile and reads-back the values stored in these latches. Once the circuit corresponding to the tile is rebuilt at a new location on the FPGA substrate the latches will be preset to the stored values. (This poses a technical problem with Virtex FPGAs which have no direct I/O command to ‘write-in’ state to selected latches.)

Finally, superfluous tiles may be instructed to move to the DECEASED state so that they can disconnect all external connections. The region on the substrate corresponding to such a tile lays dormant. When a tile dies its controlling object can be garbage collected within the Java virtual machine. We describe a similar approach for reclaiming space on the FPGA substrate in Section 5.

3.3 Inter-tile Messaging

When tiles must be reconfigured their controlling objects coordinate by exchanging messages. Typically messages are sent from parent tiles to their offspring. Each message is an instruction to a sub-tile to change state, along with an optional map of configuration parameters. For instance, a parent tile might send a message to a REALISED sub-tile instructing it to enter the REORGANISED state, along with the changes to its configuration set that warrant the change. Alternatively, a message instructing a sub-tile to move to the DECEASED state does not require parameters (and is equivalent to the C++ delete operator).
Our current implementation treats message dispatch synchronously; the sender is blocked until the recipient has acted on the message. In future work we hope to investigate asynchronous dispatch of messages since this would allow the controlling objects to be executed on multiple supervisory processors. This would allow supervision to originate from multiple embedded processors such as the four PowerPC 405 processors included within Xilinx’s VirtexPro FPGAs [7].

4 Regular Expression Application

A regular expression (regex) matching application was used as a vehicle to test this tile-based approach. Our interest in this application stems from the fact that it is representative of a wide class of reconfigurable systems [8]. Here, we extend an application presented previously [1], [9], to make it fully reconfigurable.

We assume the system is deployed in an environment where it receives a continuous stream of text, in which it is to detect a set of regular expression patterns. It generates an interrupt in real time when one or more patterns match and indicates which pattern(s) caused the interrupt. At any point the user may add additional patterns to the system or remove existing patterns. Any such command results in the clock being temporarily halted and the FPGA partially reconfigured. We therefore assume the data stream is buffered and that the FPGA, once restarted, can clear the backlog.

We previously presented a design process for finite state machines which match arbitrary regular expressions and how they can be implemented with tiles [1]. This system groups together a number of these regex sub-tiles into a ‘Slice’ composite tile which occupies a column within the FPGA. A Slice serves two purposes: (i) it groups the regex tiles together into a chunk, akin to a page in a virtual memory system, to facilitate garbage collection (described in Section 5) and; (ii) it combines the match outputs of an arbitrary number of regex tile via a chain of OR gates to detect whether any pattern is matched.

The top level composite tile, or ‘Slice Manager’, composes a user-specified number of Slices to build the system, as shown in Figure 3. Similarly, it ORs together the outputs of each Slice to generate a single aggregate match signal which acts as the interrupt source. When a match occurs this temporarily stops the data source sending more text and tests to see which Slice(s) are reporting a match. The state-persistence mechanism described previously in Section 3.2 provides a useful short-cut for reading-back the internal state of the regex tiles within the matching Slices to see which regular expressions are matching.

We have implemented this design on a Celoxica RC1000 board with a Virtex XCV1000 FPGA. The host computer acts as a supervisor, running our tiles library which uses Xilinx’s JBits 2.8 API [2]. The application has not been optimised for performance but can be clocked up to 50 MHz. But since it uses four-phase handshaking to transfer text data through an 8-bit control port into the FPGA, this limits throughput to about 3000 chars/sec. However the regex tiles are fully pipelined and by using DMA to transfer data onto the board, much greater throughput should be possible.
Our current implementation does not consider how reconfiguration affects combinational logic delays. However the approach allows propagation delays to be precomputed for each tile and keeps inter-tile connections short, and therefore unlikely to impact on the global clock rate. This is a topic for further research.

5 Resource Management

The assumption underlying our approach is that a future system of field programmable logic will need to be able to adapt in complex ways to the environment in which it operates. This means that the system will need to be able to react to external events, such as someone plugging in a peripheral device, by dynamically creating internal circuit sub-systems to act as drivers [7].

One way this could be achieved would be with some form of virtualisation technology, providing virtual CLBs, similar to the virtual memory used by modern operating systems. Such a system would realise all the possible logic within its ‘virtual’ matrix of CLBs and then page-in the circuits on demand. There has been little progress in this direction; applying this concept to FPGAs, without diminishing the benefits of massively concurrent computation and communication, is a formidable technical problem.

Our approach assumes that exponential increases in FPGA size over time will ensure there is sufficient space available to implement all the sub-systems needed to perform a particular task. However, we assume that an application will need a mechanism for recycling its resources: old circuits will become redundant and must be deallocated, to allow CLBs to be recycled to create new sub-systems. In this section we explore whether tiles offer an appropriate level of granularity to support garbage collection.

5.1 Garbage Collection

As part of the regular expression matching system we have implemented a form of incremental incrementally-compacting garbage collection (GC) [3]. The im-
Fig. 4. The arrangement of tiles to permit GC. The outer rectangle corresponds to the SliceManager, whereas vertical columns represent Slices and each is filled with crosshatched regex tiles from the bottom. The white rectangle at the top of each column represents space which has not yet been used. Some tiles have been discarded and are marked with an X. Note the reserved Slice which is kept empty to permit GC.

Implementation was simplified by the fact that each of the regex tiles is a single column wide and a variable number of rows high, depending of the complexity of the pattern. (This allows us to exploit the partial reconfiguration of individual columns provided by Virtex FPGAs.) Our design stacks up the expression tiles within columns of the FPGA as each new pattern is added. We store patterns within a user-specified number of columns but reserve a single column for GC. The arrangement of tiles within the FPGA is shown in Figure 4.

The tiles which correspond to discarded patterns are instructed by their parent Slice to enter state DECEASED. In response they disconnect themselves from their neighbours, but continue to occupy space within their column. When there is no longer space to add a new pattern the tile hierarchy is traversed to ascertain which column has the most ‘dead’ space. The active tiles within this column are copied across to the free column and the old Slice tile is instructed to enter the DECEASED state. The column is then overlaid by a new Slice tile, which is instructed to become ORGANISED then REALISED creating an empty column. This column then becomes the new reserved column to act as the destination for the next cycle of GC.

All GC techniques need to be able to traverse the available resources, usually the memory heap, following pointers to detect the memory regions that are used and those which, being unreachable, can be discarded. Our tile hierarchy, along with the state variable in each controlling object provides an ideal mechanism for following the same approach with FPGA resources.

Extending GC to arbitrary two-dimensional arrangements of tiles would complicate the copying operation somewhat but doesn’t fundamentally change the approach. We intend to investigate this in future work.
6 Conclusions

This paper has argued the need for design of fine-grained reconfigurable systems using a more methodical approach than current reconfigurable cores. We believe that the tiles methodology sensibly builds on existing reconfigurable cores and bridges the gap between APIs, such as JBits, and system design methodologies such as object orientation. It also provides a useful starting point for investigating the automation of reconfiguration and resource management, allowing design and implementation of reconfigurable systems in a more abstract way. Construction of a real-time regular expression matcher has both proved the efficacy of this approach and provided an initial implementation of a garbage collector designed to manage FPGA resources.
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Abstract. Reconfigurable logic promises a flexible computing fabric well suited to the low cost, low power, high performance and fast time to market demanded of today’s computing devices. This paper presents an analysis of what exactly occurs when a fine grain FPGA, specifically the Xilinx Virtex, is reconfigured, and proposes a tailorable approach to configuration architecture design trading off silicon area with reconfiguration time. It is shown that less than 3% of the bits contained in a typical Virtex reconfiguration bitstream are different to those already in the configuration memory, and a highly parallelisable compression technique is presented which achieves highly competitive results - 80% compression and better.

1 Introduction

Reconfigurable Field Programmable Logic (FPL) based Custom Computing Machines (CCM) provide the ability to alter their function by writing to the contents of their configuration memory at run-time. This paper explores ways of speeding up reconfiguration by analysing the changes that occur and proposing architectures and algorithms to leverage the observations.

One of the central aims of dynamic reconfiguration is to perform useful work by making the most efficient use of the silicon resources available. In applications where many thousands of specialisations per second are necessary to have the optimal algorithm implementation, the time to reconfigure the fabric would need to be much less than a milli-second, otherwise the benefit of specialisation is lost.

This paper examines the specific problem of speeding up partial dynamic reconfiguration of a fine grain FPGA. Section 2 introduces dynamic reconfiguration, gives relevant details of the Xilinx Virtex configuration architecture and presents an overview of previous work done in the area of speeding up reconfiguration. Section 3 analyses the resource redundancy in a circuit implemented on the Virtex. Section 4 presents an advanced configuration technique leveraging the redundancy in an FPGA to speed up partial reconfiguration. Section 5 describes three partial bitstream compression algorithms together with an example of a configuration architecture for using them.

2 Background

The Xilinx Virtex device [4] is chosen as the FPGA fabric for experimentation in this paper since it is a commercial device with a large established market. Another advantage of choosing the Virtex is the availability of the Java JBits API, enabling low level access and manipulation of bitstreams produced by the Xilinx tool flow.

The Virtex is composed of Configurable Logic Blocks (CLBs), Input Output Blocks (IOBs), block RAMs (BRAM), clock resources, routing resources and configuration circuitry. All of these resources are configured by a configuration bitstream that is read and written through an 8-pin configuration port.

The configuration memory [5] is arranged into a series of columns, each of which can be visualised as stretching from the top to the bottom of the device. A column is divided into 48 frames, and the frame forms the atomic unit of configuration, meaning it is the smallest piece of memory that can be read or written to. There are several different types of column in the Virtex device: a central clock column, two IOB columns and multiple CLB and Block RAM columns (depending on the part). For each frame in a CLB column the first 18 bits contribute to the control of the two IOBs at the top of the column, then there are 18 bits for each CLB in the column and finally another 18 bits for controlling the two IOBs at the bottom of the column.

The content of a frame is a seemingly unrelated subset of the configuration for the inter-connect, IOBs and CLBs. An example of the problems created by this for fast reconfiguration is that changing the configuration of the two IOBs at either end of a column of CLBs can require most of the frames in the column to be written to the device.

Configuration is done through a shift register called the Frame Data Register (FDR) into which the configuration data is loaded before being transferred in parallel to a configuration memory frame.

2.1 Existing Techniques for Speeding up Reconfiguration

The time taken to perform reconfiguration depends on a number of factors: the number of resources to be configured, off-chip configuration bandwidth, granularity (or atomic unit) of the configuration memory and the configuration memory organisation.

The importance of the first three factors to configuration time is obvious. The organisation of the configuration memory is important, since it can adversely affect the (naively) expected linear relationship between the number of resources being configured and the amount of data that must be loaded into the device. If configuration bits controlling unrelated resources are contained in the same memory locations, then there is a high likelihood that, with a small change to one area of the fabric, a disproportionately large number of memory locations will need to be written in order to bring about the change.

Configuration compression [1] exploits the similarities between frames but requires a large hardwired decompression unit which means the technique does
not scale well. The multi-context FPGA [2, 3] has multiple memory bits per configuration bit forming configuration planes. Although this provides extremely fast switching between preloaded contexts, the additional memory planes can require significant area and since a plane’s content is likely to change often, the off-chip configuration bandwidth is still a major bottleneck. Further, small changes are extremely wasteful since they require an entire context plane to implement.

3 Reconfiguration Bitstream Analysis

It is well known that due to the highly flexible nature of an FPGA’s interconnect, only a small fraction of the configuration bits loaded into a device for a particular circuit are important. This section of the paper explores the configuration changes necessary to switch between a pair of circuits.

The largest member of the Virtex device family has a configuration bit stream of over 1 million bits. Research topics of interest include finding how many of the configuration bits of a large device such as the Virtex are essential for the configuration of a circuit, and of those bits, how they break down across configuring routing resources, lookup-table (LUT) contents and the multiplexors providing I/O to the LUTs.

3.1 Technique

**Analysis.** The Xilinx JBits API provides a low level method of creating and manipulating Virtex bitstreams. It provides several layers of abstraction — from the provision of high-level utilities such as routers and tracers (JRoute and Route-Tracer), to the connection of individual wires and the setting of multiplexors (JBits.set()). It is possible to take circuits produced by an HDL synthesis flow and manipulate them using JBits.

To provide a means for analysing and observing reconfiguration in detail, a piece of software was written using the JBits API. The software takes as input two bitstreams generated by the standard Xilinx toolflow that have some CLB usage in common. It may be that one circuit uses all the CLBs used by the other circuit, or simply uses some of them, so the portion of the fabric where both circuits use the same CLBs is also specified as an input to the program. As output, the program produces a detailed list of the minimum number of changes necessary to reconfigure the fabric from implementing one circuit to the other.

The minimal set of changes necessary to reconfigure the fabric is produced by writing special wrapper functions for the low-level JBits calls and then using these wrappers to perform the reconfiguration. The wrappers record the setting of the resource being reconfigured in addition to modifying the bitstream. This means that when all necessary changes have been made, the final setting of each resource can be compared to its setting before any changes were made, producing the minimal set of changes.

The algorithm for implementing the reconfiguration is composed of three stages. The first stage involves reading the LUT and internal CLB multiplexors
configuration settings from the resultant circuit and writing these settings to the same CLBs in the starting circuit bitstream. The starting circuit bitstream is now a mix between the settings for CLB internals of the resultant circuit and the interconnect configuration of the starting circuit. The second stage consists of tracing the route of every possible source in the resultant circuit and extracting the settings of each resource in its path. The resource settings are then written to the starting circuit bitstream. After stages one and two, the starting circuit bitstream now contains the complete implementation of the resultant circuit with any non-overlapping resources for the first circuit left intact.

Unfortunately this bitstream will not necessarily configure the fabric to produce a working second circuit, this is because extraneous nets and partial nets belonging to the original circuit may overlap and interfere with the resultant circuit. For example, it is possible that a net will have more than one source. To remove this problem, all the sources in the new bitstream are traced and any sinks present which should not be are removed. The resulting netlists are now functionally correct, i.e., they connect a source to a list of sinks, but there maybe additional ‘antenna’ wires hanging off the netlist not performing any function. Although not altering the functional correctness of the netlist these antennae do potentially affect timing. For the purposes of this implementation, a simple timing analysis of the resultant circuit is performed and compared with the lean version. Those nets in the new circuit which are larger than the critical net in the lean version are trimmed appropriately.

The analysis tool enables a large number of different investigations to be carried out on the details of Virtex reconfiguration. The analyses carried out for this paper focus on revealing ways to reduce configuration time by providing a detailed view of what exactly occurs when reconfiguring.

**Metric for Analysis.** To put the number of bits that flip during reconfiguration in perspective, the actual number of bits controlling the configuration of a CLB is used as a metric. It is equal to the 18 bits in a frame allocated to a CLB multiplied by the 48 frames in a column, $18 \times 48 = 864$ bits.

### 3.2 Results

Two fundamental analyses of reconfiguration are presented in this section. The first is the percentage of bits in the configuration memory that flip during reconfiguration. The second is a breakdown of the percentage of bits that flip in each of the different resource types.

The experiments were conducted using a selection of circuits typically implemented on FPGAs: FIR and IIR filters, a DES encryption core, an FFT and a CORDIC. The circuits were placed and routed automatically, with area minimised and they ranged in size from 528 to 2320 slices.

It was found that the number of bits that change during reconfiguration is consistently between 8% and 10% of the total size of the configuration memory controlling that area of the fabric. It was also found that when the number of
bits that flip during reconfiguration is compared to the size of the bitstream loaded to perform the change, the percentage change is smaller again - less than 3%. The percentage number of bits that actually flip is consistently between 8% and 10% across the circuit pairs showing the generality of the result despite the large variation in circuit sizes.

Figure 1 shows that the majority of changes during reconfiguration occur in the multiplexors feeding the LUT inputs and the LUT contents themselves.

Sections 4 and 5 give two different approaches to leveraging the knowledge gained by the reconfiguration bitstream analysis. Section 4 gives details of a method called the overlay technique, which identifies and loads those changes that can be made before the fabric is taken off-line for the residual reconfiguration. Section 5 proposes a new configuration architecture design space, and explores some complementary reconfiguration compression algorithms that operate on the configuration changes required.
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**Fig. 1.** The number of changed bits broken down by resource type and expressed as a percentage of the total number of change bits required to configure the area of fabric occupied.
4 Overlay Technique

From the analysis of the number of bits required for each resource type, it can be seen that a fair proportion of the bits that require changing are Programmable Interconnect Points (PIPs) controlling single connections. These are of interest because many of them could be set in advance of reconfiguration without affecting the operation of the existing circuit. This section presents and evaluates a technique for exploiting the potential of this redundancy.

A software tool was written, which takes in the bit streams describing two circuits, A and B, that time-share a section of the FPGA fabric and produces two new bit streams, called the advance bits and the residual bits. The advance bits describe a circuit equivalent to circuit A, except that in addition any resources used by B that can safely be set in advance are configured. The residual bit stream contains the remaining configuration data necessary to minimally switch from the advance bit configuration to an equivalent configuration for circuit B.

This overlay technique is suited to an embedded application where the computing requirements are easily predicted. In an application where circuit B is not necessarily required after circuit A, it may be desirable to separate the advance change bits from the definition of circuit A and only load the appropriate circuit’s advance bits when the system’s requirements can be better predicted. This is a simple extension of the algorithm implemented, producing three bitstreams instead of two - circuit A, advance bits for circuit B and the residual bits of circuit B.

When two circuits of different sizes are paired together, the area of the smaller circuit is chosen for the overlay experiment. Only PIPs are considered for overlaying in the experiments. Only CLB configuration data is manipulated, the circuits are not connected to IOBs, and any clocking or BRAM configuration is ignored. This is acceptable since the goal of this technique is the minimisation of the data required to reconfigure an area of logic, and logic is controlled by the CLB configuration data. It is expected that the technique can be extended to include IOB and clock configuration data.

4.1 Results

The overlay technique results in the identification that 10% of the change bits can be overlayed in advance of the fabric being taken offline for the second residual stage of reconfiguration. It is likely that with less densely packed circuits, and a more exhaustive set of techniques to identify resources that can be overlayed, e.g., LUT contents, CLB MUXes and CLB internal MUXes, the fraction of bits than can be overlayed at the advance stage could be increased.

5 Configuration Architecture Design Space

5.1 Overview

The reconfiguration bitstream analysis in Section 3 suggests that simply loading the changes required instead of the complete bitstream may improve reconfigura-
tion time. This Section investigates this within a new configuration architecture design space. A specific point within the new design space is selected and described before a number of algorithms are proposed to compress configuration changes. This approach can be used independently or enhanced through a combination with the overlay technique given in Section 4.

5.2 Architecture Description

RAM can be added to the configuration sub-system to the point where there are two (or more) RAM cells for every configuration bit (the multi-context configuration architecture), resulting in instantaneous whole-chip reconfiguration time in the order of a single clock cycle. This section of the paper aims to provide an illustrative example of how the analysis of what exactly occurs during reconfiguration presented in Section 3, identifies a new area of configuration architectures spanning the single context device and the multi-context device. The aim is not the definition of a new architecture, but more an exploratory feasibility study of a large family of architectures.

The specific architecture point chosen for study in this paper has a small RAM at the top of each column of configuration frames (or alternatively makes use of existing block RAM) and an associated configuration controller, as shown in Figure 2. The idea is to have the small configuration memory contain the changes that must be applied to the column, and a configuration controller applies the changes to the existing contents of the configuration memory. The configuration frames of each column can be read and written to by its configuration
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controller, parallelising reconfiguration across columns. This architecture enables the sparse nature of the configuration bitstream changes to be compressed and stored on chip efficiently in advance of the reconfiguration stage. At the reconfiguration stage, the controller circuitry makes the changes by reading the existing configuration memory contents and applying the difference by inverting certain bits within the read back frame.

The configuration controller consists of an address generator unit, for reading from the small RAM, a frame address generator unit, two of registers for applying the difference function and the necessary control circuitry.

5.3 Configuration Change Compression Algorithms

This section proposes three possible compression techniques that leverage the observations from the earlier analysis and examines their effectiveness and cost in terms of silicon area.

Vanilla Compression Technique. The Vanilla compression scheme exhaustively searches and finds the optimum constant data chunk size for representing the changes and the corresponding optimum relative addressing scheme.

Banded Compression Technique. Change bits tend to be clustered into bands within the column because the change bits for every frame in the column are concentrated around the rows that are being changed. The banded technique expresses only the banded region of each frame. This reduces the space that must be covered by the addressing scheme of the change dataset.

Partitioned Compression Technique. Figure 1 reveals that expressing the LUT’s value explicity instead of attempting to compress it may be a better approach. The partitioned compression technique separates the LUT contents from the other configuration data, states its content explicitly and uses the banded compression algorithm on the remaining configuration bits.

Compression Results. Figure 3 shows the results for the three techniques presented as a percentage of the actual data configuring the portion of the FPGA. The partitioned technique provides the best results, reducing the amount of data that needs to be loaded into the proposed architecture to 45% of the bits configuring that part of the fabric. However, since the performance difference between the banded and partitioned techniques is small, the banded technique seems to be the best solution, as its implementation in terms of logic and memory resources is significantly simpler and is hence likely to require less silicon area despite its slightly bigger storage requirements.

When the banded techniques results are expressed as a percentage of the Xilinx bitstream that is loaded to configure the fabric the compression is around 80%, although this figure is highly dependent on the number of CLBs occupied in each column. This result competes well with the best reported configuration compression method for a complete bitstream [1].
5.4 Architecture Evaluation and Discussion

A CLB has 864 configuration bits, so the configuration changes RAM is required to have 432 RAM cells per CLB to contain a complete configuration change for the column. At 5 transistors per cell, the changes RAM needs 2160 transistors which is about 1/3 of the estimated 6000 transistors in a CLB [6]. The control circuitry is negligible in size compared to the changes RAM. This is particularly true if the architecture is such that a frame may be read in a series of small chunks and hence doesn’t require a large register to store its contents. Considering that IOBs, BRAM and other existing parts of the architecture mean that CLBs do not use all the silicon area it is estimated that the changes RAM would increase die size by less than 15%. This estimation is particularly conservative since it does not take into account the smaller area required by a single large RAM block per column compared to that of the highly distributed configuration RAM.

The time taken to reconfigure is proportional to the maximum number of CLBs requiring to be changed in any column. It is very dependent on the design of the control circuitry and the width of the changes RAM, but, assuming a column’s control logic is capable of processing 1 change per clock cycle, then on average (864/10=87) cycles are required to reconfigure a CLB. So, as a concrete example, the XCV1000 part which has 72 CLBs per column would require a total of 72×87 (approx. 6300) cycles to entirely reconfigure. This is two orders of magnitude less than the time to reconfigure using the existing architecture.
The example architecture given is only one point in the design space of this configuration architecture domain and can be tailored to suit the application. For example, the number of change RAMs used could be reduced if parallel reconfiguration of the entire device is never necessary; say a design’s requirements demonstrate no more than half the fabric’s columns need to be reconfigured then the reconfiguration architecture would increase die size by less than 7.5%.

6 Conclusion

This paper’s analysis of the actual changes made during reconfiguration shows the extent of redundancy present in a modern FPGAs bitstream to be 90%. Leveraging this insight, a configuration architecture design space was proposed that spans the area between the two main existing configuration architectures, and three complementary algorithms for compressing the reconfiguration changes were presented and tested. The compression technique proposed produces a 50% compression of the minimum bitstream required to configure a specific area of fabric, and an average of 80% compression of the bitstream used to configure the fabric in present Virtex devices. This result compares favourably with the existing algorithms for full bitstream compression, and brings the advantages of being less expensive to decompress and is highly parallelisable.
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Abstract. We present an efficient technique to implement multi-controller systems using partial reconfigurable hardware (FPGA). The control algorithm is implemented as a dedicated circuit. Partial runtime reconfiguration is used to increase the resource efficiency by keeping just the currently active controller modules on the FPGA while inactive controller modules are stored in an external memory.

1 Introduction

Control systems can be implemented in reconfigurable hardware as an efficient and high-performance alternative to control algorithms executed by processors [4, 7, 10]. The large design space offered by reconfigurable hardware allows an exploration of different area/time trade-offs and to customize the data-word width to the problem.

Complex mechatronic systems in a changing environment require adaptive control to perform well. The concepts vary from adaptive parameter control to the multiple model approach [8, 12, 15]. In the latter the plant is modeled as a process operating in a limited set of operating regimes. The control system consists of a set of controller modules, each optimized for a different operating regime. It automatically switches to the corresponding controller module during runtime. When using just one static FPGA configuration to implement the multi-controller architecture, most of the system resources would stay inactive. We use partial runtime reconfiguration to overcome this drawback and to increase the efficiency of the system. The following section introduces linear controller systems and our reconfigurable hardware solution for these controllers. In section 3 we introduce the enhanced class of multi-controller systems. Section 4 presents our prototyping system that allows the implementation of multi-controller systems based on reconfigurable hardware. We close with a conclusion and future work.

1 This work was partly developed in the course of the Graduate College 776 - Automatic Configuration in Open Systems- and the Collaborative Research Center 614 - Self-Optimizing Concepts and Structures in Mechanical Engineering - University of Paderborn, and was published on its behalf and funded by the Deutsche Forschungsgemeinschaft.
2 Digital Linear Controller

The task of a controller is to influence the dynamic behavior of a system referred as plant. If the input values for the plant are calculated on basis of the plant’s outputs, we refer to a control feedback (fig. 1).

![Control Feedback Loop](image)

Fig. 1. Control Feedback Loop

A common basic approach is to model the plant as a linear time-invariant system. Based on this model and the requirements of the desired system behavior, a linear controller is systematically derived using formal design methods. The controller as a result of the synthesis considered above, is described as a linear time-invariant system and a time discretization is performed which results in eq. 1. The input vector of the controller is represented by $u$ (measurements from sensors of the plant), $y$ is the output vector of the controller (regulating variable to actuators of the plant) and $x$ is the inner state vector of the controller. The matrices $A$, $B$, $C$ and $D$ are used for the calculation of the outputs based on the inputs.

$$
x_{k+1} = Ax_k + Bu_k
$$

$$
y_k = Cx_k + Du_k
$$

$$
p = \text{dim}(u), \quad n = \text{dim}(x), \quad q = \text{dim}(y)
$$

The task of the digital system is to calculate eq. 1 during one sampling interval. That includes determining the new state $x_{k+1}$ and the output $y_k$ before the next sampling point $k+1$.

2.1 Hardware Architecture of a Linear Control System

In previous work [4, 7] we developed a framework for the implementation of conventional digital linear controllers on reconfigurable hardware. It consists of transformation tools and a generic HDL (hardware description language) description of the controller architecture. Input to our design flow is the controller in form of eq. 1. Our framework generates fixed point arithmetic hardware which uses a fixed range of $[-1, +1]$. Thus a scaling of the equation system is necessary. The parameters of the matrices, the values of the input and output vectors, as well as the values of the state vector must not exceed this range during any time of operation. To perform the scaling transformation our tool requires the original range of the inputs and outputs determined by the physical sensors and
actuators and the original range of the state variables determined by a simulation or analytical methods [4, 7]. The scaled equation system is used as an input to our generic HDL controller architecture. The generated hardware structure is described below.

Both parts of eq. 1 share the same form and are independent of each other. So a generic *MEC* block (*Matrix Equation Calculator*) which processes eq. 2 is instantiated twice to process both parts of eq. 1 in parallel.

\[
c = Ma + Nb
\]  

(2)

Inside a *MEC* block the two terms *Ma* and *Nb* are also computed in parallel. For this purpose two *SMUL* blocks (*scalar-multiplier*) and an adder are instantiated. The first *SMUL* block multiplies one row of *M* with vector *a* at a time (the second *SMUL* block does the same for *Nb* respectively). Therefore the rows of *M* (and *N*) are processed sequentially. A *SMUL* block multiplying two vectors of dimension *n* (a matrix row and a vector) consists of *n* multiplier instances and an adder tree to sum the results. The multipliers themselves are implemented as Booth multipliers which have a cycle delay that is equal to the word width of the operands. The parameters of the matrices are directly synthesized into the design. Some additional control logic is instantiated to control the sequential computing of the scalar products and to periodically start the computation at each sampling point.

The area/time trade-off of this architecture leads to \( f_1(p, n) \) parallel instantiated multipliers and \( f_2(n, q) \) sequential performed multiplications (eq. 3). \( f_3(n, q, w) \) is the number of overall clock cycles per sampling point where *w* is the word width of the input values of *u*. (see eq. 1 for *p, n, q*)

\[
\begin{align*}
  f_1 &= 2(p + n) \\
  f_2 &= \text{max}(n, q) \\
  f_3 &= (w + 2) \times \text{max}(n, q) + 2
\end{align*}
\]  

(3)

In our implementation, the quadratic complexity of the problem (eq. 1) results into linear space complexity \( O(p + n) \) (parallel computing) and linear time complexity \( O(\text{max}(n, q)) \) (sequential computing). However, other mappings with different area/time trade-offs are possible. Moreover, the data width can be chosen at bit granularity according to the accuracy required by the application. Therefore, by using reconfigurable hardware the system can be implemented efficiently, i.e. using minimal hardware resources while meeting all constraints on computation time and accuracy.

### 3 Multi-controller Architecture

In the *multiple-model approach* the plant, e.g. a complex mechatronic system in an changing environment, is modeled as a physical process that is operating in a limited set of operating regimes. From time to time the plant changes the operating regime. With conventional methods it might be possible to design one
A robust controller that controls the plant in all operating regimes, but it will not work optimal for the current operating regime. Parameter adaptive controllers can be used, but they may respond too slow to abrupt changes of the plant’s dynamic behavior [13].

In the *multiple-model approach*, the plant is controlled by the architecture in fig. 2 [12]. It is composed of a set of *controller modules (CM)*, each optimized for a special operating regime of the plant. The *supervisor* is able to switch between the controller modules to determine the active module. The decision to switch from one CM to the next is made on basis of measurements of physical values of the plant. The strategy of the *supervisor* can vary from simple functions of the measurements to agent-based techniques [15].

![Multi-Controller Architecture](image)

**Fig. 2.** Multi-Controller Architecture (The gray parts of the multi-controller show the active elements. The active controller module changes from time to time.)

### 4 Multi-controller on Reconfigurable Hardware

We assume that every *controller module* $CM_i$ of fig. 2 can be represented by a linear controller. Therefore, we can use our framework to implement each *controller module* as a dedicated circuit. By using the standard approach, all modules would be instantiated in parallel. This leads to a design with a high area and power consumption, proportional to the number of controller modules. This number can be quite large, making this approach impossible due to the physical bounds of the FPGAs. Moreover, this design is very inefficient since only one controller module is active at a time (fig. 2). Considering just the resources for the controller modules, $n - 1$ of $n$ resources stay inactive in contrast to efficient designs where almost all resources are active all the time. Our system proposed in the next section uses partial reconfiguration to overcome this drawback.
4.1 Architecture

To map the multi-controller architecture (fig. 2) to our prototyping system we divide the FPGA into three parts (fig. 3). In the middle the static module (SM) can be seen, which is not reconfigured and operates all the time. It contains the supervisor, a multiplexer and the communication interface to the plant. The left and the right parts of the FPGA are slots for reconfigurable modules (RM-Slot-A, RM-Slot-B). In these areas a controller module can be implemented. Like in the original architecture (fig. 2) the supervisor and the controller modules get their input from the output of the plant. The calculated outputs of the currently active controller module are propagated back to the inputs of the plant. The active controller module is set by the supervisor. The initial controller is configured into the left slot (RM-Slot-A) of the FPGA and the supervisor activates this controller by setting the MUX to A. If the supervisor decides to switch to a new controller module $CM_k$, it request the configuration manager to reconfigure the right slot (RM-Slot-B). After the reconfiguration process is finished the MUX is set to B. Every time a switch event occurs the supervisor will toggle to the other target slot. An example sequence is illustrated in the timing diagramm in fig. 4.

In our prototyping environment the task of the host is to simulate the plant and to store the partial bit-streams of the controller modules (fig. 3). In a final product, the control system will consist of the FPGA, a flash memory to store the partial bit-streams, the configuration manager which is a simple state machine and the I/O converters to connect the system to the plant.

The reason the system has two reconfigurable slots (instead of just one) is the relatively slow reconfiguration time of FPGAs which is in the range of milliseconds. If the sampling frequency of the controller is in the range of kHz, it might not be possible to reconfigured a controller module within one sampling interval. With our method, the new CM can be reconfigured and synchronized
while the other one controls the plant. This enables the switching between the two controllers within two sampling points, additionaly smooth fading between the controller outputs becomes possible.

The FPGA area of our system is two times the area of a controller module $A_{RM}$ plus the area of the static module $A_{SM}$ (eq. 4). As a boundary condition, the computation time $t_c$ of a CM must be less than the sampling period. In an optimized implementation of a CM the FPGA-area/computation-time trade-off is chosen in such a way, that the area is minimized while the computation time is close to the sampling period. Approximatly, we can assume a linear trade-off between the area and the computation time of a controller module since we can highly parallelize the control algorithm (eq. 5).\(^2\)

$$A_{twoslotsystem} = 2A_{RM} + A_{SM}$$

$$A_{RM} \approx c_1 \frac{1}{t_c}, \quad t_c \leq T$$

A system which uses only one RM slot and the static module SM can be an alternative in some cases. Since the controller module slots require the mass portion of the FPGA area, using only one slot seems to be a great reduction of the overall system resource cost. However, if the application requires a new controller output $y$ within every sampling interval $T$, the new CM must be configured and compute the new output during one period. The reconfiguration time $t_r$ plus the computing time $t_c$ must be less than the period. The FPGA area of such a system is the area of one reconfigurable module slot $A_{RM}$ plus the area of the static module $A_{SM}$ (eq. 6). The reconfiguration time $t_r$ increases approximatly linear with the module size (eq. 7).\(^3\)

$$A_{oneslotsystem} = A_{RM} + A_{SM}$$

$$A_{RM} \approx c_1 \frac{1}{t_c}, \quad t_r + t_c \leq T, \quad t_r \approx c_2 A_{RM}$$

Finally, it depends on the reconfiguration speed and the sampling period, which system should be preferred. When $t_r$ exceeds $T$, or when fading between the controller modules is required, the one slot solution cannot be used.

\(^2\) $c_1$ is an application specific constant
\(^3\) $c_2$ is an FPGA device specific constant
4.2 Partial Reconfiguration Design Flow

Partial reconfiguration is not part of a standard design flow, but is the subject of current research. It is FPGA architecture dependent and many boundary conditions have to be considered. In this work we target the XILINX Virtex FPGAs [2]. These devices can be partially reconfigured column wise. During a complete reconfiguration a bit-stream with configuration data for all logic resources of the gate array is send to the device. In the partial reconfiguration mode the bit-stream contains just the configuration data for one or more columns of the gate array. The other columns keep their old configuration and their logic blocks stay active during the reconfiguration.

The design of a system using partial reconfiguration starts with the partitioning of the system into modules that should be reconfigured at runtime. Much theoretical research in the area of reconfigurable computing focuses on the systematic partitioning of the system and the optimal scheduling and placing of the reconfigurable modules, e.g. [3, 5, 6, 14]. Due to the complexity of the design flow, we started with a manual partitioning as described in section 4.1.

To implement the system the bit-streams for all modules have to be created during the design time. In the standard design flow the design entry is HDL and the synthesis tools are employed to generate the bit-stream. To generate partial bit-streams two methods exist. The first omits a synthesis by the standard tools and uses tools that allow access to the FPGA resources on a low abstraction level [1, 16]. The second uses the standard synthesis tools in a modified, restricted design flow [11]. The latter, which we used in our work, is described in the following.

The basic idea of the modified design flow for partial configuration is the constraint of the place and route process in that way, that all logic of a module is placed inside a restricted area. For this purpose, a net-list for every module is synthesized. For each net-list the place and route process is invoked, with the constraint to use only FPGA resources in a defined area. Some restrictions that have to be met to generate a reconfigurable module for XILINX Virtex FPGAs are listed below:

- The area of two modules that should work simultaneously must not overlap.
- The height of the module area is always the full height of the FPGA. (This is due to the column wise reconfiguration of Virtex FPGA)
- The position to place a module is fixed and determined during design time. Relative placement during runtime is not supported. (e.g. currently, a module bit-stream for the left FPGA half cannot be used for the right half)
- An active module occupies all resources in its area. That is, other modules cannot use logic blocks, routing resources, block ram, I/O pins or any other resource of the active module.
- Communication between adjacent modules is done via fixed well defined connections at the modules boarders.
- Communication between not adjacent modules can be realized by feed through wires of the between module.
The modules must not share any other connection (except the clock nets, which are global resources). That means, that the modules must not share one reset signal or constant nets like VCC or GND.

4.3 Implementation and Results

For the implementation of the system we used our self developed flexible and modular rapid prototyping environment RAPTOR2000 [9]. In this work, the RAPTOR2000 motherboard hosts a module that carries a XILINX Virtex 800 FPGA. A PCI-bridge implements the connection to a host computer. A configuration manager implemented in a CPLD supports the fully and partially configuration of the FPGA. The bit-streams are taken from the host-memory and fed to the SelectMap interface of the FPGA allowing a reconfiguration rate of 50 MByte/s. To communicate between the host computer and the FPGA a graphical as well as an C-library interface exist. They allow to access the internal local bus which is connected to the FPGA. In the FPGA a module called local-bus access implements the bus-protocol and allows the host to access internal registers of the FPGA design. This logic as well as the supervisor are part of the static module.

Our first implementation differs from the proposed system in section 4.1. We use the discussed solution with one RM-slot instead of two RM-slots. While we still propose the three slot solution, many challanges and problems of partial reconfiguration can be explored using this first prototype. Our example controller (implementing the control of an inverse pedulum) is a module with three inputs of 16 bit width, and two inner states and three outputs of 32 bit width. The communication between the SM and the RM is done via special bus-macros. It consists of a 32-bit data bus form SM to RM, a 32-bit data bus from RM to SM and an 32-bit address bus from SM to RM. The module uses 1066 FPGA slices which is approximately 10 percent of the Virtex 800 FPGA logic resources. From this it follows that either smaller FPGAs can be used or more complex controllers can be implemented. The worst net delay is about 13.5 ns which results in a maximum clock frequency of more than 70 MHz. Since the computation time of the module is 56 clock cycles, it can operate with an sampling frequency above 1 MHz. There are just few applications requiering such high sampling rates. Nevertheless, this is the performance archived by our CM-architecture of section 2.1 for the dimensions mentioned above. Other area/time trade-offs can be implemented which reduce the perfomance to the timing requirements of the application and minimize the area of the CMs. The area we reserved for the RM covers about the half of the FPGA. The resulting bit-stream has a size of 274 kB which leads to a reconfiguration time of 5.5 ms using the XILINX SelectMAP interface at 50 MHz. However, the slice count assumes a much smaller area which might lead to an reconfiguration time of about one millisecond. The seperated modules RM and SM as well as the bus-macros can be seen in the screenshot of the routed FPGA design in fig. 5.
5 Conclusion

In this paper we presented an architecture for hardware based multi-controller systems. We motivated the implementation of controllers using reconfigurable logic as a good alternative to control algorithms executed on processors. After introducing the class of digital linear controllers we presented our framework to create them in reconfigurable logic. Later, we introduced control applications that follow the multiple-model approach. They target systems whose dynamic behavior is modeled as a process working in a limited set of operating regimes. While controllers derived by formal design methods result in low performance, a set of controllers optimized for different operating regimes is more suitable. In these multi-controller architecture, only one controller module is active at a time. In section 4 we enhanced our framework for linear controllers to multi-model controller systems. We showed, how partial dynamic reconfiguration of the FPGA led to an efficient design. In the architecture of our prototype, the host simulates the plant while the FPGA implements the controller. Therefore the FPGA is divided into three parts. The static part realizes communication between the host and the controller as well as the administration of the reconfiguration process. The other parts are reserved for controller modules and can be reconfigured. This architecture can guaranty that always one controller module is active, while the other slot is being reconfigured. The results of the implementation proved our concept and showed that reconfigurable hardware can be used to implement quite complex controller system with high performance. Also this is an example for close to reality employment of partial dynamic reconfiguration, increasing the efficiency of the system.

In our future work we will enhance the implementation to the two slot version and extend the supervisor allowing more intelligent self reconfiguration. In
addition we will enhance our framework for the controller modules to allow to chose different FPGA-area/computation-time trade-offs. Also our research will target the hardware implementation of non-linear controllers and floating point solutions.
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Abstract. This paper describes a high performance single-chip FPGA implementation of the new Advanced Encryption Standard (AES) algorithm dealing with 128-bit data/key blocks and operating in Counter (CTR) mode. Counter mode has a proven-tight security and it enables the simultaneous processing of multiple blocks without losing the feedback mode advantages. It also gives the advantage of allowing the use of similar hardware for both encryption and decryption parts. The proposed architecture is modular. The architecture basic module implements a single round of the algorithm with the required expansion hardware and control signals. It gives very high flexibility in choosing the degree of pipelining according to the throughput requirements and hardware limitations and this gives the ability to achieve the best compromised design due to these aspects. The FPGA implementation presented is that of a pipelined single chip Rijndael design which runs at a rate of 10.8 Gbits/sec for full pipelining on an ALTERA APEX-EP20KE platform.

1 Introduction

With the very large growth of network applications, the issue of security is becoming one of the most important aspects in network design. High security applications running on the Internet require hardware implementation of fast and secure protocols. In a protocol like IPsec, developed to secure the Internet traffic, there is a need for underlying ciphering algorithms. One of the best suitable is the Rijndael algorithm selected by NIST as the Advanced Encryption Standard (AES) in October 2000 and approved in the summer of 2001 as the Federal Information Processing Standard (FIPS) [5]. The suitability of this algorithm comes from its symmetry and high key agility as well.

This paper presents a fully-modular partially-pipelined AES architecture, dealing with 128-bit data/key blocks and operating in Counter (CTR) mode. CTR mode of operation is fully parallelizable, and has a proven-tight security. It also gives the advantage of allowing the use of similar hardware for both encryption and decryption. This architecture is suitable for secure network applications, especially when high
data rates are required. The proposed architecture exploits pipelining. Pipelining gives the ability to achieve higher throughput by processing multiple input blocks simultaneously.

The proposed architecture is modular. The architecture basic module implements a single round of the algorithm with the required expansion hardware and control signals. It gives very high flexibility in choosing the degree of pipelining according to the throughput requirements and hardware limitations, that gives the ability to achieve the best compromised design due to these two aspects. The key generation part of such an architecture is of major importance. Key agility, that is the possibility of calculating keys on the fly, is a necessity in most practical applications like IPsec, encrypted routers and secure ATM networks. In case of partial pipelining, key agility is a complicated part, especially from the synchronization point of view due to calculating multiple keys on the fly at the same time.

AES implementation needs storage RAMs, look-up table ROMs, registers, shift registers and simple boolean operations, which make the fine grain structure of Field Programmable Gate Arrays (FPGAs) quite suitable. Moreover FPGAs allow inherent parallelism and flexibility of the algorithm to be easily exploited with a fast development time. The proposed modular architecture has been implemented on an ALTERA APEX FPGA [1]. The first experiments, based on a full pipelining of the algorithm, allow a rate of 10.8 Gbits/sec to be achieved. Section 2 of this paper describes the Rijndael algorithm with a focus on the CTR mode of operation. The design of the pipelined Rijndael implementation is outlined in section 3. Performance results are given in section 4. Finally, concluding remarks are provided in section 5.

2 Rijndael Algorithm Overview

2.1 Basic Algorithm Features

The Rijndael algorithm is a block cipher using 128, 192 and 256-bit input/output blocks and keys [2]. The size of blocks and keys can be chosen independently. The encryption is done in a certain number of rounds, which may vary between 10, 12, and 14, and it depends on the block length and key length chosen. In a 128-bit block encryption, plain text and cipher text are processed in blocks of 128 bits. The transformation considers the input data block as a four column rectangular array of 4-byte vectors called State. The Rijndael cipher algorithm consists of four basic operations:

- **ByteSub**: non-linear substitution based on Galois Field applied to each State byte.
- **ShiftRow**: cyclically shifting the last three rows of the State by different offsets.
- **MixColumn**: each State column is processed based on Galois Field polynomial multiplication.
- **AddRoundKey**: each round key byte is added (Xored) to the corresponding State byte.

The single round structure is repeated 10 times. An additional initial round is applied in which the original key is added to the input data. The first 9 rounds perform all the four transformations described above whereas the final round omits the MixColumn operation. The key entering the cipher is expanded so that a different
sub-key (round key) is created for each round of the algorithm. This round key generation is a process consisting of S-boxes, XORs and word rotation operations.

### 2.2 Modes of Operation

As described in [3], different modes of operation may be used in conjunction with any symmetric key block cipher algorithms. Modes of operation can be divided into two main categories: non-feedback modes, in which the main advantage is from architecture point of view, since any kind of parallelism is enabled and feedback modes, in which the main advantage is from security point of view but slow down the hardware implementation due to loop carried dependencies.

Among the different block cipher modes of operation proposed in the NIST recommendation detailed in [3], Counter (CTR) mode has a proven-tight security and it enables the simultaneous processing of multiple blocks without losing the feedback mode advantages. It also gives the advantage of allowing the use of similar hardware for encryption and decryption parts.

![CTR Mode Diagram](image)

**Fig. 1.** Encryption and decryption process in CTR mode

In CTR mode, as illustrated in Figure 1, the cipher is applied to a set of input blocks, called counters, to produce a sequence of output blocks that are exclusive-ORed with the plaintext to produce the ciphertext. The sequence of counters must have the property that every block in the sequence is different from every other block.
3 Hardware Architecture

A block cipher consists generally of a single round module, which is applied to a data block multiple times, with a different sub-key applied in each round. The optimum hardware implementation for Rijndael is a single round with agile sub-key generation. Key agile implementation is preferable to stored key implementation due to the flexibility it allows and also to the reasonable size of sub-key generation. When high throughput is required, the single round and associated sub-key generation have to be pipelined. The pipelining greatly improves throughput. The throughput is proportional to the number of duplicated rounds at a price of an increase of silicon area.

The AES hardware architecture presented in this paper implements a 128-bit data/key Rijndael algorithm. In order to implement full encryption, 10 rounds of transformation have to be performed [2], [5]. Since high security applications and fast protocols implementations are aimed, the architecture design has been guided by the following decisions:

- The use of pipelining which allows the throughput constraints to be adapted according to the application requirements and which is mandatory when high throughput is required.
- Key agility, which is a demand for all practical applications.
- The use of CTR mode, which is one of the best known modes since it has significant efficiency advantages over the standard encryption modes without weakening the security.
- Modularity of the architecture which gives high flexibility and reconfigurability. Through the next subsections, every aspect introduced above is discussed in details.

3.1 Pipelining

The simplest definition for pipelining is using multiple processing units running in parallel on multiple input blocks. A number of different architectures can be considered when designing encryption algorithms [4]. They are generally described as follows. Iterative looping, where only one round is designed. Loop unrolling involves the unrolling of multiple rounds. Pipelining consists in replicating the round and placing registers between each round to control the flow of data. When the round is complex, sub-pipelining can be used. Sub-pipelining decreases the pipeline delay between stages, but it increases the number of clock cycles required to perform the encryption.

Two pipelining approaches are considered here:

- Partial pipelining which consists in a partial replication of the round module, with a registering of the intermediate data between rounds and the need to iterate a given number of times on the pipeline structure in order to calculate ten rounds according to the number of replications.
- Full pipelining, a specific form of a partial pipeline, which consists in replicating the round module ten times, a ten-pipeline stage structure implements all rounds of the algorithm.

The higher is the degree of pipelining, the higher is the silicon area and the power consumption. So, very careful compromising between the required throughput and the
chosen degree of pipelining has to be done. For efficiency reasons (throughput versus hardware utilisation), a 5-stage partial pipelined module has been chosen. This pipelined processor requires two iterations for producing an output cipher text.

3.2 Key Agility

The Rijndael processor is fed by a 128-bit input key but every round of the algorithm needs its own round key. That means that the original key has to be expanded. There are two methods to do that:

- Calculation and storage, the key is expanded once and stored in a buffer, then used for all coming data blocks until a reset operation occurs.
- On the fly calculation, the key is expanded from step to step for every new coming data block, producing 10x128-bit key rounds.

The first method is common and it is used in most of the AES implementations proposed so far. It is simpler and faster but not practical. It supposes that all coming data will be encrypted using the same key. The second method allows a new key to be used with every new coming data block. This is required with most applications like for instance encrypted routers. But this method is slower and more hardware consuming since the total delay of the round is the sum of the round transformation delay and of the key expansion delay.

As reported in most papers, like in [6], the key expansion delay is much higher than the round transformation delay itself. That means that key agility has a price from the speed point of view, but it is a necessity in all practical applications.

3.3 Modes of Operation

The different standardized modes of operations are summarized in table 1. They are divided into two main categories: non-feedback modes and feedback modes.

<table>
<thead>
<tr>
<th>Security point of view</th>
<th>Non-feedback mode</th>
<th>Feedback mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Same key + same data = Same ciphered output</td>
<td>Same key + same data = Different ciphered output</td>
</tr>
<tr>
<td>Architecture point of view</td>
<td>Pipelining is enabled</td>
<td>Pipelining is disabled</td>
</tr>
</tbody>
</table>

Table 1 shows that fast and secure implementation of AES is hard to achieve, but CTR mode solves the conflict. Its main advantages are the following [3], [7], [10]:

- Hardware efficiency since any kind of parallelism is enabled;
- Pre-processing since encryption can be done even before the input plaintext is known;
- Provable security since analysis proved that CTR mode has a tight security;
• Simplicity, important advantage of this mode with AES is that, typical hardware for encryption and decryption can be used, which prevent implementing different hardware for both, especially that the encryption is more complex.

3.4 Modularity

With a deep look to the Rijndael algorithm, it may be noticed that it is a modular one. The full algorithm can be implemented as repeated identical modules and the advantages of that way of thinking are:
• Efforts are done in designing a small module;
• Highly reconfigurable design where any modification in the system specifications can be achieved by only modifying the basic module;
• Flexible degree of pipelining, where it is very easy to instantiate modules exactly as necessary to achieve the required throughput.

![Fig. 2. The basic module block diagram](image)

The implemented module, as illustrated in Figure 2, has only one disadvantage. Some unnecessary hardware will be added—for example the round constant $Rcon$ [2] is computed and not used as a constant— which means more hardware is required but the gain is very valuable. Round transformation operates in parallel with key generation, and during a given iteration the round key required by the next iteration is computed.

3.5 System Architecture

Two architectures are introduced. The first one corresponds to the initial design based on the choices previously explained, the second is characterized by some enhancements which greatly affect the final system throughput. In the next subsections we will discuss these two architectures, their differences and their performance results.
3.5.1 Initial System Architecture
Figure 3 introduces the full block diagram of the proposed AES processor. The main component in the system is the 128-bit pipelined Rijndael module. This module is composed of 5 instances of the basic module described in Figure 2. It implements the ten rounds. An additional Xor module is introduced before the 5-stage module instance to perform the initial key addition operation. The basic module implements the four transformations described in 2.1. The S-box transformation is implemented as a 256-entry 8-bit wide lookup table. This transformation is mapped into the dedicated ALTERA APEX Embedded System Block (ESB) resources. The other transformations can be reduced to a series of lookup table operations and bitwise XOR operations, which are easily implemented in ALTERA APEX logic elements (LE).

The control unit defines the initial value of the counter, Reset, load and Clock control signals. The Rijndael pipelined module is a 5-stage pipelined Rijndael processor. Registers and FIFO allow the synchronization requirements to be fully satisfied.

3.5.2 Optimised System Architecture
By analysing the architecture, some possible enhancements were studied. The floor plan analysis shows that all critical paths are located between I/O pins and internal logic. This has the effect of affecting the internal logic propagation delay since the later includes the input set-up time.

The solution consisting in inserting register set directly after/before I/O allows the critical path to be broken. Even if it introduces an additional pipelining stage, it greatly reduces the critical path delay.

Considering the concept above and by reviewing synthesis results of table 3, another enhancement can be achieved. Two clock speeds can be used, a first one for...
the I/O and a second one for the core. In case of a 5-stage partial pipelining, good results can be achieved by forcing the core to use a clock with a twice frequency of the I/O clock. It is clear from Figure 4 that the core will be triggered two times every one I/O operation.

![Enhanced Architecture Diagram](image)

Fig. 4. Enhanced architecture

4 Performance Results

The Rijndael processor proposed in this paper is implemented using Leonardo Spectrum as the synthesis tool and Quartus II as the Placement and Routing tool, targeting ALTERA APEX FPGA [1]. The design is expressed in VHDL language. As illustrated in figure 2, the module is composed of two main components: the full round transformer and the round key generator. Both components run in parallel and feed the next stage. So the slowest clock of both components corresponds to the main system clock. In the next subsections, performance results for both initial and optimised architectures are presented.

4.1 Initial Architecture

Table 2 summarizes the synthesis results for the initial architecture. Since the critical path is as long as 25 ns, the system could operate under a clock speed of 40 MHz. When the cipher and the key are 128-bit, the throughput is 5.12 Gbits/sec for full pipelining. A rate of 2.56 Gbits/sec can be achieved in case of half pipelining.
Table 2. Initial architecture synthesis results

<table>
<thead>
<tr>
<th></th>
<th>Hardware</th>
<th>Critical Path Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Full Round</strong></td>
<td>16 ESB, 356 LE, 128 FF</td>
<td>19.687 ns</td>
</tr>
<tr>
<td><strong>Transformer</strong></td>
<td></td>
<td>50 MHz</td>
</tr>
<tr>
<td><strong>Round Key Generator</strong></td>
<td>4 ESB, 131 LE, 141 FF</td>
<td>25 ns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40 MHz</td>
</tr>
</tbody>
</table>

4.2 Optimised System Architecture

Table 3 summarizes the synthesis results for the optimised architecture. For a 5-stage partial pipelining, the achieved throughput is 7.1 Gbits/sec. It is even higher than the throughput achieved with full pipelining of the initial architecture. In this case the core clock frequency is 111 MHz and the I/O clock will be half of that frequency.

Table 3. Optimised architecture synthesis results

<table>
<thead>
<tr>
<th></th>
<th>Hardware</th>
<th>Critical Path Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Full Round</strong></td>
<td>16 ESP, 740 LE, 512 FF</td>
<td>8.934 ns</td>
</tr>
<tr>
<td><strong>Transformer</strong></td>
<td></td>
<td>111.93 MHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.549 ns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>94.79 MHz</td>
</tr>
<tr>
<td><strong>Round Key</strong></td>
<td>4 ESP, 272 LE, 272 FF</td>
<td>7.225 ns</td>
</tr>
<tr>
<td><strong>Generator</strong></td>
<td></td>
<td>138.4 MHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11.8 ns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>84.7 MHz</td>
</tr>
</tbody>
</table>

For full pipelining, the throughput is 10.8 Gbits/sec. This throughput is determined by the path delay of the I/O in the key generator part.

4.3 Performance Comparison

In order to evaluate our work we did a comparison with the fastest reported designs. In this comparison we divided the known designs into two categories key agile and non-key agile designs, because of the importance of the key agility property and its great effect on the throughput.

The ASIC chip proposed in [6] is the only one we know that reports a key agile design. It achieves a throughput of 1.82 Gbits/sec in case of full pipelining. The fastest known designs are reported in [8] (7 Gbits/sec), and in [9] (7.68 Gbits/sec), but none of them offers the key agility property.

From the point of view of silicon area, the proposed design is more memory block consuming than the one presented in [8]. The latter uses 82 Xilinx BRAMS, which corresponds to 164 ALTEIRA ESB whereas we used 200 ESB (for full pipelining). The difference comes from the part devoted to the key generation part of our design (key agility).
5 Conclusion

This paper describes a high performance FPGA implementation of the Rijndael algorithm. This 128-bit data/key encryption design performs at a data rate of 10.8 Gbits/sec for full pipelining and it can be considered as one of the fastest key agile AES design. It is 6 times faster than the fastest reported key agile chip. In comparison with the fastest reported AES chip, a rate of 7.1 Gbits/sec is achieved in case of half pipelining. The achieved throughput is nearly the same as in [8], [9] with half pipelining while they used full pipelining and the design is 1.5 times faster for full pipelining. Modularity gives very high flexibility and great compromising between degree of pipelining and required throughput without any core modifications. Moreover, this design can be considered as the first one reporting AES chip running in CTR mode.

For future work, more detailed analysis and estimations especially on the basic module implementation should be done. Sub-pipelining can be used to enhance the core performance and hand review for the floor plan can reduce the I/O path delay. Combinational implementation of the S-box transformation is also under study.
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Abstract. In October 2000 the National Institute of Standards and Technology chose Rijndael algorithm as the new Advanced Encryption Standard (AES). AES finds wide deployment in a huge variety of products making efficient implementations a significant priority. In this paper we address the design and the FPGA implementation of a fully key agile AES encryption core with 128-bit keys. We discuss the effectiveness of several design techniques, such as accurate floorplanning, the unrolling, tiling and pipelining transformations (also in the case of feedback modes of operation) to explore the design space. Using these techniques, four architectures with different level of parallelism, trading off area for performance, are described and their implementations on a Virtex-E FPGA part are presented. The proposed implementations of AES achieve better performance as compared to other blocks in the literature and commercial IP core on the same device.

1 Introduction

Symmetric-key block ciphers are important in many cryptographic systems. Individually they provide confidentiality which means keeping information secret from all but those who are authorized to see it. As a basic building block, they allow construction of pseudo-random number generators, stream ciphers, message authentication code, and hash functions. These primitives have a crucial role in many real-world applications. In October 2000 the National Institute of Standards and Technology (NIST) chose Rijndael algorithm [1] as the new Advanced Encryption Standard (AES) [2]. This standard is become effective on May 2002. The use of AES and the AES replacement of DES and triple DES, is encouraged to provide the desired security of electronic data in commercial and private organizations.

Even if most new algorithm designs cite efficiency in software as a design objective, the software implementations of symmetric algorithms are often computationally expensive. Therefore in many applications the use of hardware-based solutions has become unavoidable in order to meet high performance requirements. Reconfigurable devices, like Field-Programmable Gate Arrays (FPGA),
are a promising alternative for the implementation of block ciphers, since they include many advantages of software implementations (like algorithm agility, algorithm modification capability [9], and cost efficiency) with physically security and high throughput of an Application-Specific Integrated Circuits (ASIC). In order to achieve maximum performance on FPGA, designs making use of architecture-specific features are required, which means that circuit implementations are not portable between different FPGA technologies.

In this paper we address the design and the FPGA implementation of a fully key agile AES encryption core with 128-bit (128\text{b}) keys. We discuss the effectiveness of several techniques, such as accurate floorplanning, the unrolling, tiling and pipelining transformations (also in the case of feedback modes of operation) to explore the design space, allowing to tradeoff area for performance. The proposed AES blocks achieve better performance (with respects to area and throughput metrics) than other implementations on the same Xilinx device, available in the technical literature and as commercial IP cores. The application of the above-mentioned techniques allow an effective design space exploration, since our least area (iterative) design requires 446 Virtex-E slices and 10 Select BlockRAM delivering 1 gigabit per second (Gbps) encryption rate, and our fastest AES block (fully unrolled and deeply pipelined) reaches a throughput of 20.3 Gbps.

The rest of the paper is organized as follows. In Section 2 we describe the AES algorithm and the block cipher modes of operation. Section 3 addresses main issues related to the design and the implementation of AES and discusses our solutions. Section 4 describes four architectures differing in unrolling and pipelining level and presents their floorplan aware implementations. Section 5 reports performance results and analyzes area vs throughput trade-offs, with respect to other academical and commercial implementations. Finally, Section 6 concludes the paper with some final remarks.

2 AES Encryption Algorithm and Modes of Operating

The AES algorithm selected by NIST as the successor of the DES encryption algorithm is Rijndael [1]. In AES standard [2] the length of the data block is always equal to 128\text{b} and so the parameter $Nb$, which represents the number of 32\text{b} words composing a data block, is 4. As far as different security requirements are concerned, the key length for AES can be chosen as either 128\text{b}, 192\text{b}, or 256\text{b} long, and the corresponding parameter $Nk$ is 4, 6, or 8 respectively. The pseudo-algorithm for the AES encipherment and for the KeyExpansion procedure with a 128\text{b} or 192\text{b} key are reported in the left and right boxes of Fig. 1, respectively. The main computation of AES encryption is a loop repeated $Nr$ times, where $Nr$ is equal to either 10, 12, or 14, based on the key size. The cipher algorithm has the goal of obscuring (in a reversible manner) the plain text with a set of $Nb(Nr + 1) 32\text{b}$ words $w$ (named sub-keys) derived by the expansion of the key. AES interprets the incoming data and the intermediate result (state) as a 4×4 array of 8\text{b} words (byte). The processing of a 128\text{b} plain text starts
Fig. 1. The AES Cipher algorithm in the case $Nb = 4$ and the KeyExpansion procedure particularized for $Nk = 4$ and 6, in the left and right box, respectively.
properties of these modes of operation, with respect to errors, manipulations, and substitutions, and the associated schematics, can be found in [3] [4]. The Fig. 2 reports, for each mode of operation, whether encrypter (Enc) or decrypter (Dec) is needed in transmitting and receiving phase, and the feedback loop in the processing flow of a data stream is present.

3 Main AES Design Choices

Unrolling, tiling and pipelining AES. – Many cipher algorithms are based on a basic looping structure (Feistel or other substitution-permutation network) whereby data are iteratively passed through a transformation, namely the “round” function. Three techniques are known in the technical literature to exploit the intrinsic parallelism of this kind of algorithm at different levels providing architecture with different performance: the unrolling, the tiling and the pipelining transformation. The unrolling [9] consists in allocating the body of different instances of a loop some number of times (called the unrolling factor $U$) and iterates the loop by step $U$. Referring to $U$, the number of instanced loop bodies, it is possible to distinguish an iterative (serial) architecture, a partially unrolled or a completely unrolled one. The iterative architecture consists in the instantiation of a single body of the loop. This block is fed back through a mux, in order to realize successive iterations of the loop. This approach can minimize the hardware requirement giving low throughput. In an unrolled architecture the algorithm is implemented by allocating $U$ rounds as a single combinatorial logic block. This approach requires more area and does not necessarily increase the throughput but enables pipelining, as it is shown in the following of the paper. The tiling [5] transformation replicates the instances of a block in order to increase the functional parallelism. Finally, the pipelining increases the number of blocks of data that are being simultaneously operated upon, inserting registers to store the partial results.

In the recent past, some authors [5] asserted that, in order to increase the throughput, it is better tiling a serial AES block than unrolling it. They justified this remark noting that: 1) an unrolled architecture is faster than the iterative one in the encryption time of a block, but this difference is often negligible; 2) the time saving comes with a greatly increase of the area. We agree with this analysis (that can also be supported by the quantitative measurements presented in [9]), but we would emphasize that tiling has different flaws with respect to unrolling as a throughput increasing technique. First of all, the unrolling enables further increase of pipelining levels improving the throughput, and this can justify the

<table>
<thead>
<tr>
<th></th>
<th>ECB</th>
<th>CBC</th>
<th>CBC-MAC</th>
<th>CFB</th>
<th>OFB</th>
<th>OCB</th>
<th>CTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sender</td>
<td>Enc</td>
<td>Enc</td>
<td>Enc</td>
<td>Enc</td>
<td>Enc</td>
<td>Enc</td>
<td>Enc</td>
</tr>
<tr>
<td>Receiver</td>
<td>Dec</td>
<td>Dec</td>
<td>Enc</td>
<td>Enc</td>
<td>Enc</td>
<td>Dec</td>
<td>Enc</td>
</tr>
<tr>
<td>Feedback</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Fig. 2. Block cipher modes of operation.
extra area. Second, when the design is tiled, additional logic (with corresponding area and time penalty) is usually involved: demultiplexing logic to feed each one of the blocks, and a block collecting the results. An unrolled and pipelined architecture does not require any other additional logic than pipeline registers. In this paper we propose (see Section 4) several AES implementations, differing in the number of rounds actually instanced and in the level of pipelining. These demonstrate that the throughput per area of an iterative AES block is lower than the one of an unrolled and pipelined version of AES, even without considering the extra logic to route the data in a tiled architecture.

**Pipelining and Feedback Loops** – As we already mentioned, in many real-world applications, cipher modes of operation are employed. The pipelining can be effectively used for applications requiring modes of operation not relying on feedback (such as ECB, OCB, and CTR) to enhance the performance. Some of these modes imply feedback (see last row of Fig. 2). The feedback introduces a loop carried dependence, i.e. the processing of a block can start only if the previous block has been processed, and this prohibits a pipelined implementation. For this reason, some cipher modes, such as like interleaved CFB or CFB-k [4], [3], have been proposed to allow security and high encryption rate when implemented in hardware. In the applications requiring feedback modes (such as CBC, CFB, and OFB), a method of increasing the throughput is to pipeline the cipher even in presence of feedback, and to interleave multiple data streams keeping full the pipeline. This technique [6] is called *innerroundpipelining* (or c-slow technique). Please note that it is possible to resort to the same technique also in an iterative architecture, with or without feedback cipher mode. As general rule in both cases, if the pipeline is composed by $N$ stages, $N$ different data flows should be available. The availability of many independent data flows is a common scenario in encrypted Internet router whereas multiple routes are active and have to be encrypted or authenticated. Since an (iterative or feedback) AES block can be pipelined, provided that a sufficient number of data flows is available, in the following of this paper we focus on the application of pipelining on the AES algorithm.

**Decryption and Key-Length** – In this paper we focus on the design and the implementation of an AES encrypter for two main reasons: 1) in many communication systems only the encipherment can suffice (see first and second row of Fig. 2); 2) the AES decryption process is roughly the same as the encryption one. In fact, the same loop structure of the encryption and similar steps (*InvByteSubs*, *InvShiftRows*, etc.) are used in the decryption and thus the same solutions to architectural and implementation issues we propose can be extended to an AES decryption core.

As far as the key-length is concerned, we consider the design of an AES encryption block for 128b keys. However in the same way, it is possible to design AES encryption cores with 192b and 256b keys, since they differ in the number of rounds and in a slightly different *KeyExpansion* algorithm.

**On/Off-Line Subkey Generation** – The sub-keys for encipherment/decipherment can be either stored in a local memory (*stored-key* approach) or
generated concurrently with the encryption/decryption process (key-agile approach). The stored-key approach requires a preprocessing phase every time the key is changed, and it needs a (quite large) memory block for the sub-keys. The key-agile approach allows the block cipher to work at full speed, even if the key is changed, and saves the extra memory for the sub-keys. It is worth noting that in an unrolled and pipelined version of a key-agile cipher, also the KeyExpansion has to be unrolled and further pipeline registers are needed. However in the stored-key approach, when multiple flows are processed in a pipelined AES block, the KeyExpansion and the sub-keys buffer have to be duplicated. The stored key approach is used by [7] and [9], while other AES implementations rely on key-agile approach [5], [8], [10]. In order to guarantee high-performance and maximum cipher flexibility we decided to resort to the key-agile approach.

**Data-Path Placement** – Data-path placement involves using the high-level structure of the computation and the data flow to better place the design. This allows many benefits, including shorter wires, more physically compact layout, and faster and easier place-&-route step. The shortening of the wires and their associated delays enables improved performance on FPGA, since a considerable contribution to the critical path is due to the net delay. Unfortunately a post synthesis hand layout on the FPGA of a given block demands for a high effort and time. Instead, we designed and implemented each basic block of AES cipher using appropriate VHDL attributes to address synthesis and placement, then we placed the overall architecture in accordance with the data flow. This approach is much more handy than a hand layout with a florplan editor. Some details about the implementation and the resulting placed data-paths are reported in Section 4 and in Fig. 4, respectively.

**Target Device, Design Flow and Tools** – The FPGA part we chose is a Xilinx Virtex-E 2000-8bg560. The Virtex device family appears to be a good representative for a modern FPGA, and is not fundamentally different from devices from other vendors. The Xilinx Virtex series of FPGAs, consists of Configurable Logic Blocks (CLBs) and interconnection circuitry tiled to form a chip. Each CLB consists of two slices, and each slice contains two 4 inputs Look-Up Tables (LUT), 2 flip-flops (FF), and associated carry chain logic. Each LUT can either be used as a 16x1 bit RAM, or as a 1-16 cycle delay shift register. The Xilinx Virtex-E 2000 presents 19200 slices and 19520 tristate buffers and incorporates also fully synchronous dual-ported 4096b block memories named Block SelectRAM. Block SelectRAM memories (BRAM) are organized in columns and each BRAM is four CLBs high. As far as design tools are concerned, we used Aldec Active VHDL 4.2 for simulation, Synplicity Synplify Pro 7.1, Synopsys FPGA Express, Xilinx XST for synthesizing VHDL, and Xilinx ISE 4.1 for place-&-route and timing analysis. In our AES design experience Synplify appeared to achieve better synthesis results with respect to Xilinx XST and FPGA Express.
4 AES Blocks Design and Implementation

Iterative Architecture – The schematic of the proposed iterative AES block, the Round and the KeyGen blocks are reported in Fig. 3. The Round block can be configured to implement both the Round and the FinalRound functions of Fig. 1, while the InitialRound is instanced as a single block. The AES block (see Fig. 3) presents a latency equal to $N_R + 1$ clock ticks, but the processing of a new plain text can start and a cipher-text is output every $N_R$ ticks. This is allowed by the overlapping of the first serial step of the processing (InitialRound) of a plain text block with the last Round of the previous plain text processing. We implemented the InitialRound (that is a 128b xor gate) and the following multiplexer together in the same set of 128 LUTs, since each LUT realizes any 4 inputs function. In other 128 LUTs the 2-to-1 multiplexer and the AddRoundKey can be accommodated. The matrix multiplication involved in the MixColumns block can be realized as suggested in [2] using the xtime function. In fact the MixColumns can be realized as a net of xor gate, whereas the maximum fan-in of a xor is 5 and this gate requires 2 LUTs. For implementing the SubBytes we used the Xilinx Virtex-E BRAMs. Each BRAM is configured as a dual-port synchronous $256 \times 8b$ words RAM, and it implements 2 s-boxes accessing two locations concurrently. Hence 8 BRAMs suffice for each SubBytes blocks. Since the BRAM are synchronous, they can also realize the Register before SubBytes. Finally the ShiftRows can be simply realized by hardwiring. As far as the KeyGen block is concerned, the SubWord is made up of 4 s-boxes and requires 2 BRAMs which implement also the 32b Register of Fig. 3. Four 32b registers balance the latency due to the 32b Register. The Controller has 4 main states and uses a counter to store the number of round functions applied to the current plain text. The Controller runs concurrently in pipelining with the data-path, in a such way that elaboration of data and sequencing of operations can be overlapped. The control signals are buffered into flip-flops that also break up the propagation of

![Fig. 3. The schematic of the iterative AES architecture.](image-url)
these signals to the data-path, greatly limiting the contribution of the net delay on the critical path.

As far as the placement of the blocks is concerned, we decided to enclose the data-path of the iterative AES block in a box 4 CLBs high. Actually a SubBytes block requires 8 BRAMs and each BRAM is 4 CLBs high. 32 CLBs can accommodate 128 slices and 128 FF-slices and the data-path parallelism is exactly 128b. Therefore each block of Fig. 3 is placed in order to occupy a different number of 32 CLB columns, and the blocks are ordered in the same way as they process the data. The Round function requires a single column. The MixColumns is accommodated in 3 columns, since the xtime function is allocated in the first one but it does not fill all the available LUTs, while the remaining 2 columns are completely used for 5-inputs xor-s. The KeyGen employees 2 BRAMs and so it is enclosed in a box 8 CLBs high. For the Controller we did not impose any placement constraints. The resulting floorplan of the iterative AES block is reported in Fig. 4a. The implementation results are reported in Fig. 5. The same AES block without any optimization and placement constraints requires 1736 slices and presents a \( T_{CK} \) of 19.9 ns, and so our optimizations achieve great area saving (-74%) and throughput improvement (+55%).

5-Pipelined Iterative Architecture – Interleaving encryption flows allows to use the pipelining technique also for the iterative architecture. We analyzed the delay of each block in the AES core, in order to insert pipeline registers balancing the delay of the stages. We introduced in the schematic of Fig. 3 one 128b register between SubBytes and the wiring implementing ShiftRows, and two registers before the inputs of AddRoundKey, to obtain a 5 pipeline stages version of the iterative architecture presented in the previous paragraph. The introduction of the pipeline registers does not remarkably impact on the slices count, since many slices are partially occupied by the LUTs of the iterative non-pipelined AES block. As far as the sub-keys generator is concerned, several

Fig. 4. The floorplans of all the proposed implementations of AES.

Weaver et al. [5]                      XVE600-8                1            60            0.69           460 (10) | 1.5 (0.40)
Labbe et al. [7]                        XCV1000-4                 1            31            0.39           2151 (4) | 0.18 (0.15)
Amphion CS5220 [10]                    XVE-8                    1            101           0.29           421 (4)  | 0.69 (0.31)
Amphion CS5230 [10]                    XVE-8                    1            91            1.06           573 (10) | 1.9 (0.57)
**Iterative**                           XVE2000-8                 1            79            1            446 (10) | 2.3 (0.58)

Weaver et al. [5]                      XVE600-8                5            158           1.75           770 (10) | 2.3 (0.85)
Labbe et al. [7]                        XCV1000-4                 5            30            1.91           8767 (4) | 0.22 (0.21)
**5-Pipe Iterative**                   XVE2000-8                 5            142           1.82           648 (10) | 2.8 (0.94)

Elbirt et al. [9]                      XCV1000-4                 4            40            0.98           5449 (0)  | 0.18 (0.18)
Elbirt et al. [9]                      XCV1000-4                 10           31           1.88           10923 (0) | 0.17 (0.17)
**1-Pipe Fully Unr.**                  XVE2000-8                 10           70            8.9            2778 (100) | 3.2 (0.57)
**5-Pipe Fully Unr.**                  XVE2000-8                 50           158           20.3           5810 (100) | 3.5 (1.1)

Fig. 5. Performance results for the proposed, commercial and academical implementations of AES.

Changes to the schematic of Fig. 3 are needed to realize a 5-stages pipelined key agile KeyRegister. Registers are inserted in the place of the dotted lines in Fig. 3. The registers after the multiplexer become shift-registers to keep aligned the data: the first 32b register on the top remains unchanged, the second and the third are delayed of 2 clock ticks, while the last of 3 clock ticks. Also the ‘1’ input of the feedback mux is delayed of other 2 clock ticks. A register (indicated as KeyRegister in Fig. 4b) on the output SubKey to split the propagation of the sub-keys towards the Round. We used LUTs configured as shift registers to realize efficiently these flip-flop chains. Finally the Controller has to be slightly modified in order to keep track of the current blocks being processed.

1-Pipelined and 5-Pipelined Fully Unrolled Architecture – The 1-pipelined Architecture and the 5-pipelined Architecture implement the completely unrolled AES loop and differ in the level of pipelining. The 1-pipelined Fully Unrolled Architecture, which uses one pipeline stage per round, is obtained simply juxtaposing ten replica of the Round and KeyGen depicted in Fig. 3, and using a pipeline register for each round. The first round is an InitialRound, while the last round is a FinalRound block, and both are simpler than the intermediate Round. The 5-pipelined Fully Unrolled Architecture makes use of 5 levels of pipelining per round, and is obtained from the 1-pipelined Architecture, increasing the pipelining level per round up to 5, following the same remarks described in the design of the 1-pipelined Iterative Architecture. In order to place 10 rounds, 10 BRAM columns are needed, but in a Virtex-E 2000 there are only 8 BRAM columns. Since each BRAM column has 20 BRAMs and each Round and KeyGen occupy 10 BRAMs, we decided to dispose the first 6 rounds on the upper half of the device, the round 7 split into two parts on the upper and lower half, while the remaining rounds on the lower part. The net delays in the round 7 are relevant, since the basic blocks are scattered on the device, so we inserted an additional pipe register to avoid that this could impact on the critical path. The resulting floorplans of these two AES implementations are reported in Fig. 4c,d and the performance results are given in the last two rows of the Fig. 5.
5 Performance Results and Comparison with Related Work

We adopted three different parameters to evaluate proposed implementations of AES: 1) the throughput $T$ considered as the maximum encryption rate; 2) the cost $A$ in terms of area as number of Virtex-E slices and BRAMs; 3) the throughput per area $T/A$, which measures the contribution of each slice to the throughput and hence the efficiency of the implementation. Performance results for each AES block of Section 4, and for other academic and commercial implementations are summarized in Fig. 5. The results are expressed in terms of the pipelining levels, the maximum clock frequency, the throughput, the area (as slices and as BRAMs) and finally $T/A$. It is worth noting that a dual-port 256 $\times$ 8b BRAM can be replaced by a distributed memory composed of 256 LUTs (128 slices). Therefore $T/A$ is also reported (in brackets) whereas $A$ is given by the total number of slices using distributed memories and no BRAMs. The reported implementations lie only on 2 types of devices, namely XCV-4 and XVE-8, with differently available resources. These devices are based on the same building block, i.e. a slice containing 2 LUTs and 2 FFs. Our iterative architectures with 1 and 5 pipelining levels have the best $T$ (ranging from 1 to 1,82 Gbps) and $T/A$ among the other iterative implementations. Our fully unrolled architecture with 50 pipeline stages provides the highest encryption throughput (20.3 Gbps), the highest clock frequency (158 MHz) and the best $T/A$, among the reported implementations. These results demonstrate that the use of techniques such as unrolling and pipelining allow to explore the design space tailoring the performance and area requirements. These techniques are also able to deliver very high performance. Furthermore the accurate data-path placement is effective in reducing the area and improving the clock period of the AES blocks. The placed and routed AES blocks with the placement constraints present a clock period improvement ranging between the 36% and the 55%, with respect to the corresponding design without constraints. In [8] an iterative architecture implemented in a chip using a 0.18 micron CMOS technology with core supply at 1.8V is reported. It can deliver 1.6 gigabit per second encryption rate with 128b keys, while our best FPGA iterative implementation reaches 1 gigabit per second. So the floorplan aware design, the use of the architectural features of an FPGA family, and the deep pipelining enable a low-cost technology such as FPGA to reach performance comparable to an ASIC implementation, at least for algorithms which can be mapped in a highly regular structure.

6 Conclusions

This paper has addressed the design and the FPGA implementation of a fully key agile AES encryption core with 128-bit keys. We discussed the effectiveness of several techniques, such as accurate floorplanning, the unrolling, tiling and pipelining transformations to explore the design space. We dealt with the issues concerning the use of the pipelining in presence of feedback loops and analyzing
several solutions. Based on these solutions, four architectures with different level of parallelism have been designed and implemented on a Virtex-E FPGA part. Performance results show that the presented implementations achieve better performance with respect to other academical and commercial AES block.
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Abstract. In this paper we present a single-chip FPGA full encryptor/decryptor core design of the AES algorithm. Our design performs all of them, encryption, decryption and key scheduling processes. High performance timing figures are obtained through the use of a pipelined architecture. Moreover, several modifications to the conventional AES algorithm’s formulations have been introduced, thus allowing us to obtain a significant reduction in the total number of computations and the path delay associated to them. Particularly, for the implementation of the most costly step of AES, multiplicative inverse in $\text{GF}(2^8)$, two approaches were considered. The first approach uses pre-computed values stored in a lookup table giving fast execution times of the algorithm at the price of memory requirements. Our second approach computes multiplicative inverse by using composite field techniques, yielding a reduction in the memory requirements at the cost of an increment in the execution time. The obtained results indicate that both designs are competitive with the fastest complete AES single-chip FPGA core implementations reported to date. Our first approach requires up to 11.8% less CLB slices, 21.5% less BRAMs and yields up to 18.5% higher throughput than the fastest comparable implementation reported in literature.

1 Introduction

Recently, Rijndael block cipher algorithm was chosen by NIST as the new Advanced Encryption Standard (AES) [2, 13]. Rijndael is a block cipher that can process blocks of 128, 192 and 256 bits and keys of same lengths, but for official AES version, the only legal block length is 128 bits.

FPGA AES implementations are attractive since costs of VLSI design and fabrication can be reduced. However, AES hardware implementation poses a challenge since encryption and decryption processes are not completely symmetrical [2, 7, 13]. Designing separated architectures for encryption and decryption processes would imply the allocation of a large amount of FPGA resources. Designs reported in [3, 4, 5] have considered only the encryption part of AES. A single-chip FPGA implementa-
tion of a full encryptor/decryptor AES core has been reported in [9]. Performance results for these designs are broadly variable; they range from 300 Mbit/s to 3.2 Gbit/s, approximately.

In this paper, we describe a fully pipelined AES implementation core for an FPGA device. It is a complete encryptor/decryptor core for which encryption, decryption and key scheduling work efficiently. We propose two approaches to implement multiplicative inverse for $GF(2^8)$ which is the most costly operation of AES. The first design uses pre-computed values through a lookup table requiring fast memory access to obtain a good throughput. The second approach eliminates memory requirements at the cost of more FPGA resources. Obtained results show that both designs are competitive with the previous full AES core reported in [9].

In Section 2, AES algorithm is briefly described. Several modifications to AES algorithm’s expressions to gain performance are explained in Section 3. In Section 4, we discuss a three-stage computation to calculate multiplicative inverse in finite field $GF(2^8)$. In Section 5, a fully pipelined AES FPGA implementation is presented and performance results are provided. Finally, concluding remarks are included in section 6.

2 The AES algorithm

The AES cipher treats the input 128-bit block as a group of 16 bytes organized in a 4×4 matrix called State matrix. Fig. 1 depicts the AES cipher algorithm flow for encrypting one block of input data.

![Fig. 1. Basic AES encryption flow.](image)

The algorithm consists of an initial transformation, followed by a main loop where nine iterations called rounds are executed. Each round is composed of a sequence of four transformations: Byte Substitution (BS), ShiftRows (SR), MixColumns (MC) and AddRoundKey (ARK). For each round of the main loop, a round key is derived from the original key through a process called Key Scheduling. Finally, a last round consisting of three transformations, BS, SR and ARK, is executed. The AES decryption algorithm operates similarly by applying the inverse of all the transformations described above in reverse order. In the rest of this section we shall briefly describe the four AES round transformations BS, SR, MC and ARK.

In ByteSubstitution (BS), each input byte of the State matrix is independently replaced by another byte from a look-up table called S-box. The AES S-box is a 256-entry table composed of two transformations: First each input byte is replaced with its multiplicative inverse in $GF(2^8)$ with the element {00} being mapped onto itself;
followed by an affine transformation over $GF(2)$ [2, 13]. For decryption, inverse S-box is obtained by applying inverse affine transformation followed by multiplicative inversion in $GF(2^8)$ [13]. ShiftRows (SR) is a cyclic shift operation where each row is rotated cyclically to the left using 0, 1, 2 and 3-byte offset for encryption while for decryption, rotation is applied to the right. In MixColumns (MC) transformation, each column of the State matrix is multiplied by a constant fixed matrix as follows,

$$
\begin{bmatrix}
c'_{0,i} \\
c'_{1,i} \\
c'_{2,i} \\
c'_{3,i}
\end{bmatrix} =
\begin{bmatrix}
02 & 03 & 01 & 01 \\
01 & 02 & 03 & 01 \\
01 & 01 & 02 & 03 \\
03 & 01 & 01 & 02
\end{bmatrix}
\begin{bmatrix}
c_{0,i} \\
c_{1,i} \\
c_{2,i} \\
c_{3,i}
\end{bmatrix} \\
i = 0, 1, 2, 3
$$

Similarly, for decryption, we compute Inverse MixColumns, by multiplying each column of the State matrix by a constant fixed matrix as shown below

$$
\begin{bmatrix}
c''_{0,i} \\
c''_{1,i} \\
c''_{2,i} \\
c''_{3,i}
\end{bmatrix} =
\begin{bmatrix}
0E & 0B & 0D & 09 \\
09 & 0E & 0B & 0D \\
0D & 09 & 0E & 0B \\
0B & 0D & 09 & 0E
\end{bmatrix}
\begin{bmatrix}
c'_{0,i} \\
c'_{1,i} \\
c'_{2,i} \\
c'_{3,i}
\end{bmatrix} \\
i = 0, 1, 2, 3
$$

Finally, in AddRoundKey (ARK), output of MC is XOR-ed with the corresponding round sub-key derived from the user key. The ARK step is essentially same for AES encryption and decryption processes.

3 Novel Computational Expressions for Implementing AES on FPGA Devices

In this section, we introduce some novel techniques for implementing AES algorithm on FPGA devices. The three main AES algorithms, key schedule, encryption and decryption, are considered for optimization. Our optimization criteria are based on three main factors: To maximize path delay reductions, reutilization of pre-computed blocks and to exploit full resources of the target device. In addition, we have tried to use 4-input logic gates wherever is possible, since they can be efficiently implemented using FPGA CLBs.

3.1 AES Algorithm Optimizations

S-box and inverse S-box are required for computing the BS step of AES. Both may be computed by implementing affine (AF) and inverse affine (IAF) transformations together with a look-up table for Multiplicative Inverse (MI). In this way, the combination MI + AF provides S-box for encryption, while IAF + MI computes the Inverse S-box needed for decryption. To use only one MI module, a multiplexer is used to switch the data path for encryption/decryption, as shown in Fig. 2.
SR and ISR Implementations do not require FPGA resources as they can be implemented by rewiring. For the sake of symmetry, ISR step is embedded into IAF while SR and AF steps are joined together. MC and IMC transformations are reviewed in detail. Encryption’s MC can be efficiently computed by using only 3 steps [1]: a sum step, a doubling step and a final sum step. Further optimization consists on embedding ARK step to fully exploit 4-input FPGA slice resources. Let the elements of State matrix’s column one be $a[0]$, $a[1]$, $a[2]$, and $a[3]$, and let $k[0]$, $k[1]$, $k[2]$ and $k[3]$ represent first four bytes of a key block, then transformed matrix (MC + ARK) column $a'[0]$, $a'[1]$, $a'[2]$ and $a'[3]$ can be efficiently obtained as shown in Table 1.

Table 1. The modified MC expression with ARK.

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v = a[1] \oplus a[2] \oplus a[3]$</td>
<td>$x_{t_0} = xtime(a[0])$</td>
<td>$a'[0] = k[0] \oplus v \oplus x_{t_0} \oplus x_{t_1}$</td>
</tr>
<tr>
<td>$v = a[0] \oplus a[2] \oplus a[3]$</td>
<td>$x_{t_0} = xtime(a[1])$</td>
<td>$a'[1] = k[1] \oplus v \oplus x_{t_1} \oplus x_{t_2}$</td>
</tr>
<tr>
<td>$v = a[0] \oplus a[1] \oplus a[3]$</td>
<td>$x_{t_0} = xtime(a[2])$</td>
<td>$a'[2] = k[2] \oplus v \oplus x_{t_2} \oplus x_{t_3}$</td>
</tr>
<tr>
<td>$v = a[0] \oplus a[1] \oplus a[2]$</td>
<td>$x_{t_0} = xtime(a[3])$</td>
<td>$a'[3] = k[3] \oplus v \oplus x_{t_3} \oplus x_{t_0}$</td>
</tr>
</tbody>
</table>

Here $xtime(v)$ represents finite field multiplication of $02 \times v$, where 02 stands for constant polynomial $x$ in $GF(2^8)$. Note that all the computations shown in the same column of Table 1 can be performed in parallel.

Table 2. The modified IMC expression with IARK.

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
<th>Step 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = a[0] \oplus a[1] \oplus a[2] \oplus a[3]$</td>
<td>$u = xtime(u)$</td>
<td>$i' = t \oplus u$</td>
<td>$a'[0] = a[0] \oplus t' \oplus v \oplus k[0]$</td>
<td></td>
</tr>
<tr>
<td>$s_0 = xtime(a[0])$</td>
<td>$s'_0 = xtime(s_0)$</td>
<td>$v = s_0 \oplus s_1 \oplus s'_0 \oplus s'_1$</td>
<td>$a'[1] = a[1] \oplus t' \oplus v \oplus k[1]$</td>
<td></td>
</tr>
<tr>
<td>$s_1 = xtime(a[1])$</td>
<td>$s'_1 = xtime(s_1)$</td>
<td>$v = s_1 \oplus s_2 \oplus s'_1 \oplus s'_2$</td>
<td>$a'[2] = a[2] \oplus t' \oplus v \oplus k[2]$</td>
<td></td>
</tr>
<tr>
<td>$s_2 = xtime(a[2])$</td>
<td>$s'_2 = xtime(s_2)$</td>
<td>$v = s_2 \oplus s_3 \oplus s'_2 \oplus s'_3$</td>
<td>$a'[3] = a[3] \oplus t' \oplus v \oplus k[3]$</td>
<td></td>
</tr>
<tr>
<td>$s_3 = xtime(a[3])$</td>
<td>$s'_3 = xtime(s_3)$</td>
<td>$v = s_3 \oplus s_0 \oplus s'_3 \oplus s'_0$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The same strategy applied for MC would yield up to seven steps to compute IMC (four sum steps and three doubling steps). The difference is due to the fact that coefficients in equation (2) have a higher Hamming weight than the ones in equation (1). To overcome this drawback we use the strategy depicted in Table 2 where IMC manipulation is re-structured and seven steps are cut to five steps.
As explained above, for *ARK Implementation*, ARK step is embedded into MC step. For final round (Round 10), MC and IMC steps are not executed, therefore, a separate implementation of ARK is made.

The ideas discussed in this section can be implemented as shown in Fig. 3, where the block-diagram represents proposed architecture for implementing AES encryption/decryption processes on FPGA devices. Hence the critical path for encryption is MI•AF•SR•MC•ARK, while ISR•IAF•MI•IMC•IARK is the critical path for decryption as shown below.

![Fig. 3. AES algorithm encryptor/decryptor implementation.](image)

### 3.2 Key Schedule Optimization

The original user key consists of 128 bits arranged as a $4 \times 4$ matrix of bytes. Let $w[0], w[1], w[2], w[3]$ be the four columns of the original key. Then, those four columns can be recursively expanded to obtain 40 more columns, as follows: Let the columns up to $w[i-1]$ have been defined then,

$$w[i] = \begin{cases} w[i-4] \oplus w[i-1] & \text{if } i \mod 4 \neq 0 \\ w[i-4] \oplus T(w[i-1]) & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

Where $T(w[i-1])$ is a non-linear transformation based on the application of the *S-box* to the four bytes of the column, an additional cyclic rotation of the bytes within the column and the addition of a round constant ($rcon$) for symmetry elimination [2]. Let $[k_0, k_1, k_2, k_3], [k_4, k_5, k_6, k_7], [k_8, k_9, k_{10}, k_{11}]$ and $[k_{12}, k_{13}, k_{14}, k_{15}]$ be the first four columns of the key. By combining and parallelizing expressions, first column of the new key $[k_0', k_1', k_2', k_3']$ can be calculated as shown in Table 3.

<table>
<thead>
<tr>
<th>Step 1</th>
<th>$k_0' = k_0 \oplus Sbox(k_{13}) \oplus rcon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 2</td>
<td>$k_4' = k_4 \oplus k_0'$, $k_8' = k_4' \oplus k_8 \oplus k_0'$, $k_{12}' = k_4' \oplus k_8 \oplus k_{12} \oplus k_0'$</td>
</tr>
</tbody>
</table>

*Sbox($k_{13}$) refers to the data obtain by substituting $k_{13}$. The same process is used for calculating other 3 columns of the new key. In the same manner, next nine keys are obtained.*
4 AES S-Box Design Based on Composite Field Techniques

The most costly operation in the BS transformation described in section 2.1, is the computation of the inverse multiplicative of a byte in the finite field $GF(2^8)$ defined by the AES cipher. In an effort to reduce the costs associated to this operation, several authors have designed AES S-Box based on the composite field technique reported first in [10, 11, 12]. That technique uses a three-stage strategy: Map the element $A \in GF(2^8)$ to a composite field $F$ using a isomorphism function $\delta$. Compute the multiplicative inverse over the field $F$ and finally map the computation results back to the original field.

In [6] an efficient method to compute the inverse multiplicative based on Fermat’s little theorem was outlined. That method is useful because it allows us to compute the multiplicative inverse over a composite field $GF((2^m)^n)$ as a combination of operations over the ground field $GF(2^m)$. It is based on the following theorem:

**Theorem** [7,12]: The multiplicative inverse of an element $A$ of the composite field $GF((2^m)^n), A \neq 0$, can be computed by

$$A^{-1} = \left( A^r \right)^{-1} \cdot A^r \cdot A^{-1} \mod P(x), \text{Where } A^r \in GF(2^n) \text{ and } r = \frac{2^{nm} - 1}{2^n - 1} \quad (4)$$

An important observation of the above theorem is that the element $A^r$ belongs to the ground field $GF(2^n)$. This remarkable characteristic can be exploited to obtain an efficient implementation of the inverse multiplicative over the composite field. By selecting $m =4$ and $n = 2$ in the above theorem we obtain $r = 17$ and,

$$A^{-1} = \left( A^r \right)^{-1} \cdot A^r \cdot A^{-1} = \left( A^{17} \right)^{-1} \cdot A^{16} \quad (5)$$

In case of AES, it is possible to construct a suitable composite field $F$, by using two degree-two extensions based on the following irreducible polynomials [10]:

$$F_1 = GF(2^2); \quad P_0(x) = x^2 + x + 1$$
$$F_2 = GF((2^2)^2); \quad P_1(y) = y^2 + y + \phi$$
$$F_3 = GF(((2^2)^2)^2); \quad P_2(z) = z^2 + z + \lambda \quad (6)$$

where $\phi = \{10\}_2, \lambda = \{1100\}_2$.

The inverse multiplicative over the composite field $F_2$ defined in the equation (6), can be found as follows. Let $A \in F_2 = GF((2^2)^2)$ be defined in polynomial basis as $A=A_H y + A_L$, and let the Galois field $F_1, F_2, \text{ and } F_3$ be defined as shown in equation (5). Then it can be shown that

$$A^{16} = A_H y + (A_H + A_L);$$
$$A^{17} = A^{16} \cdot A = 0 \cdot y + (\lambda A_H^{16} A_H + A_L^{16} A_L) = \lambda A_H^2 + A_L^{16} A_L \quad (7)$$

Fig. 4 depicts the corresponding block-diagram of the three-stage inverse multiplier represented by equations (5) and (7). The circuits shown in Fig. 5 and Fig. 6 present a gate-level implementation of the aforementioned strategy.
As we explained above, in order to obtain the multiplicative inverse of the element \( A \in F = GF(2^8) \), we first map \( A \) to its equivalent representation \( (A_H, A_L) \) in the isomorphic field \( F_2 = GF((2^2)^2) \) using the isomorphism \( \delta \) (and its corresponding inverse \( \delta^{-1} \)).

![Fig. 4. Three-stage strategy to compute multiplicative inverse in composite fields.](image1)

![Fig. 5. \( GF((2^2)^2) \) and \( GF(2^2) \) multipliers](image2)

![Fig. 6. Gate-level implementation for \( X^2 \) and \( \lambda X \)](image3)

In order to map a given element \( A \) from the finite field \( F \) to its isomorphic composite field \( F_2 \) and vice versa, we only need to compute the matrix multiplication of the said element \( A \), by the isomorphic functions shown in equation (8) given by [10]: Also by taking advantage of the fact that \( A^{17} \) is an element of \( F_2 \), the final operation \( (A^{17})^{-1} \cdot A^{16} \) of equation (7), can be easily computed with further gate reduction. Last stage of the algorithm consists of mapping computed value in the composite field, back to the field \( F = GF(2^8) \).
5 Performance Results

To achieve high throughput, we have designed a pipelined architecture for AES as shown in Fig. 7. Eleven AES rounds have been unrolled to develop a pipelined design. The design is symmetric in the sense that the same steps used for encryption are re-used for decryption. The corresponding round-keys for encryption or decryption are generated from the input key accordingly eleven stages of the pipeline. Each stage is clock triggered and data is transferred to next stage at rising-edge of the clock. The data blocks are accepted at each clock cycle and then after 11 cycles, output encrypted/decrypted blocks appear at the output at consecutive clock cycles.

![Pipeline approach for 128 bit AES Encryption/decryption](image)

AES memory requirements could be too high, especially for a pipeline design. To overcome this requirement, the design is implemented on Xilinx Virtex-E XCV2600. The Virtex and Virtex-E family of devices contains more than 280 BRAMs which are well suited for fast memory access [14]. A dual port BRAM can be configured into two single port BRAMs with independent data access. Xilinx Foundation Series F4.1i tool is used for design entry, verification and synthesis. Both approaches to implement MI, previously discussed, follow the same pipeline architecture. Table 4 details the total area required for each block as shown in Fig. 3.

The first design uses 80 BRAMs (43%) needed for MI implementation and occupies 386 I/O Blocks (48%) and 5677 slices (22.3%). The system runs at 30 MHz and data is processed at 3840 Mbits/s. The second design, using a three-stage MI computation, occupies 13416 CLB slices (52%) and 386 I/O Blocks (48%); no BRAMs are required here. The allowed system frequency is 24.5 MHz and the design achieves a throughput of 3136 Mbits/s.
### Table 4. Summary of features for AES encryptor/decryptor cores.

<table>
<thead>
<tr>
<th>BLOCK</th>
<th>E/D GF(2^8)</th>
<th>E/D GF(2^4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLB SLICES</td>
<td>CLB SLICES</td>
</tr>
<tr>
<td>KeyBlock</td>
<td>1278</td>
<td>1278</td>
</tr>
<tr>
<td>MI (10 rounds)</td>
<td>(80 BRAMS)</td>
<td>6676</td>
</tr>
<tr>
<td>SR</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>AF (10 rounds)</td>
<td>800</td>
<td>800</td>
</tr>
<tr>
<td>IAF (10 rounds)</td>
<td>640</td>
<td>640</td>
</tr>
<tr>
<td>MC + ARK (combined) (9 rounds)</td>
<td>1368</td>
<td>1368</td>
</tr>
<tr>
<td>IMC + IARK (combined) (9 rounds)</td>
<td>2088</td>
<td>2088</td>
</tr>
<tr>
<td>ARK (1st + last round)</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>Misc. (Timing + I/O registers etc.)</td>
<td>374</td>
<td>438</td>
</tr>
<tr>
<td>TOTAL</td>
<td>6676 + (80 BRAMS)</td>
<td>13416 (NO BRAMs)</td>
</tr>
<tr>
<td>Throughput (Mbits/s)</td>
<td>3840</td>
<td>3136</td>
</tr>
<tr>
<td>Throughput/Area (Mbits/s/Slices)</td>
<td>0.58</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Some FPGA implementations [3, 4, 5, 9, 15] for AES do exist. But some of them deals only with encryption [3, 4, 5] while others like [15] show better results but can not be categorized as a single-chip implementation. A fair comparison of our design can be made with the design reported in [9] which is an encryptor/decryptor core realization. It was implemented on Virtex-E XCV3200 FPGA device, using 7576 CLB slices, 102 BRAMs and achieving a throughput of 3239 Mbits/s. That design uses the same set of BRAMs for encryption/decryption and consumes 256 cycles to prepare BRAMs for encryption or decryption. That design also occupies 20 BRAMs for key scheduling. Our first design compared with [9] has reduced the area requirements up to 11.8% while expected throughput has been increased more than 18.5%. For our second design, area requirements are high but throughput is competitive with [9]. An advantage of this design is the portability factor since it does not use BRAMs.

### 6 Conclusions

We have presented two AES encryptor/decryptor core designs following a pipelined architecture. Both designs take advantage of using only one S-box (to compute multiplicative inverse). The difference lies in the implementation of MI. In the first design, 80 BRAMs are utilized for MI pre-computed values. In the second design, a three-stage architecture has been adopted for MI where calculations are made in $GF(2^8)$ and $GF(2^{24})^2$ instead of $GF(2^8)$. The goal was to reduce memory requirements as much as possible, and then this design does not require BRAMs. The encryptor/decryptor starts reporting results only after 11 cycles needed to latch the round keys. We have re-organized MC and IMC computations to reduce data-path and to
take advantage of four-input/one-output organization of CLBs. The ARK step has been embedded with MC and IMC step to enhance the timing performance.

Our designs have been implemented on Virtex-E family of devices (XCV2600) using Xilinx Foundation Series F4.1i. Our results have shown competitive behavior compared to the existing AES FPGA encryptor/decryptor known cores. In the first design, we have outperformed design reported in [9]. The second design can be implemented on any FPGA family of devices. Future work includes extending the design for variable key and block lengths for AES algorithm.

References

15. URL: http://ece.gmu.edu/crypto/rijndael.htm
Performance and Area Modeling of Complete FPGA Designs in the Presence of Loop Transformations
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Abstract. Selecting which program transformations to apply when mapping computations to FPGA-based architectures leads to prohibitively long design exploration cycles. An alternative is to develop fast, yet accurate, performance and area models to understand the impact and interaction of the transformations. In this paper we present a combined analytical performance and area modeling for complete FPGA designs in the presence of loop transformations. Our approach takes into account the impact of input/output memory bandwidth and memory interface resources, often the limiting factor in the effective implementation of these computations. Our preliminary results reveal that our modeling is very accurate allowing a compiler tool to quickly explore a very large design space resulting in the selection of a feasible high-performance design.

1 Introduction

The application of loop-level transformations, important to expose vast amounts of fine-grain parallelism and to promote data reuse, substantially increases the complexity of mapping computations to FPGA-based architectures. Figure 1 illustrates a typical behavior for a design mapped to an FPGA exploring loop unrolling. At first as the unrolling factor increases the execution time decreases and the amount of consumed space resources increases. However, with additional unrolling, there is the need to exploit more memory resources and memory parallelism. Before the FPGA capacity limitation is reached (in this case for an unrolling of 16) another limit is reached for an unrolling factor of 8. At this point, the design requires more memory channels than the implementation can provide. As such, these resources must be time-multiplexed leading to a non-trivial increase in the execution time (illustrated by the heavy-shaded bar).

Understanding, and mitigating the impact of hardware limitations is important in deriving the parameters of the loop transformations in the quest for the best possible design. In the example illustrated below if a compilation tool is not aware of the fact that memory channels resources are limited, it incorrectly selects the design with an unrolling factor of 8. This selection is only better
than the design without any unrolling and far from the actual best design which corresponds to an unrolling amount of 4.

As this example illustrates, ignoring the real memory interface resource limitation can lead extremely poor design choices. Given the extremely large number of possible loop transformations and their interaction, a solution to the problem of finding the best performing (and feasible in terms of space) design is to develop performance and area estimation for the designs resulting from the application of a sequence of loop transformations. To this extend we focus on the development of a set of analytical models combined with behavioral estimation techniques for the performance and estimation of complete FPGA designs. In this work we model the application of a set of important loop transformations, unrolling, tiling, and interchange. We explicitly take into account the impact of the transformations on the limited resources of the design’s memory interfaces.

This paper makes the following specific contributions:

- It presents an area and performance modeling approach that combines analytical and estimation techniques for complete FPGA designs.
- It describes the application of the proposed modeling to the mapping of computations to FPGAs in the presence of loop unrolling, tiling, interchange and fission.
- It validates the proposed modeling for a sample case study application on a real Xilinx Virtex™ FPGA device. This experience reveals our model to be very accurate even when dealing with the vagaries of synthesis tools.

Overall this paper argues that performance and area modeling for complete designs, either for FPGA or not, is an instrumental technique in handling the complexity of finding effective solutions in the current reconfigurable as well as future architectures.

This paper is organized as follows. In section 2 we describe the analysis and modeling approach in detail. In section 3 we present experimental results for a sample image processing kernel and – binary image correlation. In section 4 we describe related work and conclude in section 5.
2 Modeling

We now describe our analytical execution time and area modeling for complete designs as implemented in our target FPGA system.

2.1 Target Design Architecture and Execution Model

The designs considered in our modeling are composed of two primary components as illustrated in Figure 2(a). The first component is the core datapath that implements the core of the computation and is generated by the synthesis tools from a high-level description such as VHDL. This datapath is connected to an external memory via an memory interface component. This memory interface (see [1]) is responsible for generating the physical memory addresses of various data items as well as the electrical signaling with the external memory.

In many computations, such as image processing kernels, there is a substantial opportunity to reuse data in registers across iterations of a given loop. This is the case, for example, in window-based algorithm in which a computation is performed over shifted windows of the same image. the overlap between windows allows for a subset of the data to be reused in registers, therefore avoiding to load all of the data from memory. For computations with these features, our datapath implementations include an internal tapped-delay line.

Our model exploits the pipelined execution mode of memory accesses and the core datapath. To adequately support this execution mode for the class of regular image processing computations, our memory interface supports the concept of streamed data channels or simply streams. Associated with each of these stream the memory interface include resources to generate the corresponding sequence of memory addresses. Setting up and resetting these resources whenever the datapath requires data from channels not currently set-up (or set up at a different base address in memory) incurs an overhead. The important parameters for the performance modeling of the pipelined execution mode of the datapath are its initiation interval and latency. As to the memory interface, its important parameters are the reloading overhead, the read and write latencies and the setup for reading and writing in pipelined memory access mode.

Figure 2(b) illustrates the basic parameters of the execution model, which will be the basic parameters for the performance modeling described in the next section. We show a 2-channel implementation with 2 buffers in the datapath,

Fig. 2. (a) FPGA Design Architecture (b) Execution Mode
each with a depth of 4 elements and corresponding to 2 datapath input ports. The computation executes 4 loop iterations per block of data read from memory.

2.2 Performance Modeling

As with other compile-time modeling approaches we assume known compile-time loop bounds. In addition we assume that in the presence of control-flow the expressions must capture the longer execution path and that the datapath implementation will preemptively fetch all of the data items required in each of the possible control paths. While in general these assumptions would lead to excessively inflated performance results, for the target set of digital image applications, and due to their amenability to be modeled into perfectly loop nests without severe control flow, this potential phenomenon is rare, if at all observed. Under these assumptions we split the overall execution into 5 components summarized below and whose analytical expressions are presented below.

\[
\begin{align*}
\text{Comp} &= \text{LoopCnt} \times \text{initInter} \\
\text{NSO} &= \sum_{0 \leq i \leq m} \text{LoopCnt}^{NS}_i \times CC^{NS} \\
\text{PO} &= \prod_{0 \leq i \leq m} \text{LoopCnt}^{P}_i \times \max(BD^B_i) \times CC^{DPread} \\
\text{MO} &= \sum_{0 \leq i \leq m} \text{LoopCnt}^{Mem}_i \times CC^{Mem} \\
\text{Exec} &= (\text{Comp} + \text{NSO} + \text{MO} + \text{PO}) \times C_{lk}
\end{align*}
\]

**Computation Time (Comp)** models the aggregate time the datapath spends actively computing results. We define it as the product of the overall number of iterations times the datapath initiation interval.

**Non-Streaming Access Overhead (NSO)** models the aggregate overhead in the reloading of the base and offset for non-streaming memory accesses and is defined by the NSO expression. In this expression \(\text{LoopCnt}^{NS}_i\) captures the number of iterations the datapath performs a non-streaming memory accesses; and \(CC^{NS}\) is the individual cost of such accesses. The value \(m\) is the total number of array variables in the particular implementation with non-streaming accesses. For streaming memory access this metric is defined as 0.

**Prologue Overhead (PO)** models the overhead of filling buffers associated with a data stream before the datapath is ready to start its pipelined execution. The component PO defined above captures this cost of buffer preloading where \(\text{LoopCnt}^{P}_i\) corresponds to the iteration count of the transformed loop nest that requires prologue loading. \(BD^B_i\) is the buffer depth of the \(B\) buffer (in the datapath) for variable \(i\). The factor \(\max(BD^B_i)\) defines the maximum length of time required to fill the longest buffer.

**Memory access overhead (MO)** models the latency on the memory interface for retrieving data from the memory. In the MO expression \(L_{C}^{Mem}_i\) is the ratio of the number of memory accesses (or loop count accounting the memory access) to that of the granularity, for a variable \(i\). Granularity is defined as the ratio of the data width of memory access to that of the data consumed in the datapath. Granularity is 1 if the data width of the memory access is the same as that of the data consumed in the datapath. \(CC^{Mem}\) is the number of cycles required for a memory data access.
Clock rate (Clk) We include this metric in the evaluation of the performance of a design as different designs will have can exhibit a wide disparity of clock rates due to radically different internal hardware implementations. Conducting relative comparison based on the clock cycles alone could lead to the wrong decision in selecting the best performing design.

Execution Time (Exec) simply defines the aggregate execution time and is simply the product of the number of execution cycles with the actual values of Clk as derived from the synthesis tools.

2.3 Area Modeling

This modeling is essential so that a compiler can use the area estimates derived from the synthesis tool and combine the predicted area for the memory interface when judging the area of a complete FPGA design.

To achieve this goal, we have derived a linear model using linear regression for a set of data points for various choices of number of memory interface channels. For 32-bit wide data channels the overall FPGA (Xilinx Virtex™ 1K device) area (in slices) for the memory interface can be approximated by the expression $Area_{32} = 137 \times \text{NumberChannels} + 1514$. A similar empirical approach can be used for other channels widths and FPGA devices.

As to the modeling of the area for the datapath we use estimation results provided by synthesis tools such as the Mentor Graphics’ Monet™ tool. The overall area estimation therefore combines the empirical model for the memory interface with the synthesis estimates.

2.4 Deriving the Model Parameters

In the current implementation we manually apply the various loop transformations, and derive the parameters of our modeling effort are derived using a crude emulation of the actual execution by actually running the computation in software and accumulating the number of occurrences of each metric. We are in the process of automating the application of the transformations and developing more sophisticated, and automated, approach to extract the values of the modeling parameters.

The modeling parameters that depend on the target FPGA device such as the maximum clock rate or the actual implementation of the memory interfaces (e.g., the latency or the number of cycles for non-pipelined operations) are architecture dependent and known at compile time. The remaining model parameters are either derived from analysis of the source code, as is the case of the classification of which array data accesses are non-sequential, where the compiler can use data dependence analysis as described in [2].

3 Case Study: Binary Image Correlation

We now validate the proposed performance and area modeling for one image processing kernel — a binary image correlation (BIC) computation.
3.1 Original Computation and Role of Loop Transformations

Figure 3 depicts the pseudo-code for the example under study. This computation consists of a 4-loop nest with known loop bounds and implements binary image correlation using a mask variable (2D mask array) over an input image (2D image array). The computation scans the input image by sliding an \( e \times e \) window over the input and accumulates the values of the corresponding image window for non-zero mask values in \( th \) (another 2D array variable).

The input image(\( image[m+i][n+j] \)) is accessed in a row-wise fashion. Unrolling the \( j \)-loop fully, \( e - 1 \) of the \( e \) values in a single row, can be reused in consecutive iterations of the \( n \)-loop if the \( e \) values are stored in a tapped-delay line. And, as the data access is row-wise, unrolling of the \( i \)-loop enhances the performance by increasing the reuse to 2 dimensions. As a consequence, after the first iteration(where \( e \times e \) data are loaded), only \( e \) data values corresponding \( e \) data streams needs to be loaded in the subsequent iterations of the \( n \)-loop.

```
for m = 0 to m < (t-e)
for n = 0 to n < (t-e)
    for i = 0 to i < e
        for j = 0 to j < e
            if(mask[i][j] != 0)
                th[m][n] += image[m+i][n+j];
        (a) Original code.
    for m = 0 to m < t
    for n = 0 to n < t by e
        for p = 0 to p < s by f
            for i = p to i < s
                if(mask[i][0] != 0)
                    th[m][n] += image[m+i][n];
            ... if(mask[i][s-1] != 0)
                th[m][n] += image[m+i][n+s-1];
        (b) Using \( e \times f \) tiling.
```

Fig. 3. BIC codes after applying loop transformations.

Full unrolling of the two inner most loops, as suggested above, may not always be possible as unrolling leads to the replication of the loop body operators generating very large designs. As such we can apply tiling of the innermost loops as illustrated in Figure 3(b). By tiling the \( i \) and \( j \)-loops by a factor of \( e \) and \( f \) respectively, we reduce the amount of hardware resources devoted to the datapath. The trade-off, however, is in terms of reduced reuse. The tapped-delay lines that, in case of unrolling, held the data of a row of image, now holds data of length \( e \). But, of greater significance is the fact that the execution time increases as the memory interface resources, associated with address generation, requires reloading of address (and as a consequence increased data access) for the data streams associated with each tile. The performance of the overall design is thus substantially reduced.
In the presence of associative operations it is possible to use loop interchange with loop tiling to avoid the need of reloading the data in a tile. The implementation saves partial results of the computation in temporary datapath buffers thereby avoiding the need to reload data from external memory. This strategy comes at the cost of a potentially large, multi-dimensional array for storing the partial results in the datapath. The size of this temporary array is in the order of the input image size, making it an infeasible solution for most cases.

To mitigate this issue of buffer space, we use yet another set of transformation: array privatization (to privatize temporal variable) and loop fission. The privatized temporal value is now stored in the external memory rather internal buffers (we pay the price for memory access). A second loop generates final results by adding up temporal values in the correct order.

The application of these 3 loop transformations to this case study illustrates the point of this paper. As these transformations affect the data reuse patterns and, in turn, the way the data needs to be streamed in and out of the corresponding datapath implementation, the overall performance in FPGA-based implementations is not only affected by the number of iterations executed but also, and in fact more significantly, by the number of times the memory interface resources need to reset.

3.2 Experimental Results

We have manually derived behavioral specification for the BIC code applying the loop transformations described above for a variety of parameter choices. We then use Mentor Graphics’ Monet high-level synthesis tool to derive the structural VHDL specification and obtain the estimated area and initiation interval and latency for their pipelined implementation. To derive a complete design we merge the structural VHDL with the structural code of the memory channel interfaces. Given a complete VHDL design we used Synplicity Synplify Pro 6.2 and Xilinx ISE 4.1i tool sets for logic synthesis and Place-and-Route (P&R) [3] targeting a Xilinx Virtex™ XCV 1000 BG560 device.

Performance Model Validation. We validate the performance modeling describe in section 2 for the VHDL code resulting from the application of the various loop transformations described above. In this modeling we use the numerical parameters as, $CC_{DP\,Read} = 2$, $CC_{Mem} = 7$ and $CC_{NS} = 3$ and omit the symbolic loop expressions here for space considerations.

Figure 4 plots the measured vs. predicted performance for the various, loop unrolled (for the inner loop); tiled (the i and j loops and tiled-with-interchange. The vertical axis corresponds to the simulated clock cycle counts. We limit our experimental set to tiling versions of $1 \times f$ because other transformations do not deliver additional performance.

These results indicate that our performance modeling tracks the overall performance for the various implementations very well. The gap between the predicted performance and simulation results is due to our channel controller behavior. The channel controller used in our memory interface uses a round-robin
scheduling strategy which introduces a small number of additional cycles, as we verified through simulation.

**Area and Implementation Results.** We now validate the overall area estimation approach using the empirical model for the memory interface and the area estimation extracted from behavioral synthesis. In this validation we compare the results a compiler would obtain off-line (*i.e.*, without actually synthesizing any designs) with the real results synthesizing the actual complete designs.

Table 1 presents the synthesis results and complete design results for the various tiled and tiled&interchange designs. For the tiled&interchange design we present here only the design corresponding to the first loop that carries out the bulk of the computation. Area estimates produced by Monet behavioral synthesis tool are not compatible, in terms of units, with those of the P&R tools. However, these estimates to a large extent do capture the 'trend' of the results(area) produced by the synthesis and P&R tools as is evident from table 1. Table 1 compares the estimation numbers with those of the synthesis and P&R numbers

![Fig. 4. Performance Estimation vs. Simulation Results for BIC.](image-url)
for the tiled implementations. Estimation numbers for datapath and interfaces are provided in columns 2 and 4 while columns 3 and 6 are the synthesis and P&R results for datapath only and full design (datapath+interface) respectively. Column 5 is the estimation number for the full design (col. 2 + col. 4).

As can be seen the combined estimation results for the complete designs track very well the real area results even for the very large designs that occupy more than 50% of the FPGA area. This is important as the application of loop transformations that expose vast amount of instruction level parallelism require the replication of functional operators and invariably lead to large designs. For some of the implementations the internal tapped-delay lines used to reduce the number of memory accesses is an important factor on the area as well.

We investigated the fact that the (1×8) tiled-version maps to more slices than the (1×16) version (see table 1 (top) col. 3). We concluded that although the computational for the (1×8) version are approximately half of those for the (1×16) version, the area consumed by the registers used to store intermediate results across the m-loop were responsible for this area anomaly.

3.3 Discussion

Experimental results reveal that our performance and area modeling correlates well with our simulation/synthesis results for various implementations of BIC. Our performance model is capable of identifying effects of various loop transformations, which ultimately lead to the best combination of loop transformations. In the BIC case study our model accurately captures the effect of tiling with different tiling factors, and we can find the best tiling shape/s. The results also reveal that our modeling successfully captures the performance behavior of the more sophisticated combination of loop interchange, fission and privatization.

Overall, we believe the modeling approach described in this paper to be applicable to a wider range of reconfigurable architectures as our model does not exploit any feature of the underlying architecture. In fact, our case study reveals that the major source of discrepancies was either due to characteristics of FPGA synthesis (e.g. the large impact of temporary buffers) or due to FPGA implementation execution features (e.g., scheduling of memory accesses).

4 Related Work

Other researchers have also recognized the need for fast area and performance estimation to guide the application of compiler high-level loop transformations for deriving alternative designs. Derrien and S. Rajoupadyhe[4] describe a processor array partitioning that takes into account the memory hierarchy and I/O bandwidth and apply tiling to maximize the performance of the mapping of a loop nest onto FPGA-based architectures. In this context they use an analytical performance model to determine the best tile size. So et. al. [5] have expanded the loop transformations to include unrolling and use behavioral synthesis estimates directly from commercially available synthesis tools in an integrated compilation and synthesis. The PICO project [6] takes functions defined as C loop nests.
to a synchronous array of customizable VLIW processors. PICO uses estimates from its scheduling of the iterations of the nest to determine which loop transformation(s) lead to shorter scheduling time and therefore minimal completion time. The MILAN project [7] provides design space exploration and simulation environments for System-on-Chip (SoC) architecture. MILAN evaluates several possible partitions of the computation among the various system components (processor, memory, special purposed accelerators) using simulation techniques to derive estimates used in the evaluation of a given application mapping.

The work presented in this paper differs from these approaches in several respects. While other projects have focused on more general computation we have focused on the domain of image processing algorithms specified as tight loop nests. Second, rather than using profiling or simulation based estimates we have analytically modeled the performance and relied on the accuracy of behavioral synthesis estimation commercial tools for area modeling. In terms of loop transformations we have focused not only on loop unrolling and tiling but also on loop interchange in the presence of associative operators. Loop interchanging introduces the complication of having to save intermediate results for subsequent computations. Designs with large set of registers for temporary values lead to an explosion of area and substantial degradation of clock estimates.

5 Conclusion

In this paper we presented a performance and area modeling approach using analytical and empirical techniques for complete FPGA designs. Our modeling is geared towards computations expressed as loop nests in high-level programming languages such as C. Using the proposed modeling, compiler tools can evaluate the impact of multiple loop transformations on FPGA resources as well as that of the memory interface resources, often the limiting factor in the effective implementation of these computations. The preliminary results reveal that our approach delivers area and performance estimations that correlate very well with the corresponding metrics from the actual implementation. This experience suggests the proposed modeling approach to be an effective technique that allow compilers to quickly explore a wider range of loop transformations for selecting feasible and high-performance FPGA designs.
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Abstract. This paper explores using information about program branch probabilities to optimise reconfigurable designs. The basic premise is to promote utilization by dedicating more resources to branches which execute more frequently. A hardware compilation system has been developed for producing designs which are optimised for different branch probabilities. We propose an analytical queueing network performance model to determine the best design from observed branch probability information. The branch optimisation space is characterized in an experimental study for Xilinx Virtex FPGAs of two complex applications: video feature extraction and progressive refinement radiosity. For designs of equal performance, branch-optimised designs require 24% and 27.5% less area. For designs of equal area, branch optimised designs run up to 3 times faster. Our analytical performance model is shown to be highly accurate with relative error between 0.12 and $1.1 \times 10^{-4}$.

1 Introduction

For most computer programs, the execution frequency of each basic block is controlled by the runtime behavior of conditional branches. Optimal resource allocation between basic blocks requires that execution frequencies be known. Software profilers collect execution frequencies for a representative dataset to support static resource allocation. Microprocessors demonstrate that branch probability information can be used at runtime to aid dynamic resource allocation. In this paper we explore the analogous use of branch probability information to optimize resource allocation in hardware compilation. In particular, the novel aspects of our work include:

- a compiler that maps programs written in a subset of C to a set of hardware designs that are optimised for different branching probabilities;
- analytical methods, including a queueing network model, for elucidating the properties of the proposed compilation procedure;
- evaluation of our approach based on both analytical and experimental methods for two large applications: video feature extraction and radiosity.

The rest of the paper is organised as follows. Section 2 describes the two basic compilation phases: dependency analysis and circuit synthesis. Section 3 then presents the branch-optimised compilation path. Section 4 deals with the models for studying the analytical properties of this compilation procedure, and is followed by Section 5 which evaluates both analytically and experimentally the effectiveness of the proposed approach. Finally, Section 7 summarises our current and future research.
2 Compilation

Our compilation procedure consists of two phases: dependency analysis and circuit synthesis. The input language for the compiler is a streaming subset of the C language in which arbitrary pointers and loop carry dependencies are not supported. Each input program specifies the body of a single loop, with flow control specified by an if..then..else branch construct. These restrictions preclude certain types of program such as the Fibonacci generator, however an extensive set of applications can be automatically transformed [10] into this form. A simple example program, shown on the left of Fig. 1, will be used to illustrate our compilation procedure in the following sections.

```c
main{
    int a,b,c;
    read int a_r[],b_r[];
    write int c_w[];
    for(i;19){
        a=a_r[i]; b=b_r[i];
        if(a<20){
            c=a*b;
        }
        else c=a+b;
        c_w[i]=c;
    }
}
```

Fig. 1. A simple example program and its two-level data flow graph. The four basic blocks map to four numbered DAG subgraphs. The if..then..else maps to BRANCH and MERGE nodes. Array accesses map to READ and WRITE nodes.

The dependency analysis phase constructs a two-level data flow graph from the input program. The data flow graph for our simple example program is shown on the right of Fig. 1. It includes a numbered direct acyclic graph (DAG) for each basic block. Flow control between DAGs is represented by BRANCH and MERGE nodes with firing rule semantics as described in data flow computing literature [9]. Reads and writes to vector variables at the start and end of the data flow graph are mapped to READ and WRITE nodes.

The circuit synthesis phase transforms the dependency graph into a unidirectional pipeline captured in structural VHDL. It consists of module selection, scheduling, binding and instantiation of appropriate flow control circuits. The initiation interval of a library block is the number of cycles between each output. An XML library block database specifies the initiation interval, latency in cycles, and area of available library blocks. A static pipelined list scheduler [2] is provided for basic block scheduling.

Circuit synthesis is specialized to form two compilation paths: control study compilation path and branch-optimised compilation path. The control study compilation path is inspired by the StReAm [4] compiler. It creates pipelines which perform equally well under all branching conditions. Designs are parameterised with a global initiation interval parameter \( b_{\text{pipeline}} \). The control study compilation path circuit with \( b_{\text{pipeline}} = 1 \) for our simple example program is shown on the left of Fig. 2.
3 Branch-Optimised Compilation Path

In this section we introduce a new compilation scheme which promotes efficiency in the presence of branch probability information. A branch-optimised circuit for the simple example program is shown on the right of Fig. 2. The branch-optimised compilation scheme transforms the data flow graph into a set of hardware configurations in which different basic blocks run at different initiation intervals. From this set, a configuration can be chosen in which the resources assigned to different branches match the observed computational load. The branch-optimised compilation scheme creates designs with the following characteristics.

1. Basic blocks can run at independent rates, with different degrees of sequentialization. The rate of basic block \( i \) is controlled by the initiation interval parameter \( b_i \).
2. Each basic block propagates a sequencing token downwards, shown as a dotted line in Fig. 2. Different paths through the pipeline run at different rates, and so computations may retire out of order. The sequencing token identifies the loop index associated with a set of results at the pipeline outputs, enabling the original ordering to be recovered. The width of the sequencing token is determined from the upper loop bound and maximum length path through the compiled design.
3. Basic blocks have rate smoothing FIFOs, labeled Q in Fig. 2, for the sequencing token and data inputs. The FIFO length for basic block \( i \) is given by parameter \( l_i \).
4. Each basic block propagates a ready signal back up through the pipeline, shown as a dashed line in Fig. 2. The ready signal allows basic blocks to stall incoming computation when input queues are full. For each basic block, the incoming ready signal fans out to the clock-enable input of all registers in the datapath. In our current implementation we adopt a fully synchronous design style. However, a globally asynchronous locally synchronous (GALS) design style could potentially be adopted, in which each basic block operates in a separate clock domain and the ready signal is replaced with true asynchronous handshaking.

5. The BRANCH node routes sequencing token and data to the branch target specified by the branch condition. It receives ready signals from the two branch targets, and blocks computation if the branch target set by the branch condition is not ready.

6. The MERGE node forwards data and sequencing tokens from true and false branch targets. If sequencing tokens arrive from both branch targets simultaneously, the MERGE node blocks the branch targets alternately in a round robin fashion.

4 Analytical Modeling

In this section we describe analytical models of the area-throughput design space for the control study and branch-optimised compilation paths. These models are used to determine the best compilation path and parameterization from observed branch probability information. In the experimental study presented in Section 5, branch probability information is collected at compile time by profiling. In a future system, branch probability information could be collected and acted upon at runtime. Analytical techniques are of increasing importance, as severe time constraints on the optimisation process would almost certainly preclude more complex modelling.

We model the cycle count throughput of branch-optimised designs using a queueing network model. Branch-optimised designs introduce finite queue lengths, blocking, and the possibility of correlated arrival rates. Queueing networks which model these properties are generally solved by simulation [7]. We adopt a simple analytical model based on a $M/M/1/\infty/FCFS$ queueing network with saturating external arrivals to node one [5]. Given information about steady state branch probabilities, known variables in the model are:

1. The node initiation intervals vector $b \in \mathbb{R}^N$. In the model, element $b_i$ is the exponentially distributed mean initiation interval of node $i$ and $b_i$ is set as the basic block initiation interval for block $i$.

2. The “routing matrix” $Q \in \mathbb{R}^{N \times N}$. In the model, element $Q_{ij}$ is the steady state probability that a job, completing node $i$, routes to node $j$. A BRANCH after node $x$ to select between branch targets $y$ and $z$ is modeled with $Q_{xy} + Q_{xz} = 1$. The summation of probabilities $q_i = \sum_{j=1}^{N} Q_{ij} \leq 1$ where $i = 1, 2, \ldots, N$. If $q_i < 1$, then a job, on completing node $i$, exits the queuing network with probability $1 - q_i$. $Q$ is filled with the known branch probability information.

To estimate performance, we determine the maximum sustainable external arrival rate to node one. In the model, external arrival rates are captured in $\gamma \in \mathbb{R}^N$ where element $\gamma_i$ is the Poisson process mean external arrival rate for node $i$. For compiled
designed, $\gamma_i$ is of the form $\gamma = [\gamma_1, 0, 0, ..]$. The procedure to determine the maximum sustainable value of $\gamma_1$ is as follows.

1. Solve the traffic equations (eq.1) to determine the net arrival rate at each node in terms of the external arrival rate at node one. The mean net arrival at each node is an element in $\lambda \in \mathbb{R}^N$. An equation is formed for each element $\lambda_i$ in terms of $\gamma_1$.

   $$\lambda(I - Q) = \gamma$$  \hspace{1cm} (1)

2. Determine the maximum arrival rate at node one given that the utilization of each node is less than or equal to one. In the model, the utilization of each node is an element in $\rho \in \mathbb{R}^N$. We maximize $\gamma_1$ subject to the utilization constraint (eq.3).

   $$\rho_i = \lambda_i b_i$$  \hspace{1cm} (2)

   $$\rho_i \leq 1 \hspace{0.5cm} i = 1, 2, .., N$$  \hspace{1cm} (3)

   Any design with $\rho_i = 1, i \neq 1$ for maximum $\lambda_1$ will exhibit steady state blocking.

The control study compilation path is parameterised with the global initiation interval $b_{\text{pipeline}}$. Designs sustain throughput $1/b_{\text{pipeline}}$ for all branching probabilities.

5 Case Studies

In this section we compare the performance of both compilation paths and evaluate the accuracy of analytical models for two case study applications. The input programs and their corresponding top-level data flow graphs for the case study applications are shown in Fig. 4 and Fig. 5. The test scenes are shown in Fig. 3.

Fig. 3. Left and center panes show Video Quality Expert Group test sequence 10 (VQEG10) before and after video feature extraction. Right pane shows the radiosity test scene.

**Video Feature Extraction.** The algorithm [11] consists of edge detection, thresholding and 3x3 sum-squared difference. There are four basic blocks and one branch.

**Progressive Refinement Radiosity.** Radiosity algorithms [8] simulate radiation of energy between surfaces. There are ten basic blocks guarded by three branches.
main{
    int qx,gy,g,ssd,t0 ..etc t8 ; //scalars
    read int f0_ulr[],f0_umm[],f0_urr[],f1_ulr[]; etc
    write int ssd_w[]; //vectors
    for(i;2^20){
        f0_ul=f0_ulr; f0_umm=f0_umm; f0_urr=f0_urr; etc
        //sobel
        gx=abs((f0_urr-f0_ul)+((f0_mr<<1)-(f0_ml<<1))+(f0_lr-f0_ll));
        gy=abs((f0_ul+(f0_umm<<1)+f0_urr)-(f0_ll+(f0_lm<<1)+f0_lr));
        g=gx*gy;
        //threshold
        if(g>220f){
            //sum squared diff 9 MULTs 9 SUBs
            t0=(i0_mm-i1_ul); ...etc.. t8=(i0_mm-i1_um);
            ssd=(t0*t0)+(t1*t1)+ ...etc...(t8*t8));
        }else{ ssd=0; }
        ssd_w[i]=ssd
    }
}

Fig. 4. Input program and the corresponding top-level data flow graph for video feature extraction.

main{
    //scalar declarations
    int orig_0,orig_1,orig2; etc
    //vector declarations.
    read int orig_0r[],orig_1r[],orig_2r[]; etc
    write int validhit_w[],u_w[],v_w[],t_w[]; etc
    for(i;2^22){
        orig_0=orig_0r[i]; orig_1=orig_1r[i]; etc.
        SUB(edge1, vert1, vert0); SUB(edge2, vert2, vert0);
        CROSS(pvec, dir, edge2);
        det = DOT(edge1, pvec);
        if (det >= EPSILON){
            SUB(tvec, orig, vert0);
            u = DOT(tvec, pvec);
            if ((u >= 0) && (u <= det)){
                CROSS(qvec, tvec, edge1);
                v = DOT(dir, qvec);
                if ((v >= 0) && ((u + v) <= det)){
                    t = DOT(edge2, qvec);
                    inv_det = 16777216 / det;
                    t = t*inv_det; u = u*inv_det; v = v*inv_det;
                    validhit=1;
                }else{       }
            }else{       }
        }else{       }
    }
    validhit_w[i]=validhit; u_w[i]=u; v_w[i]=v; t_w[i]=t;
}

Fig. 5. Input program and the corresponding top-level data flow graph for radiosity Moller-Trumbore ray-triangle intersection.

6 Results

For the purposes of the experiments, all designs have a uniform word length of 32 bits. All results use the Xilinx XCV3200E-8 device. Arithmetic library blocks are generated using
Xilinx Core GENERATOR 5.1.02i, with $b_i = 1, 2, 4, \text{ or } 8$ for multipliers and dividers. Other library blocks do not scale for initiation interval. VHDL output by the compiler is synthesised with Synplify Pro 7.1. Area and clock rate are collected from Xilinx 5.1i. Run-time basic block utilization and queue length behavior are observed by simulation using ModelSim SE Plus. A wrapper was constructed in Handel-C [1] to demonstrate designs on the RC1000-PP FPGA platform. The relative accuracy of the analytical model is calculated with the formula $(analytical \gamma_1 - observed \gamma_1)/observed \gamma_1$.

Branch probability information was collected by profiling. The software implementation of the video feature extraction case study was profiled with the test sequence VQEG for 100 frames. Routing table entries relating to Fig. 4 are $Q_{12} = 0.0891$. The software implementation of the radiosity case study was profiled for 4 refinements, involving approximately 800K ray-triangle intersection tests. Routing table entries relating to Fig. 5 are $Q_{12} = 0.520$, $Q_{23} = 0.164$ and $Q_{34} = 0.367$.

The analytical and experimental results for both compilation paths and case studies are shown in Fig. 6 and Tables 1, 2, 3 and 4. Fig. 7 illustrates the effects of different probabilities on the performance of both compilation paths for the video feature extraction case study. The key results of the experimental study are as follows.

1. The branch-optimised compilation path automatically identifies the basic blocks that can benefit from branch probability information and produces designs with different parameterizations of $b$, the initiation interval vector. For the video feature extraction application, the compiler identifies basic block 2 and produces 10 different designs; for the progressive refinement radiosity application, the compiler identifies basic blocks 1, 2, 3 and 4 and produces 35 designs.

![Fig. 6. Combined area-performance design space for video feature extraction (left) and radiosity (right) case study applications. The lines on the graph represents the control study compilation path designs, with $b_{\text{pipeline}}$ varying from 1 to 8. The clusters of points are different branch-optimised designs with different parameterizations of $b$. EC1, EC2, EC4, EB1, EB2, RC1, RC2, RC4, RB1 and RB2 correspond to the optimal designs for each compilation path under different performance constraints as shown in Tables 1, 2, 3 and 4.](image-url)
Table 1. Complete area-throughput design space with control study compilation path for video feature extraction case study, with input scenes shown in Fig. 3. Designs EC1, EC2 and EC4 are the smallest control study compilation path designs which meet performance constraints 64Mpixel/set, 32Mpixel/sec and 16Mpixel/sec. These designs are labeled in Fig. 6.

<table>
<thead>
<tr>
<th>b</th>
<th>Area (slice) (FFs) (LUTs) (ns) (ns/pixel) (Mpixels/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9753 11137 14623 13.32 13.316 75.10 <strong>EC1</strong></td>
</tr>
<tr>
<td>2</td>
<td>9097 10006 11392 13.23 26.46 37.79 <strong>EC2</strong></td>
</tr>
<tr>
<td>4</td>
<td>7514 7003 8764 12.47 49.86 20.06 <strong>EC4</strong></td>
</tr>
<tr>
<td>8</td>
<td>6733 5405 7469 13.13 105.05 9.52</td>
</tr>
</tbody>
</table>

Table 2. Selected area-throughput results for branch-optimised compilation path in the video feature extraction case study with input scene shown in Fig. 3. 10 designs are automatically generated. Designs EB1 and EB2 are the smallest branch-optimised designs which meet performance constraint 64Mpixel/sec and 32Mpixel/sec. Clock period for both designs is 13.96ns. ρ₁ can be calculated as γ₁ × b₁. EB1 and EB2 are labeled in Fig. 6.

<table>
<thead>
<tr>
<th>b₁ b₂ slice FF LUT</th>
<th>Experimental Performance Utilization Pixel Time (ns/pix) (Mpix/s)</th>
<th>Analytical Performance Utilization Time Relative</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 8 7411 5562 8322</td>
<td>.635 .894 15.61 64.04</td>
<td>.7130 1 13.96 0.12 EB1</td>
</tr>
<tr>
<td>2 8 7411 5562 8322</td>
<td>.635 .447 31.22 32.03</td>
<td>.7130 0.5 27.92 0.12 EB2</td>
</tr>
</tbody>
</table>

Table 3. Complete area-throughput design space with control study compilation paths for radiosity case study with input scene shown in Fig. 3. Designs RC1, RC2 and RC4 are the smallest branch-optimised designs which meet performance constraint 70Mray-triangle intersections/sec, 33Mray-triangle intersections/sec and 17.5 Mray-triangle intersections/sec. RC1, RC2 and RC4 are labeled in Fig. 6.

<table>
<thead>
<tr>
<th>b</th>
<th>Area (slice) (FFs) (LUTs) (ns) (ns/Isect) (MIssects/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22182 34338 34,823 14.12 14.12 70.84 <strong>RC1</strong></td>
</tr>
<tr>
<td>2</td>
<td>19239 28638 25,238 18.27 36.55 27.36 <strong>RC2</strong></td>
</tr>
<tr>
<td>4</td>
<td>13116 18852 16,070 11.78 47.13 21.22 <strong>RC4</strong></td>
</tr>
<tr>
<td>8</td>
<td>10340 13657 11,809 12.32 98.53 10.15</td>
</tr>
</tbody>
</table>

2. For a given area, branch-optimised designs can often run significantly faster than non-branch-optimised designs. In Fig. 6, for instance, EB1 (7411 slices) is slightly smaller than EC4 (7514 slices), and at 15.61 ns/pixel is more than 3.2 times faster than EC4 at 49.86 ns/pixel. Similarly while RB1 and RB2 are respectively 22.6% and 13.5% larger than RC4, they run 322% and 162% faster than RC4.

3. For a given performance, branch-optimised designs often require smaller areas than non-branch-optimised designs. In Fig. 6, for instance, at 64 Mpixels/sec EB1 is 24% smaller than EC1 and at 32 Mpixels/sec EB2 is 18% smaller than EC2. Similarly at 70 Mray-triangle intersections per second, RB1 is 27.5% smaller than RC1 while at 35 Mray-triangle intersections per second, RB2 is 27.5% smaller than RC2.
Table 4. Selected area-throughput results for branch-optimised compilation path, radiosity case study with input scene in Fig. 3. 35 designs are automatically generated. Designs RB1 and RB2 are the smallest branch-optimised designs with approximate performance 70Mray-triangle intersections/sec and 35Mray-triangle intersection/sec. $\rho_1$ can be calculated as $\gamma_1 \times b_1$. Processing rate can be calculated as $1/\text{Itime(ns)}$. RB1 and RB2 are labeled in Fig. 6.

<table>
<thead>
<tr>
<th>$b$</th>
<th>Area</th>
<th>Clk</th>
<th>Utilization</th>
<th>Itime</th>
<th>Relative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\rho_2$</td>
<td>$\rho_3$</td>
<td>$\rho_4$</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>8</td>
<td></td>
<td>.99</td>
<td>.657</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>8</td>
<td></td>
<td>.328</td>
<td>.121</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>8</td>
<td></td>
<td>.164</td>
<td>.060</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td></td>
<td>.52</td>
<td>.085</td>
</tr>
</tbody>
</table>

Fig. 7. Minimal area-time versus probability of branch $Q_{12}$ for branch-optimised and control study compilation paths. Video feature extraction case study application is shown with performance constraint of 64Mpixels/sec. The observed probability for $Q_{12}$ of 0.0891 is indicated with a vertical line through the graph. EC1 and EB1 correspond to the optimal designs for each compilation path as shown in Table 1 and Table 2. The trend line for branch-optimised compilation path with different probabilities is produced using our analytical model. The intersection of trend lines for branch-optimised compilation path and control study compilation path shows that branch-optimised compilation is favourable when $Q_{12} < 0.41$. As the probability $Q_{12}$ decreases, branch-optimised compilation becomes increasingly attractive. EB1 performs worse than the analytical model trend line due to intermittent blocking.

4. The analytical performance model is shown to be accurate. For video feature extraction, the relative error varies between 0.12 and $2.4 \times 10^{-5}$; for progressive refinement radiosity, the worst case relative error is smaller than $1.1 \times 10^{-4}$.

5. As the probability of a branch tends towards zero or one the branch becomes more biased and branch-optimised compilation becomes more attractive. Fig. 7 shows that for video feature extraction, branch-optimised compilation is favourable if branch probability $Q_{12}$ is below a threshold of $Q_{12} < 0.41$. As $Q_{12}$ tends towards zero, the performance gap between branch-optimised and non-branch-optimised designs increases.
7 Conclusion

This paper explores using branch probability information to optimise hardware compilation. We demonstrate that this technique can result in significant improvements in area and performance. Future work will focus on extending the analytical model and compilation system. In the long term we intend to develop a dynamically reconfigurable system in which branch optimisation techniques are applied at runtime.
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Abstract. Hardware realization of kernel loops holds the promise of accelerating the overall application performance and is therefore an important part of the synthesis process. In this paper, we consider two important loop optimization techniques, namely loop unrolling and software pipelining that can impact the performance and cost of the synthesized hardware. We propose a novel model that accounts for various characteristics of a loop, including dependencies, parallelism and resource requirement, as well as certain high level constraints of the implementation platform. Using this model, we are able to deduce the optimal unroll factor and technique for achieving the best performance given a fixed resource budget. The model was verified using a compiler-based FPGA synthesis framework on a number of kernel loops. We believe that our model is general and applicable to other synthesis frameworks, and will help reduce the time for design space exploration.

1 Introduction

A standard practice in synthesis of application specific hardware is to focus attention at kernel loops. In many applications, they account for the bulk of the execution time and are thus natural candidates for hardware acceleration. A key difficulty in synthesizing hardware for kernel loops is that there are many loop optimizations available and the complex interactions among these optimizations make it difficult to predict the cost-benefit of applying each. In particular, one cannot tell how much more or less resources a particular optimization will take or what its impact will be on performance. This means that one has to either settle for sub-optimal results or go through a costly process of trial-and-error in order to arrive at the correct combination of loop optimizations that fits the need of the user. Having a model of how a particular loop optimization will impact resource and performance is therefore necessary.

Two important loop optimizations applicable to kernel loops are loop unrolling and software pipelining. Loop unrolling is a technique to expand the loop such that a new iteration consists of 2 or more of the original iterations. This is performed by a compiler to expose more instruction level parallelism and reduce the overhead of updating index variables. The number of times the loop is expanded is called the unroll factor. If the loop iteration count is not a multiple
of unroll factor, then the remainder of the loop iterations needs to be executed at the end as it is.

Software pipelining [1] tries to achieve higher level of instruction level parallelism by moving operations across iteration boundaries. This optimization achieves overlap among the iterations by pipelining the execution of the iterations. The loop body is scheduled such that (a) all iterations have identical schedule and (b) each iteration is scheduled to start some fixed number of cycles later than the previous iteration. The delay between the start cycles of two successive iterations is called the *Initiation Interval (II)*. The modulo scheduling algorithm attempts to achieve the smallest value of II such that no intra- or inter-iteration dependencies and resource constraints are violated.

As multiple iterations are executed in parallel, both loop unrolling and software pipelining increase register pressure and resource requirement but in different ways. Furthermore, it is possible to use them in combination, i.e. it is possible to software pipeline unrolled loops. The complex interaction between the two optimizations makes it difficult to decide how they should be deployed in optimizing a loop given a particular resource constraint. Often the only way to tell is to exhaustively try various combinations of these two optimizations to obtain the optimal one.

In this paper, we propose a model for the performance and resource requirement for the hardware realization of unrolled and software pipelined loops. The novelty of our model lies in the use of the compiler to extract certain key parameters of the loop in question that characterize the code including the data dependences present for a given hardware. For example, the platform we use allows at most four parallel reads to memory and only if they do not hit the same memory bank. Such characteristics are hard to model. So instead we rely on the instruction scheduler of a compiler to capture these. From these parameters reported by the compiler, the model will inform the user if given a certain resource constraint, unrolling alone, or software pipelining used in combination with loop unrolling would deliver the better performance. It will also output the optimal unrolling factor that should be used. The contribution of this model is that without exhaustively trying a large number of possibilities, it can very quickly recommend a solution that we believe is optimal or very near it.

2 Related Work

Hardware realization of kernel loops has been actively studied by many research groups. However, the focus has been mainly on automatic synthesis of kernel loops from high level language constructs. The exploitation of compiler optimizations such as loop unrolling and modulo scheduling has largely remained unexplored. Even a few commercial synthesis tools that apply these compiler optimizations depend on user feedback to choose unroll factor or decide between unrolling and modulo scheduling. Our work bridges this gap in automatic hardware realization of kernel loops.
There are two main approaches towards hardware synthesis from high level constructs. One approach is to design new languages for hardware design which are at much higher level than traditional hardware description languages such as Verilog and VHDL. The claim is that the productivity gap will be reduced as software programmers can easily learn these new languages. An example is Handel-C [2] programming language which has C-like syntax with support for explicit hardware parallelism, communication, and hardware structures such as memory, bus etc.

The other approach attempts to map a subset of commonly used software programming languages such as C to hardware automatically. These efforts include SA-C [3], PipeRench C Compiler [4], Garp C compiler [5], work by Weinhardt et. al. [6] [7], Babb et. al. [8] and Snider et. al. [9]. The PACT project [10] at Northwestern University performs C to hardware synthesis by taking power/performance trade off into account. The PICO project [11, 12] performs static timing analysis to identify chain of operators to minimize number of cycles while maintaining cycle time constraints.

The only existing tool that allows application of high level compiler optimizations in hardware synthesis is Monet [13]. However, it requires user feedback in deciding unroll factor for example. Among research projects, Derien et. al [14] have developed an analytical model to choose a tiling strategy that will minimize loop execution time. The closest to our work is So et. al. [15]. They perform fast and automatic design space exploration to choose the right loop unrolling factor that satisfies the area constraints and maximizes performance. However, they do not use other compiler optimizations such as software pipeline which can potentially improve the performance significantly.

3 Our Model

In this section, we will present our proposed model. The novelty of the model lies in the use of key parameters supplied by the compiler in characterizing aspects of the kernel loop as well as the machine that are hard to model correctly.

3.1 Model for Performance

For the discussion below, we will assume a loop $L$ that is executed $N$ times. Let $S_1$ be the schedule length of the loop. In our model, $S_1$ is a quantity reported by the compiler as it performs instruction scheduling. As we are realizing the loop in hardware, we assumed infinite registers by skipping the traditional register allocation phase. In the quantity $S_1$, various complex issues such as the machine’s configuration, instruction type distribution, data dependencies etc. are encapsulated. The user, for example, can choose to use the machine configuration to constraint the amount of parallelism or number and types of functional units to be realized in hardware. We will also generalize $S_1$ to $S_u$ which is the schedule length of the kernel when it is unrolled $u$ times. The following formula gives the total number of cycles the unrolled kernel will take to execute $N$ iterations.
After unrolling, the loop size is \(\lfloor N/u \rfloor\) and the schedule length is \(S_u\). Therefore the first term in Eq. 1 accounts for the total number of cycles executed by the unrolled loop. However, if \(N\) is not divisible by \(u\), a compensation loop of size \(N - \lfloor N/u \rfloor \times u\) and a schedule length of \(S_1\) will be generated. In practice, we would not want to have to get all \(S_u\)'s from the compiler as that requires multiple runs. Rather, we estimate \(S_u\) given \(S_1\). In particular, we assumed that

\[
S_u = S_{u-1} + c_S
\]  

(2)

where \(c_S\) is a constant. From the experience gained from our experimentation, we chose

\[
c_S = \frac{(S_3 - S_1)}{2}
\]

This is because we found that there may be a case where it so happens that empty resource slots available at the end of the instruction schedule can be filled up by a new instance of the loop.

To model software pipelining, we assumed the technique of *iterative modulo scheduling* given by Rau [1] that uses *predicated execution* and *rotating registers* [16]. It is characterized by two important parameters also obtained from the compiler, the initiation interval, \(II\), and the epilog counter \(e\). The initiation interval is the gap (in machine cycles) between two successive software pipelined iterations. In effect, after a successful modulo scheduling, each iteration of the software pipelined kernel loop takes exactly \(II\) cycles. The epilog count is the number of iterations in the epilog of the software pipelined loop. Again, in \(II\) and \(e\), the complexity of machine configuration, resource requirements, and data dependencies are hidden away. Since we would like to combine software pipelining with unrolling, we will introduce \(II_u\) and \(e_u\) which are the \(II\) and \(e\) for a software pipelined loop that has been unrolled \(u\) times. We have the following formula for the total number of cycles a software pipelined loop that has been previous unrolled \(u\) times will take:

\[
C_{swp}(u) \approx \left( \lfloor \frac{N}{u} \rfloor + e_u \right) \times (II_u + 1) + 3 + \left( N - \lfloor \frac{N}{u} \rfloor \times u \right) \times S_1
\]

(3)

A constant of 1 is added to \(II_u\) because at the end of each iteration, it is necessary to perform a shift of the content of the rotating registers so as to prepare for the next iteration. These shifts can be done in parallel in hardware and thus cost one cycle. The constant of 3 is needed because in our scheme, we needed one clock cycle at the beginning of the loop to set up the rotating registers, another clock cycle to initiate the loop and epilog counters, and one more at the end of the loop to copy out the content of the rotating registers.

\(S_u\) is obtained from Eq. 2. As is the case for \(S_u\), we do not redo modulo scheduling over all possible \(u\)'s for \(II_u\) and \(e_u\). Given a machine configuration, \(M\), and a loop, \(L\), the following holds:

\[
II_u = II_{u-1} + c_{II}
\]

(4)
where $c_{II}$ is dependent on $M$ and $L$. However, we also found that the simple recurrent relation for $II_u$ do not necessarily end with the unroll size of 1. In particular, for software pipelining, if there is sufficient resources, then $II_i = II_{i-1}$ and the recurrent relations are not established until resource over-subscription comes into play. In our experiments, we used a machine that has only four memory port but otherwise has unlimited resources. The former condition is to reflect the limitation of the FPGA board that we are using. We used the following strategy: we perform software pipelining with $II_1, II_2, \ldots$ until $II_i \neq II_{i-1}$.

$e_u$ can be derived from $S_u$ and $II_u$ through Eq. 5. This relationship is apparent once we see the idealized diagram for software pipelining shown in Fig. 1. In this example, $S_u = 4$, and $II_u = 1$, giving $e_u = 3$. Since $S_u > II_u$, $e_u \geq 1$.

Estimating FPGA Frequencies. The total running time of an implementation of a loop in a FPGA is given by the product of the number of cycles it takes to execute the code and the frequency of the FPGA which permits the safe operation of the realized design. It turns out that it is difficult to use static compiler information to obtain an accurate model of the final realizable frequency. In order to overcome this problem, we use the following strategy. We run place and route for three instances of the loop, namely the loop unrolled two, three, and four times. These three runs are also used in our resource estimation process described in the next section. Let the actual frequencies obtained from the three runs be $f_l(2)$, $f_l(3)$ and $f_l(4)$, respectively where $l$ is either ‘unrolled’ or ‘swp’. We set the predicted frequency as follows:

$$F_l(u) = \begin{cases} \max(f_l(2), f_l(3), f_l(4)) & \text{if } u = 1 \\ f_l(u) & \text{if } u = 2, 3, \text{ or } 4 \\ \min(f_l(2), f_l(3), f_l(4)) & \text{if } u > 4 \end{cases}$$

Using these equations, we can finally approximate the time taken to execute the realized design to be

$$T_{\text{unrolled}}(u_1) = C_{\text{unrolled}}(u_1) \times F_{\text{unrolled}}(u_1) \quad \text{and} \quad T_{\text{swp}}(u_2) = C_{\text{swp}}(u_2) \times F_{\text{swp}}(u_2)$$
3.2 Model for Resource Usage

While we can easily count the various operators emitted by the compiler, optimizations further down the synthesis chain, in particular, the place and route pass, introduce non-trivial relationships between the high level hardware description our compiler output and the final resource usage. From experimental results, we found this to be especially true for the case of software pipelined loops. From the same three place and route runs used to obtain the frequencies, we also obtained the resource consumption information by means of linear regression. In particular, for a machine \( M \) and loop \( L \), we model resource usage as:

\[
R_{\text{unrolled}}(u) = m_{\text{unrolled}} \times u + c_{\text{unrolled}} \tag{7}
\]

\[
R_{\text{swp}}(u) = m_{\text{swp}} \times u + c_{\text{swp}} \tag{8}
\]

where \( m_{\text{unrolled}}, c_{\text{unrolled}}, m_{\text{swp}}, \) and \( c_{\text{swp}} \) are constants obtained from the linear regression.

3.3 Putting It Together

The model is used as follows. The user will decide on a certain amount of resource, \( R_{\text{user}} \), that he would like to use for realizing the loop in hardware. Using Equations 7 and 8, we obtained two maximal unroll factors \( u_1 \) and \( u_2 \) such that

\[
R_{\text{unrolled}}(u_1) \leq R_{\text{user}} \quad \text{and} \quad R_{\text{swp}}(u_2) \leq R_{\text{user}}
\]

Next we examine all unroll factors less than \( u_1 \) and \( u_2 \) to look for a \( u'_1 \leq u_1 \), and a \( u'_2 \leq u_2 \) such that \( T_{\text{unrolled}}(u'_1) \) and \( T_{\text{swp}}(u'_2) \) are the respective minimum. If \( T_{\text{unrolled}}(u'_1) > T_{\text{swp}}(u'_2) \) then we will get better performance by using software pipelining with the loop unrolled \( u'_2 \) times and vice versa.

4 Compilation Framework

We used the Trimaran [17] compiler infrastructure to experiment with the model. The compiler targets for a parameterized Explicitly Parallel Instruction Computing (EPIC) architecture called HPL-PD [16]. We modified the compilation framework as follows:

- An EPIC machine with infinite resources except for four memory ports was defined. The four memory port was a constraint of the FPGA board which we used in our experiments. It has four banks of memory that can be simultaneously accessed with only one access to a bank at any time. Consequently, we also had to modify the instruction and modulo schedulers of Trimaran. We assumed that an entire array is stored in a single bank. Thus any two access to the same array has to be performed in different machine cycles.

- Trimaran uses some heuristics to guide unrolling. Furthermore, it does not always emit compensation loops during unrolling as these can be folded into the unrolled loop using predicated execution. For our purpose, we forced unrolling to be performed as per our requirements.
Finally, we added a phase to generate Handel-C [18] code for Trimaran’s Elcor intermediate representation. Handel-C is a C-like behavioral hardware description language. The Handel-C compiler compiles our output into a EDIF [19] file for the FPGA vendor’s synthesis tools to process.

In the resultant design flow, we are able to utilize the advanced features used by Trimaran including predicated execution and rotating registers and translate them into Handel-C. From Handel-C’s EDIF output, we synthesis the bitmap for a Xilinx XCV1000 FPGA and execute it on a Celoxica RC1000 board.

5 Results

We used six kernel loops to verify our model:

- **Edge detection.** A $32 \times 32$ mask is computed over $128 \times 128$ image to detect edges.
- **Matrix multiplication.** Integer multiplication of $160 \times 320$ and $320 \times 40$ matrix.
- **Finite impulse response filter.** A 128-tap FIR filter on 256 integer data values.
- **Livermore Loop 1.** Hydro fragment loop of size 1001.
- **Jacobi.** 4-point stencil averaging computation over an array with loop size of 100.
- **Histogram.** Mapping from the old to the new grey levels with loop size of 1024.

The accuracy of our performance model is given in Table 1. The first set of columns present the result for loop unrolling and the second set of columns present the result for unrolling and software pipelining. “Est.” is the predicted execution time, i.e. $T_{\text{unrolled}}(u)$ and $T_{\text{swp}}(u)$. “Act.” is the actual execution time taken to execute the loop. This is obtained from multiplying the actual frequency obtained after place and route with the actual number of cycles executed. “Diff $T$” represents the percentage difference between “Est.” and “Act.” while “Diff $C$” represents the percentage difference in estimating $C_{\text{unrolled}}(u)$ and $C_{\text{swp}}(u)$. The average value for “Diff $C$” for loop unrolling and loop unrolling with modulo scheduling are 2.84% and 2.19%, respectively. In addition, the values for $S_u$, $II_u$ and $e_u$ in Table 1 were computed using Equations 2, 4 and 5 while $S_u^a$, $II_u^a$ and $e_u^a$ were obtained from the actual compilation. The average relative error for “Diff $T$” are 3.6% and 8.4% respectively for loop unrolling alone and software pipelining with unrolling. Given that the average relative difference between the actual execution time of the two strategies is 36%, we conclude that our performance estimation model is within the necessary margin and is accurate.

Fig. 2 shows the accuracy of our resource model. Due to space limitation, we will show the results for two benchmarks: Edge and LM1. The results for other benchmarks are similar. “Unroll” and “SWP” show the actual resource usage
due to unroll and unroll with software pipeline respectively. These points are obtained from the reports of the FPGA synthesis tool. The “Linear of Unroll” and “Linear of SWP” show the estimated resource usage using linear regression of $u = 2, 3$ and $4$. As can be seen from the figures, the estimated resource usage closely follows the actual resource usage.

It seem that in most cases, unrolling alone yields better performance under the same resource constraints. However, if we set $R_{user} = 100,000$, then for the

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>$S_u$</th>
<th>Est. $T_u$</th>
<th>Act. $T_u$</th>
<th>Diff_T</th>
<th>Diff_C</th>
<th>Est. $T_u$</th>
<th>Act. $T_u$</th>
<th>Diff_T</th>
<th>Diff_C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge</td>
<td>4</td>
<td>4</td>
<td>0.421</td>
<td>0.391</td>
<td>-7.46</td>
<td>-2.38</td>
<td>2</td>
<td>2</td>
<td>0.221</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>0.282</td>
<td>0.296</td>
<td>-1.90</td>
<td>-1.90</td>
<td>2</td>
<td>2</td>
<td>0.177</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>0.227</td>
<td>0.244</td>
<td>-7.01</td>
<td>-7.01</td>
<td>3</td>
<td>3</td>
<td>0.172</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7</td>
<td>0.184</td>
<td>0.201</td>
<td>-8.38</td>
<td>-8.38</td>
<td>4</td>
<td>4</td>
<td>0.145</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8</td>
<td>0.197</td>
<td>0.207</td>
<td>-5.00</td>
<td>-9.86</td>
<td>5</td>
<td>5</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>9</td>
<td>0.181</td>
<td>0.201</td>
<td>-1.25</td>
<td>-10.36</td>
<td>6</td>
<td>6</td>
<td>0.166</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>10</td>
<td>0.197</td>
<td>0.199</td>
<td>-0.77</td>
<td>-9.86</td>
<td>7</td>
<td>7</td>
<td>0.184</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>11</td>
<td>0.150</td>
<td>0.158</td>
<td>-1.68</td>
<td>-12.22</td>
<td>8</td>
<td>8</td>
<td>0.15</td>
</tr>
<tr>
<td>MM</td>
<td>1</td>
<td>4</td>
<td>4.731</td>
<td>743.3</td>
<td>1.00</td>
<td>0.16</td>
<td>1</td>
<td>1</td>
<td>4.110</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>485.4</td>
<td>489.2</td>
<td>-0.38</td>
<td>-0.34</td>
<td>2</td>
<td>2</td>
<td>319.8</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>305.0</td>
<td>310.3</td>
<td>0.04</td>
<td>0.04</td>
<td>3</td>
<td>3</td>
<td>291.7</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7</td>
<td>361.2</td>
<td>363.8</td>
<td>-0.72</td>
<td>-0.72</td>
<td>4</td>
<td>4</td>
<td>258.3</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8</td>
<td>330.3</td>
<td>308.0</td>
<td>0.70</td>
<td>-0.78</td>
<td>5</td>
<td>5</td>
<td>200.7</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>9</td>
<td>312.8</td>
<td>289.8</td>
<td>0.79</td>
<td>-1.25</td>
<td>6</td>
<td>6</td>
<td>258.0</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>10</td>
<td>303.2</td>
<td>275.9</td>
<td>10.24</td>
<td>-1.27</td>
<td>7</td>
<td>7</td>
<td>253.3</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>11</td>
<td>283.8</td>
<td>283.5</td>
<td>0.12</td>
<td>0.36</td>
<td>8</td>
<td>8</td>
<td>243.4</td>
</tr>
<tr>
<td>FIR</td>
<td>1</td>
<td>3</td>
<td>3.431</td>
<td>4.499</td>
<td>-1.51</td>
<td>-1.29</td>
<td>1</td>
<td>1</td>
<td>3.236</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>3.039</td>
<td>3.098</td>
<td>1.93</td>
<td>-1.94</td>
<td>2</td>
<td>2</td>
<td>2.496</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>2.492</td>
<td>2.599</td>
<td>2.09</td>
<td>-2.05</td>
<td>3</td>
<td>3</td>
<td>2.391</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6</td>
<td>2.420</td>
<td>2.603</td>
<td>3.80</td>
<td>-3.30</td>
<td>4</td>
<td>4</td>
<td>2.067</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7</td>
<td>2.219</td>
<td>2.300</td>
<td>2.89</td>
<td>-3.41</td>
<td>5</td>
<td>5</td>
<td>1.773</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>8</td>
<td>2.193</td>
<td>2.250</td>
<td>2.51</td>
<td>-4.09</td>
<td>6</td>
<td>6</td>
<td>1.653</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>9</td>
<td>2.118</td>
<td>2.283</td>
<td>2.73</td>
<td>-4.21</td>
<td>7</td>
<td>7</td>
<td>1.217</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>10</td>
<td>2.017</td>
<td>2.044</td>
<td>-1.36</td>
<td>-1.37</td>
<td>8</td>
<td>8</td>
<td>2.061</td>
</tr>
<tr>
<td>Lmi</td>
<td>1</td>
<td>8</td>
<td>0.754</td>
<td>0.797</td>
<td>-3.22</td>
<td>-0.06</td>
<td>2</td>
<td>2</td>
<td>0.303</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9</td>
<td>0.441</td>
<td>0.441</td>
<td>-0.29</td>
<td>-0.29</td>
<td>3</td>
<td>3</td>
<td>0.209</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>10</td>
<td>0.533</td>
<td>0.332</td>
<td>0.60</td>
<td>0.60</td>
<td>4</td>
<td>4</td>
<td>0.178</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>11</td>
<td>0.266</td>
<td>0.26</td>
<td>-0.02</td>
<td>-0.02</td>
<td>5</td>
<td>5</td>
<td>0.153</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>12</td>
<td>0.239</td>
<td>0.229</td>
<td>0.47</td>
<td>0.25</td>
<td>6</td>
<td>6</td>
<td>0.149</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>13</td>
<td>0.218</td>
<td>0.208</td>
<td>0.42</td>
<td>-1.86</td>
<td>7</td>
<td>7</td>
<td>0.145</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>14</td>
<td>0.195</td>
<td>0.192</td>
<td>0.32</td>
<td>-0.34</td>
<td>8</td>
<td>8</td>
<td>0.137</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>15</td>
<td>0.187</td>
<td>0.19</td>
<td>1.75</td>
<td>-0.32</td>
<td>9</td>
<td>9</td>
<td>0.134</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>16</td>
<td>0.172</td>
<td>0.172</td>
<td>0.38</td>
<td>-0.38</td>
<td>10</td>
<td>10</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>17</td>
<td>0.135</td>
<td>0.136</td>
<td>0.01</td>
<td>0.01</td>
<td>11</td>
<td>11</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>18</td>
<td>0.105</td>
<td>0.105</td>
<td>-0.01</td>
<td>-0.01</td>
<td>12</td>
<td>12</td>
<td>0.092</td>
</tr>
<tr>
<td>Jacobi</td>
<td>1</td>
<td>20</td>
<td>2.998</td>
<td>3.186</td>
<td>-2.47</td>
<td>-4.95</td>
<td>2</td>
<td>2</td>
<td>1.684</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>21</td>
<td>2.972</td>
<td>3.139</td>
<td>-0.54</td>
<td>-5.70</td>
<td>3</td>
<td>3</td>
<td>1.821</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>22</td>
<td>2.582</td>
<td>3.157</td>
<td>-0.42</td>
<td>-9.78</td>
<td>4</td>
<td>4</td>
<td>1.438</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>23</td>
<td>2.354</td>
<td>3.157</td>
<td>-0.17</td>
<td>-9.10</td>
<td>5</td>
<td>5</td>
<td>1.383</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>24</td>
<td>0.533</td>
<td>0.321</td>
<td>0.30</td>
<td>0.04</td>
<td>6</td>
<td>6</td>
<td>0.219</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>25</td>
<td>0.188</td>
<td>0.188</td>
<td>0.00</td>
<td>0.00</td>
<td>7</td>
<td>7</td>
<td>0.092</td>
</tr>
<tr>
<td>Histogram</td>
<td>1</td>
<td>4</td>
<td>0.126</td>
<td>0.126</td>
<td>-0.15</td>
<td>-0.15</td>
<td>2</td>
<td>2</td>
<td>0.102</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>0.116</td>
<td>0.121</td>
<td>-1.33</td>
<td>-1.23</td>
<td>3</td>
<td>3</td>
<td>0.111</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>0.107</td>
<td>0.113</td>
<td>-0.59</td>
<td>-1.56</td>
<td>4</td>
<td>4</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7</td>
<td>0.102</td>
<td>0.103</td>
<td>-0.31</td>
<td>-0.31</td>
<td>5</td>
<td>5</td>
<td>0.095</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8</td>
<td>0.092</td>
<td>0.107</td>
<td>-0.57</td>
<td>-0.20</td>
<td>6</td>
<td>6</td>
<td>0.092</td>
</tr>
</tbody>
</table>

Table 1. Accuracy of Performance Model.
Fig. 2. Resource requirement for the benchmarks.

Lm1 benchmark, the unroll factor to be used for unrolling and software pipelining are 7 and 5, respectively. Using these unroll factors, our model predicts that we should use software pipelining instead of unrolling. The actual execution time given in Table 1 confirms that our prediction is correct.

Table 2 shows the various constants of Equations 7 and 8 obtained in our model. The results show that our model is fairly accurate and can significantly cut down the design space exploration time.

Table 2. Accuracy of Linear Regression.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Unrolling</th>
<th>Unrolling + SWP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( m_{\text{unrolled}} )</td>
<td>( c_{\text{unrolled}} )</td>
</tr>
<tr>
<td>Edge</td>
<td>10,371</td>
<td>14,826</td>
</tr>
<tr>
<td>MM (large)</td>
<td>10,468</td>
<td>15,333</td>
</tr>
<tr>
<td>FIR</td>
<td>9,496</td>
<td>13,115</td>
</tr>
<tr>
<td>Lm1</td>
<td>11,112</td>
<td>19,995</td>
</tr>
<tr>
<td>Jacobi</td>
<td>6,604</td>
<td>12,157</td>
</tr>
<tr>
<td>Histogram</td>
<td>3,973</td>
<td>5,676</td>
</tr>
</tbody>
</table>

6 Conclusion

In this paper, we proposed a model that projects the data obtained from a small number of compilation and synthesis runs to obtain a global picture of the tradeoffs the designer faces in selecting between two loop optimizations, namely loop unrolling and software pipelining. The novelty of our approach is in the use of key parameters reported by the compiler to capture information about the machine configuration, data dependencies, and resource requirement patterns. This allowed us to obtain a very accurate model of the the cycle counts of the loops’ execution. In the worst case, we are less than 5% off the actual cycle counts for larger loops.
The big challenge has been in modeling the two key parameters obtainable only after place and route, namely the circuit’s realizable frequency and the resource consumption. For resource usage, we found good linear relations in the growth of resource consumption as unrolling increases especially within the realistic unroll factors that we studied.

Our approach is not very satisfying in modeling the frequency of software pipelined loops. In the worse case for software pipelined loop with high unroll numbers, we are can be off by 30%. Nonetheless, taken together as a whole, the average relative error in estimating $T_{swp}(u)$ is 8.4%. We would certainly like to improve this in future works.

Combining the resource model and the performance model, we have a methodology for deciding the optimal unroll factor as well as predict whether software pipelining will be beneficial given a certain resource constraint given by the user. We believe our model will reduce the time for design space exploration.
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Abstract. We discuss high-performance programmable asynchronous pipeline arrays (PAPAs). These pipeline arrays are coarse-grain field programmable gate arrays (FPGAs) that realize high data throughput with fine-grain pipelined asynchronous circuits. We show how the PAPA architecture maintains most of the speed and energy benefits of a custom asynchronous design, while also providing post-fabrication logic reconfigurability. We report results for a prototype PAPA design in a 0.25µm CMOS process that has a peak pipeline throughput of 395MHz for asynchronous logic.

1 Introduction

We present programmable asynchronous pipeline arrays (PAPAs) as a high-performance FPGA architecture for implementing asynchronous circuits. Asynchronous design methodologies seek to address the design complexity, energy consumption, and timing issues affecting modern VLSI design [10]. Since most experimental high-performance asynchronous designs (e.g., [1, 13]) have been designed with labor-intensive custom layout, we propose the PAPA architecture as an alternative method for prototyping these asynchronous systems.

Previously proposed asynchronous FPGAs have shown that it is possible to port a clocked FPGA architecture to an asynchronous circuit implementation (e.g., [2, 14]). However, in an asynchronous system, logic computations are not artificially synchronized to a global clock signal and hence we can explore a larger programmable design space. In this paper we present one such exploration into the design of high-performance pipelines suitable for programmable asynchronous systems.

The PAPA architecture is inspired by high-performance, full-custom asynchronous designs [1, 13] that use very fine-grain pipelines. Each pipeline stage contains only a small amount of logic (e.g., a 1-bit full-adder) and combines computation with data latching, such that explicit output latches are absent from the pipeline. This pipeline style achieves high data throughput and can also be used to design energy-efficient systems [15]. As a result, we use fine-grain asynchronous pipelines as the basis for our high-performance FPGA architecture.

Existing work in programmable asynchronous circuits has concentrated on three design approaches: (1) mapping asynchronous logic to clocked FPGAs (e.g., [3, 5]), (2) asynchronous FPGA architectures for clocked logic [4, 16],
and (3) asynchronous FPGA architectures for asynchronous logic [2, 6, 8, 14]. The first approach suffers from an inherent performance penalty because of the circuit overhead in making a hazard-prone clocked FPGA operate in a hazard-free (the absence of glitches on wires) manner, which is necessary for correct asynchronous logic operation. Likewise, the second approach is not ideal because clocked logic does not behave like asynchronous logic and need not efficiently map to asynchronous circuits. The third approach runs asynchronous logic natively on asynchronous FPGA architectures. The work in this area has largely been modeled from existing clocked FPGA architectures, with the most recent running at an unencouraging 20MHz in 0.35µm CMOS [6].

In this paper we introduce the PAPA architecture as a new asynchronous FPGA that is designed to run asynchronous logic, yet differs from existing work because it is based on high-performance custom asynchronous circuits and is not a port of an existing clocked FPGA. The result is a programmable asynchronous architecture that is an order-of-magnitude improvement over [6]. Section 2 describes the asynchronous pipelines that our FPGA targets. In Section 3 we present the programmable asynchronous pipeline array architecture and in Section 4 describe its circuit implementation. Section 5 analyzes the performance of the PAPA architecture and Section 6 discusses logic synthesis results.

2 Asynchronous Pipelines

We design the logic that runs on PAPAs and other asynchronous systems as a collection of concurrent hardware processes that communicate with each other through message-passing channels [11]. Asynchronous pipelines can be constructed using such processes by connecting their channels in a FIFO configuration, where each pipeline stage consists of a single process. We refer to data items in a pipeline as tokens (i.e., messages passed on channels).

Since there is no clock in an asynchronous design, processes use handshake protocols to send and receive tokens on channels. All PAPA channels use three wires, two data wires and one acknowledge wire, to implement a four-phase handshake protocol. The data wires encode bits using a dual-rail code, such that setting “wire-0” transmits a “logic-0” and setting “wire-1” transmits a “logic-1”. The four-phase protocol operates as follows: the sender sets one of the data wires, the receiver latches the data and raises the acknowledge wire, the sender lowers both data wires, and finally the receiver lowers the acknowledge wire. The cycle time of a pipeline stage is the time required to complete one four-phase handshake.

In PAPA logic designs we enforce the following constraints on channels and processes: (1) no shared variables, (2) no shared channels, (3) no arbiters, and (4) the ability to add an arbitrary number of pipeline stages on a channel without changing the logical correctness of the original system. These system restrictions are reasonable for many high-performance asynchronous systems, including entire microprocessors [13], and in the rest of this paper we restrict our attention to asynchronous pipelines and circuits satisfying them.
A system that satisfies the aforementioned constraints is an example of a slack-
elastic system [9] and has the nice property that a designer can locally add pipelining anywhere in the system without having to adjust the global pipeline structure. This property allows PAPA logic cells to be implemented with a variable number of pipeline stages and enables channels with long routes to be pipelined to improve performance. Any non-trivial clocked design will not be slack elastic, since changing local pipeline depths in a clocked system may require global retiming of the entire system. Adding high-speed retiming hardware support to a clocked FPGA incurs a significant register overhead [17], which the PAPA architecture can avoid because its logic cells are inherently pipelined and its channels are slack elastic.

Asynchronous (fine-grain) pipeline stages perform one or more of the following dataflow operations: (1) compute arbitrary logical functions, (2) store state, (3) conditionally receive tokens on input channels, (4) conditionally send tokens on output channels, and (5) copy tokens to multiple output channels. While strategies for implementing these pipeline operations in custom circuitry have been described in [7], the goal of the PAPA architecture is to implement these operations in a programmable manner.

Techniques for implementing operations 1 and 2 are well-known in both the clocked and asynchronous FPGA circuit literature (e.g., [2, 14]). PAPAs have a Function unit to compute arbitrary functions and use feedback loops to store state. However, because operations 3, 4, and 5 involve tokens they are inherently asynchronous pipeline structures. The PAPA architecture provides a Merge unit to conditionally receive tokens, a Split unit to conditionally send tokens, and an Output-Copy unit to copy tokens. Since a clocked FPGA circuit has no concept of a token, it uses multiplexers, demultiplexers, and wire fanout to implement structures similar to operations 3, 4, and 5, respectively. The main difference is that these clocked circuits are destructive (i.e., wire values not used are ignored and overwritten on the next cycle), whereas an asynchronous circuit is non-destructive (i.e., tokens remain on channels until they are used).

3 The PAPA Architecture

The PAPA architecture is a RAM-based, coarse-grain FPGA design and consists of Logic Cells surrounded by Channel Routers. Figure 1a shows the basic PAPA logic cell and channel router configuration that is used in this paper. Logic cells communicate through 1-bit wide, dual-rail encoded channels that have programmable connections configured by the channel routers.

Logic Cell. The pipeline structure of a PAPA logic cell is shown in Figure 1b. The Input-Router routes channels from the physical input ports (\(N_\text{in}, E_\text{in}, S_\text{in}, W_\text{in}\)) to the three internal logical input channels (\(A, B, C\)). This router is implemented as a switch matrix and is unpipelined. If an internal input channel is not driven from a physical input port, a token with a “logic-1” value is internally sourced on the channel (not shown in the figure). The internal input channels are shared between four logical units, of which only one unit can be enabled.
The logical units are as follows:

- **Function** Unit (2 pipeline stages): Two arbitrary functions of three variables. Receives tokens on channels \((A, B, C)\) and sends function results on output channels \((Y, Z)\). (e.g., this unit efficiently implements a 1-bit full-adder).

- **Merge** Unit (1 pipeline stage): Two-way controlled merge. Receives a control token on channel \(C\). If the control token equals “logic-0” it reads a data token from channel \(A\), otherwise it reads a data token from channel \(B\). Finally, the data token is sent on channel \(Z\).

- **Split** Unit (1 pipeline stage): Two-way controlled split. Receives a control token on channel \(C\) and a data token on channel \(A\). If the control token equals “logic-0” it sends the data token on channel \(Y\), otherwise it sends the data token on channel \(Z\).

- **Token** Unit (2 pipeline stages): Initializes with a token on its output. Upon system reset a token (with a programmable value) is sent on channel \(Y\). Afterwards the unit acts as a normal pipeline (i.e., it receives a token on channel \(B\) and sends it on channel \(Y\)). Unit is used for state initialization.

The **Output-Copy** pipeline stage copies result tokens from channels \(Y\) and \(Z\) to one or more of the physical output ports \((Nout, Eout, Sout, Wout)\) or sinks the result tokens before they reach any output port.

A PAPA logic cell uses 44 configuration bits to program its logic. The configuration bits are distributed as follows: 15 bits for the **Input-Router**, 4 bits for the logical unit enables, 16 bits for the **Function** unit, 1 bit for the **Token** unit, and 8 bits for the **Output-Copy** stages.

Unlike most existing FPGA architectures, PAPA logic cells do not have internal state feedback. Instead, state feedback logic is synthesized with an external feedback loop through an additional logic cell that is configured as a **Token** unit. This ensures that the state feedback loop is pipelined and operates at close to full throughput without adding additional area overhead to the logic cell to support an internal feedback path [7].

**Channel Router.** A PAPA channel router is an unpipelined switch matrix that **statically** routes channels between logic cells. PAPA channel routers route...
all channels on point-to-point pathways and all routes are three wires wide (necessary to support the dual-rail channel protocol). Each channel router has 12 channel ports (6 input and 6 output) that can route up to six channels. Four of the ports are reserved for connecting channels to adjacent logic cells and the remaining ports are used to route channels to other channel routers. To keep the configuration overhead manageable, a PAPA channel router does not allow “backward” routes (i.e., changing a channel’s route direction by 180 degrees) and requires 26 configuration bits.

By examining numerous pipelined asynchronous logic examples, we empirically determined the PAPA logic cell and channel router interconnect topology (Fig.1a) as a good tradeoff between performance, routing capability, and cell area. We make no claims that it is the most optimal for this style of programmable asynchronous circuits and in fact it has several limitations. For example, it is not possible to directly route a channel diagonally on a 3x3 or larger PAPA grid using only channel routers (routing through one logic cell is required, which will improve performance for long routes). However, since most asynchronous logic processes communicate across short local channels we have not found this long-diagonal route limitation to be overly restrictive. More complicated channel routing configurations (such as those used in clocked FPGAs) could be adapted for the PAPA architecture, with the added cost of more configuration bits and cell area.

4 Pipelined Asynchronous Circuits

The asynchronous circuits we use are quasi-delay-insensitive (QDI). While they operate under the most conservative delay model that assumes gates and most wires have arbitrary delays [12], we believe QDI circuits to be the best asynchronous circuit style in terms of performance, energy, robustness, and area.

Although high-throughput, fine-grain QDI pipelined circuits have been used previously in several full-custom asynchronous designs [1, 13], the PAPA architecture is the first to adapt these circuits for programmable asynchronous logic. A detailed description on the design and behavior of this style of pipelined asynchronous circuits is in [7]. What follows is a summary of their salient features.

- **High throughput** – Minimum pipeline cycle times of $\sim$10-16 FO4 (fanout-of-4) delays (competitive with clocked domino logic).
- **Low forward latency** – Delay of a token through a pipeline stage is $\sim$2 FO4 delays (superior to clocked domino logic).
- **Data-dependent pipeline throughput** – Operating frequency depends on arrival rate of input tokens (varies from idle to full throughput).
- **Energy efficient** – Power savings from no extra output latch, no clock tree, and no dynamic power dissipation when the pipeline stage is idle.

Figure 2 shows the two pipeline circuit templates used in the PAPA architecture. $L_0$ and $L_1$ are the dual-rail inputs to the pipeline stage and $R_0$ and $R_1$ are the dual-rail outputs. We use inverted-sense acknowledge signals ($L_{\overline{ACK}}$, $R_{\overline{ACK}}$)
for circuit efficiency. The weak-condition pipeline stage (Fig.2a) is most useful for
token buffering and token copying, while the precharge pipeline stage (Fig.2b) is
optimized for performing logic computations (similar to dual-rail clocked domino
circuits). Since the weak-condition and precharge pipeline stages both use the
dual-rail handshake protocol, they can be freely mixed together in the same
pipeline. Weak-condition pipeline stages are used in the Token unit, Output-
Copy, and in the copy processes of the Function unit. The Split unit, Merge
unit, and the evaluation part of the Function unit use precharge pipeline stages.

A partial circuit used in the evaluation part of the Function unit is shown in
Figure 3. A, B, and C are the input channels and $S_{0d} \ldots S_{7d}$ are the configu-
rations bits that program the function result $F_d$, where $d$ specifies the logic rail
(e.g., $d=0$ computes $F_0$). As noted in [2], a function computation block of this
style will suffer from charge sharing problems, which we solved using aggressive
transistor folding and internal-node precharging techniques.

Physical Design. A prototype PAPA device has been designed and prelimi-
narily layed out in TSMC’s 0.25µm CMOS process (FO4 delay≈120ps) available
via MOSIS. An arrayable PAPA cell that includes one logic cell and two channel
routers is $144 \times 204 \mu m^2$ ($1200 \times 1700 \lambda^2$) in area, which is 50-100% larger than
a conventional clocked FPGA cell but 50-33% the size of the pipelined clock
FPGA in [17]. To minimize cell area and simplify programming, configuration
bits are programmed using JTAG clocked circuitry. The area breakdown for the

\begin{itemize}
\item J. Teifel and R. Manohar
\end{itemize}
architecture components is: function unit (14.4%), merge unit (2.5%), split unit (2.9%), token unit (2.6%), output copies (12.5%), configuration bits (37.7%), channel/input routers (18.2%), and miscellaneous (9.1%).

We have simulated our layout in SPICE (except for inter-cell wiring parasitics) and found the maximum inter-cell operating frequency for PAPA logic to be 395MHz. Internally the logical units can operate much faster, but are slowed by the channel routers. To observe this we configured the logical units to internally source “logic-1” tokens on their inputs and configured the Output-Copy stages to sink all result tokens (bypassing all routers). The results are: Function unit (498MHz, 26pJ/cycle), Merge unit (543MHz, 11pJ/cycle), Split unit (484MHz, 12pJ/cycle), and Token unit (887MHz, 7pJ/cycle). These measurements compare favorably to the pipelined clock FPGA in [17] that operates at 250MHz and consumes 15pJ/cycle of energy per logic cell. Our current work focuses on intelligently pipelining the channel routers to match the internal cycle times of the logical units and using improved circuit techniques to reduce the energy consumption of the PAPA logic cells.

5 Performance Analysis

The pipeline dynamics of asynchronous pipelines, due to their interdependent handshaking channels, are quite different from the dynamics of clocked pipelines. To operate at full throughput, a token in an asynchronous pipeline must be physically spaced across multiple pipeline stages, whereas in a clocked pipeline the optimum results when there is one token per stage [18]. The optimal number of pipeline stages, $n_0$, per token in an asynchronous pipeline is attained when $n_0 = \tau_0/l_0$, where $\tau_0$ is the cycle-time of a pipeline stage and $l_0$ is its forward latency. For circuits used in the PAPA design, $n_0$ ranges from 5 to 8 pipeline stages per token (for pipelines without switches). If a pipeline has fewer stages per token than $n_0$, it will operate at a slower than maximal frequency but consume less energy [15]. On the other hand, if the pipeline has more stages per token than $n_0$, it will both operate slower and consume more energy than the optimal case.

To observe the pipeline dynamics when there are programmable switches between pipeline stages, we modeled a PAPA pipeline with a linear pipeline of $n$ weak-condition pipeline stages that contain a variable number of routing switches between each pipeline stage. This model uses layout from the Token unit, has $n_0=5$, and measures all results from full SPICE simulations (including inter-cell wiring parasitics). This model gives an upper bound on the performance of PAPA pipelines and shows the behavioral trends of inserting switches between fine-grain asynchronous pipeline stages.

Figure 4a shows the maximum operating frequency curves for our model pipeline when there are $K$ routing switches between every pipeline stage ($K=0$ is the “custom” case when there are no switches between stages). We observe that as $K$ increases, $n_0$ decreases from 5 stages to 4 stages and the frequency curves shift downward because the switches uniformly increase the cycle time of
every pipeline stage. Figure 4b shows the effect of one pipeline stage having a long route through $L$ switches (when the other pipeline stages have no switches). In this case, the frequency curves flatten as $L$ increases because the cycle time of the pipeline is mainly determined by the cycle time of the stage containing the long route (i.e., the long route behaves as a pipeline bottleneck).

In addition to decreasing their operating frequency, the energy consumption of asynchronous pipelined circuits also increases when routing switches are added between pipeline stages. To observe the energy effect of adding switches to asynchronous pipelines we use the $E \tau^2$ energy-time metric $[13, 15]$. $E$ is the energy consumed in the pipeline per cycle and $\tau$ is the cycle time ($1/f$). Since $E$ is proportional to $V^2$ and $\tau$ is proportional to $1/V$, to first order this metric is independent of voltage and provides an energy-efficiency measure to compare both low-power designs (low voltage) and high-performance designs (normal voltage). Figure 5 shows energy-efficiency curves for our model pipeline under the two switch scenarios examined earlier (lower values imply more energy efficiency).

The maximum operating frequency and energy-efficiency curves for a PAPA pipeline will look like a mixture of the two switch scenarios we investigated, since...
some pipeline stages will have no switches between them (channels inside of the logic cell) and some will have two or more (channels going through the input and channel routers). We have found that in synthesized PAPA logic there is at most six switches between logic cells, and on average two to four (including input routers). While the plots in this section show that (as expected) adding routing switches to full-custom, high-throughput pipelined circuits decreases both their speed and energy efficiency; they also show that there is still much performance remaining ($\approx 50\%$) to make them attractive for high-speed programmable asynchronous logic.

6 Logic Synthesis Results

High-level logic synthesis for PAPA designs borrows heavily from the formal synthesis methods we use to design full-custom asynchronous circuits [10]. We begin with a sequential description of the logic that is written in the CHP (Communicating Hardware Processes) hardware description language and apply (already existing) semantics-preserving program transformations to get a set of fine-grain concurrent CHP processes. Each of the resulting processes can be implemented in a single PAPA logic cell. The processes are then physically mapped onto PAPA logic cells. While this procedure is currently only semi-automated, it is not as tedious a task as for gate-level FPGAs. Finally, channels connecting logic cells are automatically routed and a configuration file generated.

We report SPICE simulations for several synthesized logic examples:

- N-bit ripple-carry adder (N logic cells) – Throughput of 292MHz, with a data input-to-output latency of 1.91ns, and a carry input-to-output propagation latency of 1.04ns per bit (the router was directed to minimize carry latency).
- Pipelined Booth encoded multiplier 1-bit cell (12 logic cells) – Throughput of 222MHz (original full-custom version ran at 190MHz in 0.8µm [1]).
- Register bit (5 logic cells) – Throughput of 272MHz, can read and/or write on same cycle.

7 Summary

We introduced a new high-performance asynchronous FPGA architecture. The architecture uses fine-grain asynchronous pipelines to implement a coarse-grain FPGA and is suitable for prototyping pipelined asynchronous logic. Our preliminary circuit simulations demonstrate that PAPA logic systems are a promising alternative to full-custom asynchronous designs.
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Abstract. Globally Asynchronous Locally Synchronous (GALS) Systems have provoked renewed interest over recent years as they have the potential to combine the benefits of asynchronous and synchronous design paradigms. It has been applied to ASICs, but not yet applied to FPGAs. In this paper we propose applying GALS techniques to FPGAs in order to overcome the limitation on timing imposed by slow routing.

1 Introduction

Most Field Programmable Gate Arrays (FPGAs) are designed with one or more global clocks. FPGAs with multiple clock domains must provide some mechanism for synchronising data passing between them, which will increase latency and be prone to metastability.

In addition a signal routed over a great distance on an FPGA must pass through many long wires, transistor switches and buffers. Consequently these long connections usually prove to exhibit the longest delays in the whole device. If transmission is to occur over one clock cycle or even a fraction of a clock cycle, this routing delay will limit the clock frequency.

One solution is to pipeline the routing, as used in [1]. A potential problem of this is that the number of clock cycles allocated to the routing must be determined at the routing stage and may impact upon any cycle allocation assumed at the circuit design stage. Also, concurrent data travelling along different routing paths need to contain exactly the same number of pipeline stages or data will arrive on different cycles.

We could also use asynchronous circuits. Rather than assume that data takes a clock period to pass through a pipeline stage, asynchronous circuits use handshake protocols to indicate when each stage has data to pass to the next stage. This allows each stage to be independently timed. Were we to use asynchronous routing for FPGAs, the speed of the rest of the circuit would no longer be limited the speed of the routing. As they have no clocks, there is no need for multiple clock domains and no problem with synchronisation.

Asynchronous FPGAs have already been proposed for prototyping asynchronous circuits. However, the drawbacks of asynchronous circuits deter designers from using them in preference to synchronous arrays. A compromise is to use a Globally Asynchronous Locally Synchronous (GALS) system. In such a
system synchronous modules with locally generated clocks are used, with asynchro-
ous connections between them. Hence we retain the advantages of syn-
chronous circuits, but can also exploit the advantages of asynchronous routing. 
This technique has not previously been applied to FPGAs.

In this paper we propose adding asynchronous routing to a synchronous 
FPGA. In section 2 a brief overview of asynchronous communication, asyn-
chronous FPGAs and Globally Asynchronous Locally Synchronous Systems is 
given. We go on to describe an architecture for applying this work to synchronous 
FPGAs in section 3 and assess its viability in section 4. Finally, in section 5 we 
describe our future work into improving this architecture.

2 Background and Related Work

2.1 Asynchronous Systems

In this paper, we use the term “Asynchronous” to refer to circuits designed 
without clocks, also known as Self-Timed circuits, where the clock is replaced by 
handshaking signals. In a synchronous system, all blocks are assumed to have 
finished computation when a clock edge arrives. The blocks in Self-timed systems 
independently indicate completion by sending out a request and only proceed 
when that request has been acknowledged. Blocks only operate as needed, there 
is little redundant processing. Also, a self-timed system is very composable as 
blocks can be individually optimised and timing of one block does not affect 
another. We wish to exploit this feature for our FPGA architecture.

Data is transmitted using a bundled data protocol [2]. This means that data 
signals are grouped into a bundle and the validity of the whole bundle is indicated 
by a single request/acknowledge handshake pair. The bundling constraint states 
that a request must arrive after the corresponding data, so data can be latched 
safely, so the delay of request lines often needs tuning.

Asynchronous designs require some circuit components which are rarely used 
in synchronous design. Ebergen [3] showed many of the circuit elements required 
to build delay insensitive circuits. We require some of these components for build-
ing our architecture. A C-element is a component which fires a transition on its 
output when each of its inputs have made transitions in the same direction, it 
is effectively an AND for events. An isochronic fork is simply a signal which 
branches out to two destinations, where the delay on the wires is negligible com-
pared to the delays of the gates they are driving and so can be assumed to arrive 
at the same instant. A mutual exclusion element (often ME element or MUTEX) 
is used to arbitrate between requests. ME elements may go metastable if the re-
quests arrive close to each other, but the Seitz arbiter [4] is a mutual exclusion 
element designed such that any metastability is internal and not propagated to 
its outputs. Finally, Micropipelines [2] are an asynchronous equivalent of syn-
chronous pipelines, where the registers are controlled by request/acknowledge 
signals rather than a clock.
2.2 Asynchronous FPGAs

There have been several attempts to implement asynchronous circuits on FPGAs designed for synchronous circuits [5], [6]. The main problems with this are that synchronous FPGAs are not designed to be hazard free and do not provide many of the components commonly used in asynchronous design.

There have also been FPGAs designed specifically for implementing asynchronous circuits. MONTAGE [7] is an extension of the synchronous TRIPTYCH architecture [8]. Fast feedback in functional units allows asynchronous-specific components to be built and specific arbiter blocks are also provided. Routing is organised to allow isochronic forks. PGA-STC [6] is similar to MONTAGE, but also includes a reconfigurable delay line which can be used in the implementation of a bundled data protocol. The delay uses a ring coupled oscillator which is unfortunately very large and power consuming. STACC [9], [10] is loosely based on Sutherland’s micropipeline design [2]. The data array can be like that of any synchronous FPGA, but the clock is replaced by control signals from a timing array which consists of a micropipeline-like structure.

Asynchronous FPGAs are not widely used. They are fraught with problems with hazards, critical races and metastability. Asynchronous circuits are hard to design and tools have only recently begun to reach maturity. Asynchronous buses are difficult to construct [11]. We also find that the additional completion detection circuitry required takes considerable area and power and slows the circuit down. Hence we propose a Globally Asynchronous Locally Synchronous FPGA as a compromise between synchronous and asynchronous styles.

2.3 Globally Asynchronous Locally Synchronous (GALS) Systems

Globally Asynchronous Locally Synchronous (GALS) Systems combine the benefits of synchronous and asynchronous systems. Modules can be designed like modules in a globally synchronous design, using the same tools and methodologies. Each block is independently clocked, which helps to alleviate clock skew. Connections between the synchronous blocks are asynchronous.

Early work on GALS systems ([12] and [13]) introduced clock stretching or pausing. When data enters a synchronous system from an asynchronous environment, registers at the input are prone to metastability. To avoid this, the arrival of data is indicated by an asynchronous handshaking protocol. When data arrives, the locally generated clock is paused: in practice the rising edge of the clock is delayed. Once data has safely arrived, the clock can be released so data is latched with zero probability of metastability on the datapath. [14] used ME elements to arbitrate between the clock and incoming requests, which helped to eliminate metastability. [15] introduced asynchronous wrappers, standard components which can be placed around synchronous modules to provide the handshake signals and make them GALS modules.

The local clock generator is constructed from an inverter and a delay line, similar to an inverter ring oscillator. The problem with using inverters alone as a delay line is that it is difficult to accurately tune the clock period as process
variations and temperature affect the delay. Hence accurate delay lines have
been developed which are capable of maintaining a stable clock frequency [16],
[17]. These use a global reference clock for calibration. The former can use either
standard cells or full custom blocks for the tunable delay and was shown to
exhibit less than 1% jitter around the chosen frequency.

To make the clock pausable, an ME element is added to the ring as shown in
figure 1(a). This arbitrates between the rising edge of the clock and an incoming
request. Hence the clock is prevented from rising as the input registers are being
enabled by the request and metastability is prevented. For each bundle of data
a port controller, request and ME element is required. Only when all of the ME
elements have been locked out by the clock is the rising clock edge permitted to
occur.

![Clock pausing scheme](image1)

![Clock buffering problem](image2)

Fig. 1. Pausable clock

Port controllers are required to generate and accept handshaking signals at
the inputs and outputs of modules. These port controllers are asynchronous state
machines, which are similar to on inputs rather than a clock.

A problem with clock pausing is that the clock is delayed as it is distributed
across the clock domain, but the clock must be paused at its source. When the
clock releases the ME elements there may still be a clock edge in the buffer tree.
Hence it is possible that registers will be enabled as the clock rises, as shown in
figure 1(b). But while the source clock is high, ME elements will remain locked
so for this phase of the cycle no requests are permitted. For this reason, we must
ensure that the delay of the clock buffer is shorter than the duration of the high
phase of the clock. Limiting this delay limits the size of the clock tree, hence
defining the size of GALS blocks.

3 System Architecture

We propose converting a conventional, synchronous FPGA into a GALS system.
To do this we partition the FPGA into smaller blocks of FPGA cells. Within
one of these blocks, the local connections are synchronous to a local clock for
that block and hence the block resembles the original FPGA. However, longer communication channels between blocks become asynchronous.

Figure 2 shows the proposed architecture in place around a block of FPGA cells. Note in particular the dividing line between the synchronous and asynchronous domains. All of the FPGA cells are in an isolated block above the line in the synchronous domain. Internally, the FPGA block could resemble any synchronous FPGA as it is hidden from the rest of the system. Below the line there is an asynchronous wrapper: this interfaces between the synchronous and asynchronous domains. Outside the asynchronous wrapper blocks are connected together using asynchronous routing. All of these blocks are explained in detail in the following section.

Fig. 2. FPGA block with asynchronous routing

3.1 Additional Synchronous FPGA Fabric

Figure 3 shows the boundary of a synchronous FPGA block. The FPGA block could contain any type of FPGA cell and its associated routing. There could be a number of different levels of routing within the block, for example nearest neighbour routing or fast interconnect spanning the block, as there are within a conventional FPGA. At the boundary, we can use the same routing schemes to connect to the asynchronous interface.

In this instance only one input port and one output port is shown for clarity, though it would be possible to design a system in which each FPGA block has several input and output ports to allow communication with a number of different FPGA blocks. As well as the data itself, the asynchronous ports needs to communicate with the synchronous to indicate when data is valid. To accomplish this, a wire for each port spans the routing leaving the block. For nearest neighbour or other unidirectional connections, one of the inputs to each block is allowed to connect to the data valid wire for each input port. Similarly, one of the output wires from each block may connect to the data valid wire of the output port. All other inputs and outputs from the FPGA cells can be used for data transfer.
We work under the assumption that should we use part of an FPGA cell to create a data valid signal, that signal could be mapped to any of the inputs or any output as appropriate. In the case of a look-up table (LUT) based FPGA this can easily be done. Hence by only allowing one wire per cell to map to an input data valid signal and one for the corresponding output signal, we save on switching with little impact on flexibility.

Similarly, we also allow longer routing channels to be connected to the data valid signals. Again, in order to cut down on the number of switches used we only allow a fraction of the wires in the channel to be connected to the data valid signals. However, as long routing wires can usually be configured with data flow in either direction, we allow the chosen wires to be connected to both the input and output data valid signals. Here, we can expect some loss in flexibility as each routing wire could be connected to a completely different area of the FPGA block. But as each port can only have a single data valid signal, we should not need to allow many connections to the routing. In many cases it will be necessary to route to an FPGA cell and perform some logic function to merge several data valid signals into a single signal, which could be done in a boundary FPGA cell with a nearest-neighbour connection to the port’s signals.

In figure 3, data is shown to enter the ports. This is merely a grouping of input wires and output wires, there is no need for any processing or even latching as that is handled in the synchronous part of the FPGA block. However, handshake signals accompany each “bundle” of data and so inside the synchronous FPGA block the data valid signal corresponding to the handshake must control the same data.

To complete this part of the system, we need to place a few requirements on any circuit mapped to the FPGA block. As discussed above, data valid signals need to be generated or processed. Data must leave the module with corresponding data valid signal and be latched when incoming data is valid. Any data signals also need to be routed to the boundary where they will leave the FPGA block accompanied by the handshake. For our implementation of the output port, we
require that the data valid signal be “differential”, i.e. it indicates valid data by changing its value and that no valid data is present by remaining at the same value.

3.2 Asynchronous Wrapper

The asynchronous wrapper shown in figure 2 is formed of 2 components: a local clock generator and port controllers. These components were described in more detail in section 2.3. For our implementation we use a four phase bundled data protocol. The interface between the synchronous and asynchronous domains is facilitated by making the synchronous signals differential, so an event is created whenever a signal changes. Our port controllers have been designed under the assumption that the synchronous block produces these differential signals and so they are a requirement of the circuit mapped to the FPGA block.

Note that we require a separate clock tree for each locally synchronous block. Clearly using the global trees featured in current FPGAs would be wasteful, hence it is preferable to use a dedicated local clock buffer. As mentioned in section 2.3, to prevent the size and delay of the clock buffers from becoming too large a limit of the size of the FPGA blocks within each wrapper is imposed.

3.3 Asynchronous Routing

The four phase bundled data transmission protocol continues into our routing. Not only must the data be routed, but also the corresponding handshakes. Furthermore, the bundling constraint must by maintained by delaying the request lines sufficiently that they always arrive after the corresponding data. When data arrives at a register, that register must be disabled so it will not go metastable if the rising edge of the clock arrives at the same instant. Once the register has won control of the ME element ahead of the clock, the register can be enabled and the ME element released.

Transfer of data is facilitated by inserting micropipelines into the routing. We exclusively use unidirectional wires to make point-to-point connections rather than using buses. The configuration in the routing is greatly simplified and in particular if micropipeline stages are used they need only operate in a single direction. The overall routing scheme is shown in figure 4. We have no long lines as long, slow lines are what we are trying to avoid. Instead, all long connections are made through a series of block-to-block connections. Each wire entering the FPGA block can either be routed to an input port or bypass the block completely. A connection between any two modules must pass through at least one micropipeline, which helps reduce the time each module remains paused and eliminate deadlock. Connections between rows must pass through at least two micropipeline stages, which adds a little latency.
4 Analysis of Architecture

This system confers several advantages. Our aims of metastability free independent clock domains and synchronous blocks whose timings are independent of the routing are met. The asynchrony of the routing allows data tokens to take an arbitrary number of clock cycles to reach their destinations. Indeed, as the source and destination are not in the same clock domain the number of clock cycles which pass in each domain as the data is transmitted can be expected to be different. Additionally, the FPGA system becomes more composable, i.e. the asynchrony of blocks makes it easy to design the component blocks independently without too much concern on how they will operate together as a system. It is no longer timing but the handshaking protocol which ensures data integrity. Independent design also allows the blocks to be independently optimised. As well as preventing metastability, clock pausing can be used to force a module to wait for data to arrive before proceeding, without wasting energy on redundant clocking.

However, the scheme does have several disadvantages. Firstly, we have now forced a separation of local routing signals, which are contained within the synchronous FPGA block, and global routing signals. This reduces the flexibility of the FPGA as a router is no longer able to use long routing tracks for local routing or join shorter routing tracks to make longer connections.

Secondly, we force additional constraints on placement. Any circuit which is too big to fit into a single FPGA block will necessarily need to be partitioned across several different blocks which will be in different clock domains. In some cases this may be inappropriate. For example feedback loops should ideally be contained on a single block due to the latency incurred. Due to the differing data rates, partitioning which results in data being transferred between blocks every cycle should be avoided.

To interface with the port controllers the synchronous block may need some additional circuitry. Some form of synchronous handshake is required to indicate to the output controller when data is valid and to accept data from the input.
port when incoming valid data is present. In our implementation we require
differential data valid signals. If the design is contained within a single block,
the external ports may already include these signals. However, this need not
necessarily be the case and if a design needs to be partitioned the required
signals will almost certainly not be present at the block boundary and therefore
need to be inserted. This may prove to be problematic as the timing of such
signals requires not only the circuit information but also some knowledge of the
pattern of the data.

Finally, as the size and complexity of the system implemented grows, it may
become necessary to partition across many blocks. In this case, data being sent
from a number of blocks to a single destination may be required to arrive at
the same time. To make allowances for this, rendezvous elements are needed
at each input port. These elements must be fully configurable to allow several
possible combinations of data channels or to allow a bypass when rendezvous is
not required. This will however move the system away from one in which the
only configurable components are within the synchronous blocks.

5 Conclusion and Future Work

We have presented an extension to existing FPGA architecture with the potential
to prevent long routing delays from dominating FPGA performance. However,
the solution is not without its drawbacks.

To address some of these problems, some alternative architecture may be
required. It has already been mentioned that configurable rendezvous elements
are required at the input ports which adds configuration required in the rout-
ing. It may also be possible to join local clock trees to effectively combine two
smaller blocks into a larger block under a single clock domain, though great care
must be taken to maintain the balance of the tree. If this is possible, it may
also be possible to join all clock trees and allow a globally synchronous mode
to be retained alongside the GALS mode. Request lines need some tuning to
force requests to arrive after the data and meet the bundling constraint, but
alternatively we can use a dual rail protocol to provide delay insensitive routing.
Though we currently use a four phase protocol, a two phase protocol may have
some advantages.

We have yet to fully verify the scheme and prove its effectiveness. The diffi-
culty lies in simulation as we need to concurrently simulate synchronous, asyn-
chronous and FPGA components. Furthermore we have yet to extensively inves-
tigate how circuits may map to the system.
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Abstract. Although microarrays are already having a tremendous impact on biomedical science, they still present great computational challenges. We examine a particular problem involving the computation of linear regressions on a large number of vector combinations in a high-dimensional parameter space, a problem that was found to be virtually intractable on a PC cluster. We observe that characteristics of this problem map particularly well to FPGAs and confirm this with an implementation that results in a 1000-fold speed-up over a serial implementation. Other contributions involve the data routing structure, the analysis of bit-width allocation, and the handling of missing data. Since this problem is representative of many in functional genomics, part of the overall significance of this work is that it points to a potential new area of applicability for FPGA coprocessors.

1 Introduction

Microarrays measure simultaneously the expression products of thousands of genes in a tissue sample and so are being used to investigate a number of critical biology questions. Among these are (paraphrasing from pages 19-20 of [4]): Given the effect of 5000 drugs on various cancer cell lines, which gene is most predictive of the responsiveness of the cell line to a particular chemotherapeutic agent? or Is there a group of genes that can serve to distinguish the outcomes of patients with disease $ijk$ who are otherwise indistinguishable? or Which of all known genes have a pattern of expression similar to those genes regulated by factor $xyz$?

As exciting as this usage is, microarray analysis is extremely challenging. One issue is that the data are noisy and the noise is often difficult to characterize. Another issue is that the number of measured quantities is invariably much larger than the number of samples. This results in an underconstrained system
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not amenable to traditional statistical analysis such as finding correlations. As a result of these and other difficulties, techniques are used (often derived from machine learning) that provide a focus of attention, or a visualization, from which biological significance can be inferred. Among these are various forms of clustering, inference nets, and decision trees. Their computational complexity ranges from the trivial to the intractable. However, given the cost of obtaining microarray data, the fact that further biological interpretation is usually still required, and the value of many of the most rudimentary computations, most analysis applications are tailored to run fairly quickly on ordinary PCs.

It is undoubtedly the case, however, that biologists would like to ask far more complex questions and that increased computational capability would help to answer them. With applications such as those listed above, however, even a slightly harder question can result in an increase by orders of magnitude in computation. This is true of the problem we investigate here.

Kim [3] would like to find a set of genes whose expression can be used to determine whether liver tissue samples are metastatic or non-metastatic. For biological reasons, it is likely that three genes is an appropriate number to make this determination. Kim further proposes that use of linear regression would be appropriate to evaluate the gene subsets over the available samples. Since there are thousands of potential genes, $10^{10}$ to $10^{12}$ data subsets need to be processed. Although simple to implement, he reported that this computation was intractable even on his small cluster of PCs.

We decided to investigate the prospects of supporting this computation on an FPGA-based coprocessor. There are many reasons:

- It is an excellent match computationally. The data-set size, the amount of computation per datum, the nature of the individual computations, and the data-type size all are favorable to FPGAs.
- This computation is representative of a large number of similar computations in microarray analysis as well as in broader bioinformatics and computational biology (BCB). Therefore, demonstrating the efficacy for this problem would have much wider significance. Note that Yamaguchi et al. [11] have shown similar success (to what we show here) for a different application in bioinformatics, but one that has substantially different computational characteristics.
- There is a large number—perhaps thousands—of potential users. Therefore a low-cost distributed solution is much more attractive than a centralized resource such as a large-scale cluster. This is especially true since (as we will show) it would take a very large cluster to match performance.
- The state of algorithmics in microarray analysis (and some other areas of bioinformatics) is one of flux. Therefore a solution based on a generic PC and coprocessor may be more attractive than hardwired alternatives such as ASICs. The same would be true with respect to turn-key software/hardware systems, such as those provided by a number of vendors, assuming that they provided solutions to these problems at all. Also, both of these “hardwired” alternatives are extremely expensive.
What we have found is that we can obtain a speed-up of a factor of more than 1500 over an optimized serial version running on a 1.7GHz Pentium IV PC. These results have so far been achieved in simulation using post place-and-route timing for the Xilinx XC2VP100-7.

Our most basic contribution is the speed-up for this particular problem: a set of 10,000 genes can be examined in 10 minutes instead of 19 days. Other contributions have to do with the actual implementation, including a novel data routing structure, the analysis of the bit-width allocation, and our handling of missing data. Finally, as this problem has similar characteristics to many others in microarray analysis, we show that there is potential for broader applicability of FPGA coprocessors in this very important domain.

The rest of this paper is organized as follows. In the next section we present the problem formally and describe the serial implementation. There follows a description of the FPGA design and implementation including an analysis of data path widths. We conclude with a discussion.

2 Application Detail and Serial Implementation

The data to be analyzed are derived from \textit{n} microarrays; each consists of a binary diagnosis and an expression value for each of the genes being analyzed. Expression values are tabulated in a matrix with row vectors corresponding to microarrays and column vectors corresponding to particular genes. The outcomes are tabulated in a column vector $Y$. The technique used is to compute the linear regressions for all 3-way combinations of genes. Pearson’s $R^2$ defines the goodness of fit for each regression. Examining a standard statistics reference [8], we find that the estimators $\hat{\beta}_0, \ldots, \hat{\beta}_n$ comprising the column vector $\hat{\beta}$ can be computed as follows

$$\hat{\beta} = (X^T X)^{-1} X^T Y$$

The first column of $X$ consists of \textit{n} 1s and each remaining column consists of the \textit{n} expression values for one gene of the subset being considered in this particular combination. However, since much of computational complexity results from the inversion, it is important to reduce its rank. This is done by centering the data, which results in a $\hat{\beta} = \hat{\beta}_1, \ldots, \hat{\beta}_n$ of

$$\hat{\beta} = [(X^+)^T X^+]^{-1} (X^+)^T Y^+$$

and

$$R^2 = \frac{\hat{\beta}(X^+)^T Y^+}{(Y^+)^T Y^+}$$

where $X^+$ is the $n \times 3$ matrix containing column vectors with elements $X_{ij} - \overline{X}_i$ and $Y^+$ is the column vector containing the values of $Y_j - \overline{Y}$. Note that in centered mode we do not need to compute $\hat{\beta}_0$ and thus do not need the column of ones in $X$. We therefore operate on $3 \times 3$ matrices rather than $4 \times 4$. 
The covariance matrix

\[ c_{ij} = (X_i - \bar{X}_i)^T(X_j - \bar{X}_j), \]

can also be written as

\[ nc_{ij} = n\Sigma_k(X_{ik}X_{jk}) - (\Sigma_kX_{ik})(\Sigma_kX_{jk}). \]

The factor of \( n \) cancels in later operations, and eliminates the need to perform the division implied by \( \bar{X}_i \). The entire computation for each gene combination thus partitions into two parts: the first consists of the 9 dot products and 4 summations while the second consists of computing the covariance matrix, inverting the matrix, and using those results to obtain \( \hat{\beta} \) and \( R^2 \).

In our tests we used data derived from a human breast tumor study by Perou, et al. [7]. The data are typical of those generated in microarray studies and consist of expressions of 9218 genes (including controls) from 84 microarray samples. Raw expression data are ratios. As is standard practice, we took the log, normalized, and rounded the data to integer values in the range -4 to +4. Using four bits is on the high end of information per sample; often only two bits are used. The result vector is binary: 0/1 for diseased/healthy.

An important consideration in microarray analysis is dealing with missing data. That is, the microarray value for a gene/sample expression is sometimes unreadable; in that case no value at all is reported. In the Perou data set, 46% of genes contain missing data. If not handled properly, missing data can dominate the regressions and render results meaningless. We take a simple approach: for a given combination of three genes, for each sample with missing data, we eliminate that sample from consideration for all genes. The combination is rejected completely if too many healthy samples are dropped.

Statistical literature [5] refers to this as a form of complete-case analysis within any one combination of genes, and available-case analysis in selecting combinations of genes. A \( \chi^2 \) test of Perou’s data shows that the frequency of missing values is not decisively different among healthy samples than among diseased samples. Thus, the missing data matches the Missing At Random (MAR) assumption and complete-case analysis appears justified.

When implementing the algorithm, one notes that each dot-product is used a large number of times. It seems to makes sense to precompute all of the \( n \times n \) dot products, then use them in the \( \binom{n}{3} \) inversions later. This eliminates roughly a factor of \( n \) dot products. Unfortunately, this does not account for missing data: each dot-product can have drop-outs not just from data missing from the two vectors being multiplied, but also from the third vector of the set. Since this third vector changes for every set, it follows that all dot products must be recomputed for every iteration.

We created two versions of the serial code. One was a mirror of the FPGA implementation and was used to verify results, especially with respect to maintaining precision. The other was used to generate timing and so was highly optimized for serial execution on a modern processor.

The \( R^2 \) for each set of genes was computed in 10.1us on a 1.7GHz Pentium IV PC. Because of the tremendous data locality, there was no drop-off in perfor-
mance with respect to the number of gene combinations evaluated. This means that evaluating 3-way combinations of 1,000 genes takes about half an hour, while 3-way combinations of 10,000 genes takes more than 19 days, and 20,000 genes takes more than five months. Clearly L1 cache and available ILP are being used to a very high degree, the latter not surprisingly due to the numerous multiply-accumulate (MAC) computations and the hardwired invert.

Still, these results confirm our initial assumption: that this computation, while perhaps not “heroic” in the grand-challenge sense, is still outside the realm of usage in exploratory data analysis. For this and similar computations to be readily usable as part of an analysis toolkit, days need to be reduced to minutes.

3 FPGA Methods, Implementation, and Results

3.1 Description

Hardware is assumed to be an FPGA on a commercial PCI board plugged into a PC. As the amount of reuse per datum is very high, details about the particular board and interface do not have a significant impact on our results: only a KB/second input rate needs to be supported.

The rest of this discussion describes simulations, synthesis, and place-and-route in the Xilinx ISE 5.2.02i environment [10] for Virtex-II Pro XC2VP100 gate array [9] and anticipates implementation on a generic coprocessor board when one becomes available later this year. The Virtex-II Pro product family is especially interesting here because of its large gate count, large on-chip memory, and dedicated multipliers. Implementations on other devices in this family follow from the one described here using analogous optimizations.

The circuitry consists of three parts: (i) vector storage and distribution (VSD) and the two computational segments described in Section 2: (ii) dot-products and summations (DPS), and (iii) covariance matrix, inverse, and regression (CIR). We now describe these, starting with the computations. In the following subsections we talk about optimizations and safety checks and then about integration and speed-matching. At that point the responsibilities of the vector storage and distribution unit are clear and it is then described.

Each DPS accepts four data vectors, three \(X\) values and one \(Y\). The \(Y\) represents the diagnosis, 0 or 1 for cancerous or healthy samples respectively. The \(X\) values represent expression levels, encoded as four bit values. The encoding represents a symmetric range from \(-N\) to \(+N\). Earlier, we noted that the application works well when expression data is quantized to a range of -4 to 4 (encoded as 0 to 8). A special value (15, binary 1111) is a Not-a-Number (NaN) code that represents missing or invalid input data. The DPS unit, illustrated in Figure 1, consists of: counters to tally valid data sets and \(Y\) values, accumulators to total the \(X\) vectors and \(XY\) dot products, and MAC sections to total the \(X_iX_j\) dot products and \(X_i^2\).

Note the handling of missing data. In Figure 1, the boxes labeled \(= NaN?\) detect missing data and propagate that fact to the MAC units where the accumulation of the invalid summands is blocked. If, for example \(X_{1i}\) is a missing
value, then the summands $X^2_{1i}$, $X_{1i}X_{2i}$, $X_{1i}X_{3i}$ and $X_{1i}Y_i$ are obviously meaningless. Following [5], $X_{2i}$, $X^2_{2i}$, $X^3_{3i}$, $X_{2i}X_{3i}$, $X_{2i}Y_i$, $X_{3i}Y_i$, and $Y_i$ are also omitted from their respective sums and from the vector length count.

Once the vector is processed, DPS results are latched for input to the CIR. DPS results consist of outputs from all accumulators in Figure 1, a valid data counter, and the validity indicator (overflow and minimum-Y tests—details below). The result is presented broadside to the CIR. That section consists entirely of unclocked combinational logic, including adders, subtracters, and multipliers. It first computes the $3 \times 3$ covariance matrix from the dot products. That feeds the closed form inversion of the covariance matrix.

3.2 Optimizations and Safety Checks

One fundamental optimization is to minimize the datapath width at all points. Worst-case calculations of the minimum width are simple and safe, but result in a far more conservative implementation than necessary. We address this by:

(i) a priori determining the maximum datapath widths and (ii) confirming that overflow has not occurred. There are two aspects to datapath width determination: the bits that can be dropped at the high end (because of worst cases that never occur in practice) and bits that can be dropped at the low end (because the loss of precision is insignificant).

The a priori path width determination is done in two ways: empirical and theoretical. On the theoretical side, the need for less significant bits is estimated using interval arithmetic [1]. Precision is verified empirically by sampling test data off-line. Also on the theoretical side, worst-case analysis sets an upper bound on the number of high-order bits required. It is interesting that most authors (e.g. [6]) perform worst-case bit allocation in whole bit increments, even when their bitwidth allocation is otherwise sensitive to application data values.
For example, consider the accumulator needed to add up 84 terms in a dot-product of vectors with 9 element values, 0 to 8, as described above. Naively, that would require \(7 + 4 + 4 = 15\) bits. In fact, the accumulator need only hold \(\lceil \log_2(84 \times 8 \times 8) \rceil = 13\) bits to handle the worst-case for this application.

Empirical estimates of high order bit requirements also come from measurements of calculations on sample data. The calculation is performed off-line, for a meaningful subset of the application cases, and the number of bits used at each step is measured. This gives statistics of actual bit usage. High-order bits are allocated to cover the samples observed, plus some margin based on observed standard deviations.

The implementation, then, handles all data values that can reasonably be expected. To be thorough, however, the FPGA logic checks for overflow at each step. The DPS and CIR stages both present validity indicators, stating whether an erroneous calculation was detected at any point.

As noted earlier, some regressions may be invalid because missing data values leave too few \(Y = 1\) (healthy) samples. Figure 1 illustrates the “\(Y\) sum valid?” check, a configurable test requiring some minimum number of healthy samples in a regression. If inadequate data with \(Y = 1\) appears in a regression, that also marks the whole calculation as invalid. A similar test of the number of \(Y = 0\) samples is not necessary for this data set.

In the CIR, one optimization is the use of closed form inversion. Although this method has many problems when applied to large matrices, it works well with these matrix, vector, and data sizes. Besides the obvious speed advantage, hardwiring allows us to keep cofactors and determinant separate for independent use in computing correlation coefficients and regression.

Another optimization is that all multiplications in the CIR use the FPGA’s block multipliers. The DPS, with smaller operands, uses multipliers built from logic. Further optimization may be possible in the CIR by exchanging some block multipliers for multipliers built from logic for sufficiently small operands.

Pipelining the CIR (not currently done) may also be advantageous. The CIR unit is implemented as three combinational logic elements in series: the correlation matrix, its inverse, and the regression results. These represent natural boundaries for pipelining.

It may also be possible to speed up the DPS by processing vectors in parallel instead of serially as is currently done. However, timing and resource allocation tradeoffs make it unlikely that this will improve performance significantly.

### 3.3 Timing and Speed-Matching Optimization

Timing is computed statically, using post place-and-route (PAR) results. PAR is completely automatic, with no manual guidance, timing constraints, or floor-planning. Timing estimates are based on synthesis of 9 CIR units, each supplied by 10 DPS units (90 DPSs total; see Figure 2 for one CIR/10 DPS unit) and VSD as described below. The target is a XC2VP100 gate array with speed grade -7. The entire design, minus ‘glue’ needed to attach the application logic to its host environment, occupies 73% of the logic slices and 94% of the block multipliers.
Post-PAR timing analysis indicates a DPS clock of 5.35ns while propagation delay through the CIR to its result register is 47.36ns. Using conservative approximations, this implies a 5.5ns DPS clock rate and very roughly a 10:1 ratio of CIR delay to DPS rate. The system clock is set to the DPS rate. A separate counter divides the system rate down so that CIR results are latched and new results presented to the CIR at 1/10 the DPS clock rate.

Given data vectors of length $\sim 80$, the DPS requires about 500ns to compute a result for one set of vectors. The CIR versus DPS imbalance, about 50ns vs. 500ns, is conspicuous. The other conspicuous imbalance is in the resources used by each section. Each CIR requires 48 of the target FPGA’s 444 block multipliers. The DPS, however, uses only $4 \times 4$-bit products, which can be built more effectively from ordinary logic. A DPS uses smaller, less specialized logic resources, under 1% of the chip total. Considering both execution time and logic resources used, to achieve maximum logic activity, each CIR serves 10 DPS units. Figure 2 shows how this is done.

The DPSs all start and end their computations at the same time, latch their results, and begin processing the next set of vectors. After latching the DPS results, separate logic presents results from each DPS to its CIR sequentially. A counter (not shown in Figure 2) holds input stable for the CIR propagation delay, then latches the CIR result and reads the next saved DPS result.

These design values (vector length, CIR propagation delay, etc.) and available resources are all parameters specific to the problem and technology at hand. Different parameters would yield different specific results, but the analysis would follow the same general pattern over a wide range.

### 3.4 Vector Store and Distribution

Recall that each DPS unit processes 3 vectors and that there are 90 DPS units. Therefore, the VSD must simultaneously distribute 270 vector streams. A general (but impractical) solution would be to store all $v = 10,000$ vectors on chip in a
270-port memory. Size itself is not the problem: the entire data set fits in 1MB. Our solution leverages the $v^2$ reuse of each vector in a hierarchical structure.

We observe that 9 vectors form $\binom{9}{3} = 84$ combinations and so are nearly sufficient to keep the 90 DPS units busy. This leaves six DPSs idle, the price paid for efficient memory access. A simple network (shown on the left in Figure 2 and the right in Figure 3) distributes vector data to the DPSs.

![Diagram](image)

**Fig. 3.** Vector store and distribution to the DPS units.

Each vector store unit (labeled $x_1 \ldots x_k$ in Figure 3) feeds one of the distribution network’s nine X inputs and is indexed by an independent address register (labeled $i_1 \ldots i_k$). The sequence of vectors is stored in VecSel. The chip’s 16Kb RAM blocks can each hold 50 vectors, so vector storage uses only a small amount of the available RAM. Vector store units and the VecSel RAM are loaded from off-chip. Double buffering ensures that loading does not interfere with data access for computation. Note that many more values are read from the vector stores than are loaded into them, since each vector is reused in many size-9 combinations, so the DPS should never be idle while the VSD is reloaded.

Operation is as follows. A set of 9 vectors is chosen at the beginning of a vector computation, one from each vector store unit, as indicated by the address registers. Successive vector elements are read by incrementing all of the data address registers in unison, through the length of the vector. At the end of a vector, the address registers are reloaded from the VecSel and the next set of data vectors is ready for transfer.

This VSD design supports the solution of the following combinatorial problem: choosing sets of size 9 (or $k$) from a set of 9218 (or $v$) elements such that every size-3 subset of those $v$ appears in one size-$k$ set. This is exactly the Steiner System $S(3, k, v)$. Generating algorithms exist for these size-$k$ sets [2], but are not amenable to FPGA implementation. Off-line computation generates that set of size-$k$ sets, and loads the vector stores and VecSel accordingly. The VecSel RAM and vector stores must be reloaded $10^5 - 10^6$ times to cover all size-3 sets; however, this is a trivial requirement for a run of several minutes.
3.5 Throughput

As described, the basic component of our design consists of a pipeline with a single CIR (≈ 50 ns) and single DPS (≈ 500 ns for a length-80 vector). This gives a speed-up of a factor of 20 over the serial PC version. The chosen Virtex II Pro easily fits 9 of these units (the critical resource being the multipliers) increasing the speed-up to 180 ×. Each CIR serves 10 DPSs reducing the cycle time of the original unit to 50 ns and increasing the total speed-up to a factor of 1800 ×. Combinatoric inefficiency in the VSD reduces this factor to 1600 ×.

4 Discussion and Extensions

The 1000-fold+ speed-up derived from our FPGA implementation achieves our goal of reducing the duration of this computation from days to minutes. This is done while keeping the system cost (hardware and IT support) low. It is therefore quite plausible that this and related techniques could indeed become part of a computational toolbox for functional genomics, broadening the types of inferences possible from microarray data.

A necessary extension to this work is achieving some generality in implementation: it is certainly expensive to buy a large cluster and hire a parallel applications programmer; it is perhaps even more problematic to find good FPGA designers. We are currently working in this direction.
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Abstract. With an aim to understand the information encoded by DNA sequences, databases containing large amount of DNA sequence information are frequently compared and searched for matching or near-matching patterns. This kind of similarity calculation is known as sequence alignment. To date, the most popular algorithms for this operation are heuristic approaches such as BLAST and FASTA which give high speed but low sensitivity, i.e. significant matches may be missed by the searches. Another algorithm, the Smith-Waterman algorithm, is a more computationally expensive algorithm but achieves higher sensitivity. In this paper, an improved systolic processing element cell for implementing the Smith-Waterman on a Xilinx Virtex FPGA is presented.

1 Introduction

Bioinformatics is becoming an increasingly important field of research. With the ability to rapidly sequence DNA information, biologists have the tools to, among other things, study the structure and function of DNA; study evolutionary trends; and correlate DNA information with disease. For example, two genes were identified to be involved in the origins of breast cancer in 1994 [1]. Such research is only possible through the help of high speed sequence comparison.

All the cells of an organism consist of some kind of genetic information. They are carried by a chemical known as the deoxyribonucleic acid (DNA) in the nucleus of the cell. DNA is a very large molecule and nucleotide is the basic unit of this type of molecule. There are 4 kinds of nucleotides and each have different bases, namely adenine, cytosine, guanine and thymine. Their abbreviated forms are “A”, “C”, “G” and “T” respectively. In this paper, the sequence is referred to as a string, and the bases form the alphabet for the string.

It is possible to deduce the original sequencing in DNA which codes for a particular amino acid. By finding the similarity between a number of “amino-acid producing” DNA sequences and a genuine DNA sequence of an individual, one can identify the protein encoded by the DNA sequence of the individual. In addition, if biologists succeed in finding the similarity between DNA sequences of two different species, they can understand the evolutionary trend between them. Another important usage is that the relation between disease and inheritance can also be studied. This is done by aligning specific DNA sequences of individuals...
with disease to those of normal people. If correlations can be found which can be used to identify those susceptible to certain diseases, new drugs may be made or better techniques invented to treat the disease. There are many other applications of bioinformatics and this field is expanding at an extremely fast rate.

A human genome contains approximately 3 billion DNA base pairs. In order to discover which amino acids are produced by each part of a DNA sequence, it is necessary to find the similarity between two sequences. This is done by finding the minimum string edit distance between the two sequences and the process is known as sequence alignment.

There are many algorithms for doing sequence alignment. The most commonly used ones are FASTA [2] and BLAST [3]. BLAST and FASTA are fast algorithms which prune the search involved in a sequence alignment using heuristic methods. The Smith-Waterman algorithm [4] is an optimal method for homology searches and sequence alignment in genetic databases and makes all pairwise comparisons between the two strings. It achieves high sensitivity as all the matched and near-matched pairs are detected, however, the computation time required strongly limits its use.

Sencel Bioinformatics [5] compared the sensitivity and selectivity of various searching methods. The sensitivity was measured by the coverage, which is the fraction of correctly identified homologues (true positives). The coverage indicates what fraction of structurally similar proteins one may expect to identify based on sequence alone. Their experiments show that for a coverage around 0.18, the errors per query of BLAST and FASTA are about two times that of the Smith-Waterman Algorithm.

Many previous ASIC and FPGA implementations of the Smith-Waterman algorithm have been proposed and some are reviewed in Section 4. To date, the highest performance chip [6] and system level [7] performance figures have been achieved using a runtime reconfigurable implementation which directly writes one of the strings into the FPGA’s bitstream.

In this work, an FPGA-based implementation of the Smith-Waterman algorithm is presented. The main contribution of this work is a new 3 Xilinx Virtex slice Smith-Waterman cell which is able to achieve the same density and performance as an earlier reported cell [6], without the need to perform runtime reconfiguration. This has advantages in that the design is less FPGA device specific and thus can be used for non-Xilinx FPGA devices as well as ASICs. Whereas the runtime reconfigurable design requires JBits, a Xilinx specific API for runtime reconfiguration, the design presented in this paper was written in standard VHDL. Moreover, in the proposed design, both strings being compared can be changed rapidly as compared to a runtime reconfigurable system in which the bitstream must be generated and downloaded, which is typically a very slow process since a large bitstream must be manipulated and downloaded via a slow interface. This reconfiguration process may become a bottleneck, particularly for small databases. Furthermore, other applications may require both strings
to change quickly. The design was implemented and verified using Pilchard [8], a memory-slot based reconfigurable computing environment.

2 The Smith-Waterman Algorithm

The Smith-Waterman Algorithm is a dynamic programming technique which utilizes a 2D table. As an example of its application, suppose that one wishes to compare sequence S (“ACG”) with sequence T (“ATC”). The intermediate values $a$, $b$ and $c$ (shown in Fig. 1(b)) are then used to compute $d$ according to the following formula:

$$d = \min \begin{cases} 
a & \text{if } S_i = T_j 
b + \text{sub} & \text{if } S_i \neq T_j 
c + \text{del} & \end{cases}$$

If the strings being compared are the same, the value $a$ is used for $d$. Otherwise, the minimum of $a$ plus some substitution penalty $\text{sub}$, $b$ plus some insertion penalty $\text{ins}$ and $c$ plus some deletion penalty $\text{del}$ is used for $d$. Data dependencies mean that entries $d$ in the table can only be calculated if the corresponding $a$, $b$, $c$ values are already known and so the computation of the table spreads out from the origin as illustrated in Fig. 2. As an example, the first entry that can be computed is that for “AA” in Fig. 1(a). Since $S_1 = T_i = 'A'$, according to Equation 1, $d = a$ and so the entry is set to 0. In order to complete the table, the template of Fig. 1(b) is moved around the table constrained by the dependencies indicated by Fig. 2.

The substitution, insertion and deletion penalties can be adjusted for different comparison requirements. If the presence of redundant characters is relatively less acceptable than just a difference in characters, the insertion and deletion penalties can be set to a higher value than the substitution penalty. In the

<table>
<thead>
<tr>
<th>A</th>
<th>C</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>A</td>
<td>1</td>
<td>?</td>
</tr>
<tr>
<td>T</td>
<td>2</td>
<td>?</td>
</tr>
<tr>
<td>C</td>
<td>3</td>
<td>?</td>
</tr>
</tbody>
</table>

(a) Initial table.

<table>
<thead>
<tr>
<th>S_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
</tr>
<tr>
<td>b</td>
</tr>
<tr>
<td>T_i</td>
</tr>
<tr>
<td>c</td>
</tr>
<tr>
<td>d</td>
</tr>
</tbody>
</table>

(b) Equation 1 values.

<table>
<thead>
<tr>
<th>A</th>
<th>C</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>A</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>T</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

(c) Final table.

Fig. 1. Figure showing the progress of the Smith-Waterman algorithm, when the string "ACG" is compared with "ATC".
alignment system presented, the insertion and deletion penalties were fixed at 1 and the substitution penalty set to 2, as is typical in many applications.

If $S$ and $T$ are $m$ and $n$ in length respectively, then the time complexity of a serial implementation of the Smith-Waterman algorithm is $O(mn)$. After all the squares have been processed, the result of Fig. 1(c) is obtained. In a parallel implementation, the positive slope diagonal entries of Fig. 2 can be computed simultaneously. The final edit distance between the two strings appears in the bottom right table entry.

3 FPGA Implementation

In 1985, Lipton and Lopresti observed that the values of $b$ and $c$ in Equation 1 are restricted to $a \pm 1$ and the equation can be simplified to obtain [9]:

$$d = \begin{cases} a & \text{if } ((b \text{ or } c) = a - 1) \text{ or } (S_i = T_j) \\ a + 2 & \text{if } ((b \text{ and } c) = a + 1) \text{ and } (S_i \neq T_j) \end{cases}$$

(2)

Using Equation 2, it can be seen that the data elements $b$, $c$ and $d$ only have two possible values. Therefore, the number of data bits used for the representation of $b$, $c$ and $d$ can be reduced to 1 bit. Furthermore, two bits can be used to represent the four possible values of the alphabet.

The processing element (PE) shown in Fig. 3 was used to implement Equation 2. A number of PEs are then connected in a linear systolic array to process diagonal elements in the table in parallel. As shown in Fig. 2, PEs are arranged horizontally and are responsible for its corresponding column. In the description that follows, the sequence that changes infrequently is $S$ and the sequences from the database are $T$. In each PE, two latches are used to store a character $S_i$. 

Fig. 2. Data dependencies in the alignment table. Thick lines show entries which can be computed in parallel and the time axis is arranged diagonally.
These characters are shifted and distributed to every processing element before the actual comparison process beings. The base pairs of $T$ are passed through the array during the comparison process, during which the $d$ of Equation 2 is also computed.

In order to calculate $d$, inputs $a, b$ and $c$ should be available. In the actual implementation, the new values $b, c$ and $d$ are calculated during the comparison of the characters as follows:

1. data.in is the new value of $c$ and it is stored in a flip-flop. At the same time, this new $c$ value and the previous $d$ value (from a flip-flop) determines the new $b$ value ($b = temp.c \text{ XNOR } temp.d$)

2. The new $b$ value is stored in a flip-flop. At the same time, the output of a 2-to-1 MUX is then selected depending on whether $S_i = T_i$. The output of the MUX (a ‘0’ value or ($b$ AND $temp.c$)) becomes the new $d$ value. This new $d$ value is stored in a flip-flop.

3. Values of $b$ and $d$ determine the data output of the PE ($data.out = temp.b \text{ XNOR } temp.d$). The data output from this PE is connected to the next PE as its data input (its new $c$ value)

When the transfer signal is high, the sequence $S$ is shifted through the PEs. When the en signal is high, all the flip-flops (except the two which store the string $S$) are reset to their initial values. The init signal is high when new signals from the preceeding PE are input and the new value of $d$ calculated. When the init signal is low, the data in all the flip-flops are unchanged.

Each PE used 8 flip-flops as storage elements and 4 LUTs to implement the combinational logic. Thus the design occupied 4 Xilinx Virtex slices. Guccione and Keller [6] used runtime reconfiguration to write one of the sequences into the bitstream, saving 2 flip-flops and implementing a PE in 3 slices. In the proposed approach, two otherwise unused LUTs were configured as shift register elements.
using the Xilinx distributed RAM feature [10]. Thus the design occupies 3 Xilinx Virtex slices per PE, without requiring runtime reconfiguration to change $S$. In the actual implementation, 2 PEs were implemented in 6 slices since sharing of resources between adjacent PEs was necessary in the actual implementation.

Fig. 4 shows the mapping of the PEs to slices. All the signals ending with “.1st” were used in PE Number 1, and signals ending with “.2nd” were used for PE2. The purpose of each signal can be understood by referring back to Fig. 3. It was necessary to connect the output of the RAM-based flip-flops directly to a flip-flop (FF in the diagram) in the same logic cell (LC) since internal LC connections do not permit them to be used independently (i.e. it was not possible to avoid connecting the output of the RAM and the input of the FF). Thus, Slice 1 was configured as a 2 stage shift register for consecutive values of $S_i$ and Slice 3 was used for two consecutive values of $T_i$.

Fig. 5 shows the overall system data path. Since the $T$ sequences are shifted continuously, the system used a FIFO constructed from Block RAM to buffer the sequence data supplied by a host computer. This improves throughput of the system since a large number of string comparisons can be completed before
all of their scores are read from the controller, reducing the amount of idle time in the systolic array. The input and output data width of the FIFO RAM were both 64 bits. The wide input data width helped to improve IO bandwidth from the host computer to the FIFO RAM. A 64-to-2 shifter and a controller counter were used for reducing the output data width of the FIFO RAM from 64 bits to 2 bits, so as to allow data to be fed into the systolic array.

The Score Counter computes the edit distance by accumulating results calculated in the last PE of the systolic array. The output of the last PE is actually the \( d \) value in the squares of the rightmost column of the matrix, and differences in values of consecutive squares in the rightmost column must be 1. The \( data_{out} \) of the last PE is ‘0’ when \( d = b - 1 \), and the output ‘1’ when \( d = b + 1 \). Therefore, a Shift Counter was initialized to the length of the sequence \( S \). It was decremented if the output value is ‘0’, otherwise it was incremented. After the entire string \( T \) is passed through the systolic array, the counter contains the final string comparison score.

4 Results

The design was synthesized from VHDL using the Xilinx Foundation 5.1i software tools and implemented on Pilchard, a reconfigurable computing platform [8] (Fig. 6). The Pilchard platform uses a Xilinx Virtex XCV1000E-6 FPGA (which has 12288 slices) and uses a SDRAM memory bus interface instead of the conventional PCI bus to reduce latency.
A total of 4,032 PEs were placed on an XCV1000E-6 device (this number was chosen for floorplanning reasons). As reported by the Xilinx timing analyzer, the maximum frequency was 202 MHz.

A number of commercial and research implementations of the Smith-Waterman algorithm have been reported and their performance are summarized in Table 1. Examples are Splash [11], Splash 2 [12], SAMBA [13], Paracel [14], Celera [15], JBits from Xilinx [6], and the HokieGene Bioinformatics Project [7]. The performance measure of cell updates per second (CUPS) is widely used in the literature and hence adopted for our results.

Splash contains 746 PEs in a Xilinx XC3090 FPGA performing the Smith-Waterman Algorithm. Splash 2’s hardware was different from Splash, which used XC4010 FPGAs with a total of 248 PEs. SAMBA [13] incorporated 16 Xilinx XC3090 FPGAs with 128 PEs altogether dedicated to the comparison of biological sequences.

ASIC and software implementations have also been reported. Paracel, Inc. used a custom ASIC approach to do the sequence alignment. Their system used 144 identical custom ASIC devices, each containing approximately 192 processing elements. Celera Genomics Inc. reported a software based system using an 800 node Compaq Alpha cluster.

Both the JBits and the HokieGene Bioinformatics Project were the latest reported sequence alignment systems using the Smith-Waterman Algorithm and use the same PE design. JBits reported performance for two different FPGA chips, the XCV1000-6 and the XC2V6000-5. The HokieGene Bioinformatics Project used an XCV6000-4. As can be seen from the table, the performance of the proposed design is similar to the JBits design on the same size FPGA (a XCV1000-6), and the JBits and HokieGene implementations on an XCV6000 gain performance by fitting more PEs on a chip, and our performance on the same chip would be similar.

The implementation was successfully verified using the Pilchard platform which provides a 133 MHz, 64-bit wide memory mapped bus to the FPGA. The processing elements and all other logic of the implementation operate from the same 133 MHz clock. The interface logic occupied 3% of the Virtex device. The working design was used mainly for verification performance and had a disappointing performance of approximately 136 B CUPS, limited by the simple polling based host interface used. A high speed interface which performs more buffering and is able to cause the memory system to perform block transfers between the host and Pilchard is under development.
Table 1. Performance and hardware size comparison of previous implementations (processor core not including system overheads). Device performance is measured in cell updates per second (CUPS).

<table>
<thead>
<tr>
<th>System</th>
<th>Number of Chips</th>
<th>PEs per chip</th>
<th>System Performance (CUPS)</th>
<th>Device Performance (CUPS)</th>
<th>Run-time reconfiguration requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Splash(XC3090)</td>
<td>32</td>
<td>8</td>
<td>370 M</td>
<td>11 M</td>
<td>No</td>
</tr>
<tr>
<td>Splash 2(XC4010)</td>
<td>16</td>
<td>14</td>
<td>43 B</td>
<td>2,687 M</td>
<td>No</td>
</tr>
<tr>
<td>SAMBA(XC3090)</td>
<td>32</td>
<td>4</td>
<td>1,280 M</td>
<td>80 M</td>
<td>No</td>
</tr>
<tr>
<td>Paracel(ASIC)</td>
<td>144</td>
<td>192</td>
<td>276 B</td>
<td>1,900 M</td>
<td>N/A</td>
</tr>
<tr>
<td>Celera (software implementation)</td>
<td>800</td>
<td>1</td>
<td>250 B</td>
<td>312 M</td>
<td>N/A</td>
</tr>
<tr>
<td>JBits (XCV1000-6)</td>
<td>1</td>
<td>4,000</td>
<td>757 B</td>
<td>757 B</td>
<td>Yes</td>
</tr>
<tr>
<td>JBits (XC2V6000-5)</td>
<td>1</td>
<td>11,000</td>
<td>3,225 B</td>
<td>3,225 B</td>
<td>Yes</td>
</tr>
<tr>
<td>HokieGene (XC2V6000-4)</td>
<td>1</td>
<td>7000</td>
<td>1,260 B</td>
<td>1,260 B</td>
<td>Yes</td>
</tr>
<tr>
<td>This implementation (XCV1000-6)</td>
<td>1</td>
<td>4,032</td>
<td>742 B</td>
<td>742 B</td>
<td>No</td>
</tr>
<tr>
<td>This implementation (XCV1000E-6)</td>
<td>1</td>
<td>4,032</td>
<td>814 B</td>
<td>814 B</td>
<td>No</td>
</tr>
</tbody>
</table>

5 Conclusion

A technique, commonly used in VLSI layout, in which two processing elements are merged into a compact cell was used to develop a Smith-Waterman systolic processing element design which computes the edit distance between two strings. This cell occupies 3 Xilinx Virtex slices and allows both strings to be loaded into the system without runtime reconfiguration. Using this cell, 4032 PEs can fit on a Xilinx XCV1000E-6, operate at 202 MHz and achieve a device performance of 814 B CUPS.
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Abstract. This paper introduces the notion of a software decelerator, to be used in logic-centric system architectures. Functions are offloaded from logic to a processor, accepting a speed penalty in order to derive overall system benefits in terms of improved resource use (e.g. reduced area or lower power consumption) and/or a more efficient design process. The background rationale for such a strategy is the increasing availability of embedded processors ‘for free’ in Platform FPGAs. A detailed case study of the concept is presented, involving the provision of a high-level technology-independent design methodology based upon a finite state machine model. This illustrates easier design and saving of logic resource, with timing performance still meeting necessary requirements.

1 Introduction

The research literature in field-programmable logic contains many examples of ‘hardware accelerators’. In short, these concern a processor-centric system model: algorithms are executed on a processor, with certain key functions being performed by an associated programmable logic array, the intention being to achieve greater overall performance. The exact arrangements may vary from the tightly-integrated case of a processor with an augmented instruction set (e.g. [3]) to the more loosely-coupled case of a processor interacting with a co-processing logic device (e.g. [6]).

This paper is concerned with a logic-centric system model, of the sort described for example in earlier papers by Brebner [2]. Here, the main computational focus is on logic circuitry, with other components — in particular processors — viewed as additional system components rather than central system components. Aside from computational differences, there are implied architectural differences, notably concerning serial data access and shared buses, features both tailored to processor behavior. The logic-centric model is well-suited to systems that react to, and are driven by, inputs received over time. Thus, in contrast to the usual processor-centric model, the environment, not the computer, is the controlling force. We feel that this view of will be of increasing relevance to real-life systems in the future.

In the logic-centric model, it is fairly natural to invert accepted wisdom about system organization. In this paper, we consider the benefits of ‘software decelerators’, inverting the notion of hardware accelerators. The basic idea is that algorithms are executed in programmable logic, with certain functions being...
performed by an associated processor. In general, this direction of migration is not likely to lead to speed increases — indeed quite the opposite — which is why we use the word ‘decelerator’; however, overall system speed requirements will still be met. It is intended that there are other motivations that lead to an overall increase in the quality of the design process and/or the resulting systems. We discuss various possible motivations, and then describe one detailed case study experiment where the main motivation was to provide a high-level, technology-independent design methodology based upon finite state machines.

In this case study, the software decelerator technique concerns finite state machines being implemented on the embedded processor of a Platform FPGA. With this approach, the cost of implementing a machine in terms of logic resource usage is greatly reduced, since the processor is always present on the Platform FPGA, whether it is used or not. The emphasis differs from that of some conventional state machine design methodologies, such as Esterel Studio, the principal aims being to consume as few logic resources as possible, optimize the interfacing between logic and processor, and run code directly from the processor’s built-in cache.

The paper is organized as follows. Section 2 considers the technological background that motivates software decelerators as a viable concept in system design. Then, Section 3 describes the case study, and Section 4 discusses initial experimental results. Finally, Section 5 contains some conclusions and directions for future work.

2 Technological Background

2.1 Emergence of Platform FPGAs

Early Field Programmable Gate Array (FPGA) architectures consisted of an array of similar programmable logic elements interfaced to interconnection elements. With the emergence of the Platform FPGA, architectures have evolved to a pre-defined mix of very different elements — which in time will largely supersede monolithic logic arrays. Today, for example, the Xilinx Virtex-II Pro Platform FPGA contains configurable logic blocks, I/O blocks supporting many different I/O standards, distributed Block RAM memories, internal access to the configuration memory, digital clock managers, gigabit transceivers, dedicated multiplier blocks and embedded PowerPC 405 processors. Platform FPGAs present both unique design challenges and unique design opportunities. Importantly, the mix of resources is pre-determined by the FPGA vendor rather than by the designer, and so a particular set of resources will be present whether or not the designer makes use of them, a situation unlike that in ASIC design.

Therefore, in designs that aim to maximize the use of the resources of a certain device size, the designer may often make decisions which on the surface appear non-intuitive. For example, in designs which use little BlockRAM memory but use many configurable logic blocks (CLBs), a designer may choose to implement certain logic functions by lookup tables in BlockRAM rather than
in CLBs. This is despite the fact that this approach wastes much of the Block-RAM data width, and does not take advantage of their dual-port nature. Such an approach would be unthinkable in ASIC design, but makes a lot of sense in Platform FPGA design. This use of pre-existing resources in unusual ways is likely to become more and more prevalent as the mixture of resources becomes richer and richer. The overall message is that one has to be very fluid in terms of how and where computation, storage and communication are carried out in systems.

The logic-centric system paradigm is one approach to assist in managing the potential design space. This focuses on inputs, outputs and programmable logic circuitry as the core system architecture, with all other components (memory, processors, etc.) being seen as assists to the circuitry. Of course, it is also possible to view the system in other ways. For example, in a more conventional processor-centric manner, the Virtex-II Pro can also be seen as a ‘motherboard on a chip’, and indeed it has been demonstrated as such, with the Linux operating system running on the PowerPC processor.

2.2 Motivation for Software Decelerators

The concept of using software decelerators derives directly from the discussion of using Platform FPGA resources in unusual ways, and focuses on processors in particular for non-standard treatment. In fact, what is sought here is not necessarily a completely different and unusual harnessing of processors, rather some balance between the long and rich legacies of processor development and software engineering, and the new context of the logic-centric system.

The more general backdrop to this reconsideration of the role of processors is an examination of the role of any kind of universal machine within a logic-centric system. Other examples, simpler than a traditional microprocessor, would be programmable state machines or microcontrollers. In all such cases, there is a basic trade-off between speed — one normally expects a universal machine implementation of a function to be slower than a bespoke implementation — and other issues as diverse as chip area requirements and ease and speed of implementing new functions.

So far, in the development of Platform FPGAs that include processors, there has largely been a drive to maximize processor clock rates, reflecting a view either that the processor is the central system component or perhaps that the processor plays a key time-critical supporting role in the system. This drive parallels the continuing race to increase clock rates of microprocessor chips (although, very recently, there has been acknowledgement that raw speed is not everything, power consumption being of importance in an increasing proportion of systems). It is our belief that, as far as Platform FPGAs are concerned, the clock rate of the processor may not be the dominant concern for many future systems. This follows from a prediction that the processor may either be called upon relatively infrequently to carry out work in the logic-centric system, or may be called upon to perform work of a non time-critical nature. One recent example of such
a system is the high throughput, low latency mixed-version IP router developed for the Virtex-II Pro [2].

As soon as the clock rate requirement is relaxed, it becomes possible to focus the treatment of a processor on other goals, like saving logic resource by employing the processor plus its supporting cache memory. In this paper, the goal is to combine this particular trade-off with the provision of a particular high-level design flow that hides the nature of the implementation from the user. A more straightforward and obvious application of software deceleration is just to make the overall system implementation process easier by allowing a designer access to the wide range of software tools (and human expertise) to implement functions on the processor, rather than implementing logic circuitry.

To ensure that software decelerators provide the anticipated benefits, and do not impose resource demands on an overall logic-centric system design, nor impose unnatural design methodologies on the user, there are some particular attributes that are desirable:

- The overall area consumed by a software decelerator implementation should not be greater than its logic circuitry counterpart unless there are other strong benefits.
- The interfacing between logic circuitry and processor should consume minimal programmable logic resources, and should be designed to shield the processor from the logic and vice-versa.
- The method of capturing designer intent should be independent of the actual implementation mechanism chosen for the Platform FPGA unless there is a particular benefit in permitting the use of certain familiar tools.
- The designer should be able to get accurate timing information, and resource usage information in general, for the overall logic-centric system, taking into account the behavior of the various non-logic system components that are being harnessed.

The case study that is presented in the subsequent sections illustrates that it is feasible to meet these goals, in the framework of software decelerator use.

3 Case Study: FSM-Based Design Methodology

Finite state machines (FSMs) are an important component of many digital systems, and can be implemented well on FPGAs. Particular FSMs may contain a large number of states, and may involve much computation to determine the next state and the state outputs based on varying inputs. However, they may actually have relatively relaxed timing constraints compared to the rest of a system, an attribute that points to possible software decelerator implementation.

The case study problem tackled was to implement FSMs as an example of a software decelerator. Referring back to three desirable attributes defined in Section 2.2, the interfacing hardware should consume minimal resources and act as a shield between the processor and the rest of the system — the rest of the
system should not know it is working with a processor. Capture should be im-
plementation independent, that is, the designer should not be aware that an em-
bedded processor is being targeted. Finally, accurate timing and resource usage
information should be obtainable so that the designer is able to get hardware-
like metrics. The net effect of using a software decelerator in a system where
the processor would otherwise be idle is that logic resources are freed, without
penalizing the designer in terms of design style or quality of timing information.

There has been a fairly substantial body of prior work on implementing finite
state machines in software. Perhaps the most notable effort is the Berkeley PO-
LIS system [1]. POLIS is a complete co-design solution, which uses the codeign
te finite state machine (CFSM) as the central representation of the required system
behavior. One significant difference between a CFSM and a classical FSM is that
a CFSM allows that the reaction time to events will be non-zero, unlike the FSM
which assumes a synchronous communication model.

POLIS allows the designer to implement CFSMs in either software or hard-
ware, and since this is a co-design solution — a single CFSM can be partitioned
into multiple CFSM sub-networks, and have different target implementations.
The hardware CFSM sub-networks are constructed using standard logic synthe-
thesis techniques, and in this case a CFSM can execute a transition in a single clock
cycle.

A CFSM sub-network chosen for software implementation is transformed
to a program and a simple custom real time operating system (RTOS). The
program is generated from a control/data flow graph, and is coded in C. The
designer can use a timing estimator to find quickly the speed of the software, or
instead produce an instrumented version of the code and run this on an actual
processor. The instrumented version counts the actual cycles used, giving a more
accurate way of extracting timing information. The custom RTOS consists of a
scheduler for organizing the execution of the procedures, using policies such as
rate-monotonic or deadline-monotonic scheduling. The RTOS also includes I/O
drivers. The case study here is rather different in nature from POLIS, as it has
very different aims, including minimizing logic-processor interfacing and code
size.

3.1 System Description

The case study involved producing a tool which takes a textual representation of
a finite state machine and produces: a hardware platform that can be interfaced
to existing logic circuitry; software to run on the embedded processor; and a
timing report. The tool flow is shown in Figure 1.

3.2 Design Entry

A number of methods are available for capturing FSMs. Tools such as Esterel
Studio or Xilinx’s StateCAD allow a designer to capture graphically the FSM as
a state transition diagram. Designers annotate the state transition diagram with
conditions for taking branches, and define the calculations for the state outputs.
Alternatively, FSMs can be described in a conventional HDL. In order to support the maximum number of possible design methods, an XML grammar was defined to capture the functionality of an FSM. In a file containing a description following this grammar, the interface of the machine is specified first. For example:

```xml
<variables>
  <variable name="rst" dir="in" width="1" registered="true"/>
  <variable name="clk" dir="in" width="1" registered="true"/>
  <variable name="phy_ad" dir="in" width="5" registered="true"/>
  <variable name="mdio_tristate" dir="out" width="1" registered="true"/>
</variables>
```

After this, the description specifies the states. An initial tag specifies the global conditions for the state machine, such as reset input, clock input, reset state, and synchronous or asynchronous reset. A description of the individual states follows this. A state has equations and transitions associated with it. Each equation assigns some value to an output. Input, constants and basic operators (add, sub, and, or, etc.) are used to form the right-hand side of the equation. Transitions include the next state and the condition when the transition occurs. Equations can also be associated with transitions. The time when the equation is executed depends on where the equation is located — in the state or in the transition.

```xml
<state name="stateADD">
  <equations>
    <equation lhs="out0" rhs="in1 + in2"/>
  </equations>
  <transitions>
    <transition condition="else" next="state1">
      <equations>
        <equation lhs="ready" rhs="1"/>
      </equations>
    </transition>
  </transitions>
</state>
```

### 3.3 Logic-Processor Interfacing

In a conventional SoC design containing processors, the processor is normally connected to the rest of the logic via a system bus or other on-chip network [5].
The processor is a master on the network, initiating and responding to transfers. Since multiple masters may be present in a bus-based system, an arbiter is needed, and masters must first request the bus from it. In the case of an SoC implementation using Virtex-II Pro Platform FPGAs, the logic required to generate the arbiter, the bus itself and the bus interfaces on each of the slaves is implemented in the fabric of the FPGA.

Examining the interface of the PowerPC to the logic fabric in the Virtex-II Pro, there is some flexibility in choosing a method of transferring information between the processor and the logic, and vice-versa. In essence though, for all methods, communication is done over a bus at the processor/logic boundary. Three data buses are natively interfaced to the PowerPC: the On-Chip Memory (OCM) bus, and the Device Control Register (DCR) and Processor Local Bus (PLB) buses from the CoreConnect family of SoC interconnect.

![Image: Software decelerator architecture](image)

**Fig. 2.** Software decelerator architecture

The logic design task in the tool development was to take the XML description of the FSM, and produce the interfacing harness as illustrated in Figure 2. The role of this harness is to shield the software decelerator, so in effect the FSM code running on the processor looks like an FSM implemented in logic — that is, the rest of the system should not see any processor specific signals. Moreover, the philosophy is to allow logic to communicate with software using the minimum amount of interfacing.

To interface with the embedded PowerPC processor, it is necessary to use one of the three native buses mentioned above. Simplifications to the interface logic can be made by relying on the fact that only one master (the processor) is present and that it only talks to one slave (the logic circuitry). In each case, the slave can assume it is being addressed all the time, and can simply write outputs and read inputs directly to and from the data bus. For the DCR and the PLB buses, the master interface in the processor assumes the existence of an acknowledge signal, but the logic to do this is very simple.
State machines are normally driven by a clock that dictates when the machine should move between states. For software decelarators in general, there will not be a relationship between the clocks of the rest of the system and the processor. For the state machine and general decelarators, there are two methods for dealing with clocks.

The first method is to use the clock for the state machine directly, as if it were a normal input. Since the processor operates at a much higher frequency than the rest of the system, it is possible for the processor to poll the clock input, and begin processing when it detects a rising edge. The limitation with this method for finite state machines is that the worse case state execution dictates whether the system will meet the timing requirements or not. Figure 3 shows a simplified timing diagram using this method.

A second method is to generate a clock pulse from the processor itself using a memory-mapped one-shot circuit. In this case, states would be allowed to take a different number of processor cycles to complete — the clock pulses would simply appear after a different number of processor cycles, but the external circuits would know when their inputs and outputs have been clocked.

3.4 Timing Generation

The ability to get accurate timing information is crucial to the success of the software decelarator technique. The designer needs to be confident that the overall system, including the decelarator, meets overall timing constraints. To do this, a measure of the delay through the software decelarator is required, in exactly the same way as in hardware design, where the delay through logical elements is required.

Li and Malik present a good discussion of the state of the art of determining the worst-case execution time for software [4]. Similar techniques would be needed for general software decelarator use, where arbitrary code structures are permissible. However, in the case study, the structure of the generated software is strictly under the control of the tool. Therefore, given that the execution times for each instruction type are documented, the tool can count the actual number of processor cycles. Since the software runs out of cache and the time to perform bus transfers to the rest of the system is known, this cycle count is very accu-
rate. This is different to the approach used by POLIS, which generates execution characteristics by instrumenting and running code.

3.5 Software Design

Section 2.2 stated that interfacing should consume minimal resources, to make the software decelerator a value proposition to the designer. Similarly, other support for the processor (e.g. memory and clock control) should consume minimal resources. In the case of the PowerPC, it is possible to reduce external memory requirement to zero by using the instruction and data caches as main memory. This means that the whole executable needs to fit inside the 16Kb instruction cache. In the F SM case under consideration, where no lavish software support is required, extremely complex state machines would still fit inside the 16Kb limit.

It was decided to use assembly code directly for the software implementation. This had two specific advantages. The first advantage is that using assembler simplifies the problem of extracting timing information as described in Section 3.4. The other is that the PowerPC instructions \texttt{mfdr} and \texttt{mtdr}, which move data from and to the DCR bus respectively, can be used if the DCR bus is chosen as the interface. These instructions move data between a specified general-purpose register and the DCR, and thus are difficult to deal with from compiled high-level languages.

Every state uses the same template to create output assembly code. The most complex task is the translation to assembly code of the equations to determine the next state and the state outputs. Inputs are only read if they are used in these equations. The conditions for translations use the same method to calculate the value of the condition. Special care was taken to maximize the usage of registers and only use the cache memory if needed. This can lead to more efficient code — a useful feature since the state machine is already operating at a much lower frequency than the FPGA fabric.

4 Experimental Results

The tool was used on three state machines from the networking domain, with very different performance and I/O requirements. In each case, the clock is supplied by the system’s environment. The first state machine (rs232echo) was an RS232 protocol handling machine, which echoed received inputs onto outputs, and the second one (miim) handled the Media Independent Interface (MII) of an Ethernet MAC which runs at 2.5MHz. The third state machine (tx_host_io) handles the host interface to a 10G Ethernet MAC. This machine clearly has a need for high performance, and is included here as an illustration of a case where a software decelerator is not likely to be chosen as the implementation technique. The first table shows the results for a direct logic circuit implementation from synthesized VHDL.
To determine the possible real estate savings through using a software de-
accelerator, the new tool was run targeting each of the three available buses. The
resource usage and the relative savings in terms of LUTs used compared with
the direct logic implementation for each of the buses is shown in the next table.

<table>
<thead>
<tr>
<th>Machine</th>
<th>Input width</th>
<th>Output width</th>
<th>Number of states</th>
<th>Registers</th>
<th>LUTs</th>
<th>Required frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>rs232echo</td>
<td>3</td>
<td>1</td>
<td>12</td>
<td>92</td>
<td>111</td>
<td>115 kHz</td>
</tr>
<tr>
<td>miim</td>
<td>33</td>
<td>20</td>
<td>33</td>
<td>26</td>
<td>61</td>
<td>2.5 MHz</td>
</tr>
<tr>
<td>tx_host_io</td>
<td>90</td>
<td>94</td>
<td>5</td>
<td>142</td>
<td>320</td>
<td>156 MHz</td>
</tr>
</tbody>
</table>

The OCM-based implementations are the smallest of the three for each ex-
ample. Also, the OCM is as fast as the PLB bus for processor/logic interaction — in both cases they take four processor cycles, as opposed to the DCR which
takes nine processor cycles. These figures assume the system bus operates at half
the frequency of the PowerPC core, that is the PowerPC operates at 350MHz,
and the bus clock runs at 175 MHz. In order to determine timing figures, each
of these machines was implemented using the new tool, targeting the OCM bus.
The final table shows the results for each of the example machines.

<table>
<thead>
<tr>
<th>Machine</th>
<th>OCM Registers</th>
<th>OCM LUTs</th>
<th>OCM Ratio</th>
<th>DCR Registers</th>
<th>DCR LUTs</th>
<th>DCR Ratio</th>
<th>PLB Registers</th>
<th>PLB LUTs</th>
<th>PLB Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>rs232echo</td>
<td>1</td>
<td>4</td>
<td>3.6%</td>
<td>2</td>
<td>6</td>
<td>5.4%</td>
<td>8</td>
<td>4</td>
<td>7.2%</td>
</tr>
<tr>
<td>miim</td>
<td>20</td>
<td>38</td>
<td>62.3%</td>
<td>21</td>
<td>40</td>
<td>65.6%</td>
<td>23</td>
<td>42</td>
<td>68.9%</td>
</tr>
<tr>
<td>tx_host_io</td>
<td>94</td>
<td>75</td>
<td>23.4%</td>
<td>95</td>
<td>77</td>
<td>24.1%</td>
<td>97</td>
<td>79</td>
<td>24.7%</td>
</tr>
</tbody>
</table>

The rs232echo would work at all required baud rates, and the performance
of the miim state machine is well inside the required 2.5MHz limit. These examples
illustrate a software decelerator delivering the required performance, rather than
an unnecessarily high performance. The tx_host_io state machine however, and
as expected, does not operate at anything like the required frequency, and is an
example of a case where high performance is very much the key focus. In each
case, the code only occupies a fraction of the cache. Thus, it would be possible to
run multiple state machines, that is multiple software decelerators, on the same
processor, as long as any cumulative timing requirements are still be met.

It can be seen that I/O occupies a large proportion of time in each machine,
and is clearly a limiting factor in the machine speeds that can be achieved. In the
case of state machines, it may be possible to exploit the rich routing resources
of the FPGA, and introduce parallel transfers by packing the inputs required
for each state into a single word. This would require adjustments to the input
5 Conclusions and Future Work

This research has introduced software decelerators as a mechanism for harnessing the resources of an embedded processor in a Platform FPGA, making the point that maximizing raw processor speed is not likely to be an issue in many logic-centric systems. An application of this philosophy has been demonstrated through the FSM-based design methodology. This experiment shows encouraging initial results in terms of overall resource usage and ease of design. The authors are now evaluating the methodology on larger Xilinx customer designs containing multiple state machines. Future work foci will include: further study of the implications of adopting a logic-centric system model; automatic selection and synthesis of apt logic-processor interfaces; characteristics of soft and hard embedded processors; FSM-based architectural components; and the provision of domain-specific high-level design entry and tools.
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Abstract. This paper presents a codesign environment for the UltraSONIC reconfigurable computing platform which is designed specifically for real-time video applications. A codesign environment with automatic partitioning and scheduling between a host microprocessor and a number of reconfigurable processors is described. A unified runtime environment for both hardware and software tasks under the control of a task manager is proposed. The practicality of our system is demonstrated with an FFT application.

1 Introduction

Reconfigurable hardware has received increasing attention from the research community in the last decade. FPGA-based designs become popular because of their reconfigurable capability and short design-time which the old design style, like ASICs, cannot offer. Instead of using FPGAs simply as ASICs replacements, combining reconfigurable hardware with conventional microprocessors in a codesign system provides an even more flexible and powerful approach for implementing computation intensive applications, and this type of codesign system is our attention in this paper.

The major concerns in the design process for such codesign system are the synchronization and the integration of the hardware and the software design [1]. Examples are the partitioning between hardware and software, the scheduling of tasks and the communication between hardware and software tasks in order to achieve the shortest overall runtime. Decision on partitioning plays a major role in the overall system performance and cost. Scheduling is important to complete all the tasks in a real-time environment. These decisions are based heavily on design experience and are difficult to automate. Many design tools leave this burden to the designer by providing semi-auto interactive design environments. Fully automatic design approach for codesign system is generally considered to be impossible at present. In addition, traditional implementation employs a hardware model that is very different from that used in software. These distinctive views of hardware and software tasks can cause problem in the design process. For example, swapping tasks between hardware and software can result in a totally new structure in the control circuit.
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This paper reports a new method of constructing and handling tasks in a codesign system. We structure both hardware and software tasks in an interchangeable way without sacrificing the benefit of concurrency found in conventional hardware implementations. At the same time, the hardware task model exploits the advantages of modularity, scalability, cohesion and structured approach offered by software tasks. We further present a codesign flow containing the partitioning and scheduling algorithms to automate the decision process of where and when tasks are implemented and run. Our codesign system using this unified hardware/software task model is applied to a reconfigurable computer system known as UltraSONIC [14]. Finally we demonstrate the practicality of our system by implementing an FFT computational engine. The novel contributions of this paper are: 1) a unified way of structuring and modelling hardware and software tasks in a codesign system; 2) proposing a codesign flow for a system with mixed programmable hardware and microprocessor resources; 3) propose a run-time task manager design to exploit the unified model of tasks; 4) the demonstration of implementing a real application by using our model in the UltraSONIC reconfigurable platform.

The rest of this paper is organized as follows. Section 2 presents some of work related to codesign development systems. In section 3, we explain how the hardware and software tasks are modelled in our codesign system. Section 4 describes the codesign flow and environments of the UltraSONIC system used as the realistic target. A case study of implementing the FFT algorithm on the UltraSONIC system is discussed in section 5. Section 6 concludes this paper.

2 Related Work

There are many approaches to hardware/software codesign. Most focus on some particular stages in the design process such as system specification and modelling, partitioning and scheduling, compilation, system co-verification, cosimulation, and code generator for hardware and software interfacing. For example, Ptolemy [2] concentrates on hardware-software co-simulation and system modelling. Chinook [5] focuses on the synthesis of hardware and software interface. MUSIC [6], a multi-language design tools between SDL and MATLAB, is applied to mechatronic system. For embedded systems, CASTLE [7] and COSYMA [8] design environments are developed.

Codesign system specifically targeted for reconfigurable systems are PAM-Blox [4] and DEFACTO [3]. PAM-Blox is a design environment focusing on hardware synthesis to support PCI Pamette board that consists of five XC4000 Xilinx FPGAs. This design framework does not provide a complete codesign process. DEFACTO is an end-to-end design environment for developing applications mapped to configurable platform consists of FPGAs and a general-purpose microprocessor. DEFACTO concentrates on raising the level of abstraction to a higher level, and develop the parallelizing compiler technique to achieve optimizations on loop transformations and memory accesses. Although both PAM-Blox and DEFACTO are developed specifically for reconfigurable platforms, they
take no account of the existence of tasks in microprocessor. Consequentially, neither system is suitable for hardware/software codesign.

In this work, tasks can interchangeably be implemented in software or reconfigurable hardware resources. We suggest a novel way for task modelling and task management which will be described in details in the next section. We also present a novel idea of building infrastructure for dataflow-based applications implementing on this type of codesign system consisting of a single software resource (in the form of a microprocessor) and multiple reconfigurable hardware. Our approach is inherently modular and is suitable for implementing runtime reconfigurable designs.

3 System Architecture

Fig. 1 shows the hardware/software system model adopted in this work. We assume the use of a single processor (software) resource SW capable of multitasking, and a number of concurrent hardware processing elements PE0 to PEn, which are implemented on FPGAs. We employ a loosely coupled model with each processing element (PE) having its own single local memory. All system constraints such as shared resource conflicts, reconfiguration times (of the FPGAs) and communication times are all taken into account.

The assumptions used in our model are: 1) tasks implemented in each hardware PE are coarse grain tasks which may consist of one or more functional tasks (blocks, loops). 2) Each PE has one local memory, only one task can access the local memory at any given time. Therefore multiple tasks residing in a given PE must execute sequentially; however, tasks residing across different PEs can execute concurrently. 3) Tasks for a PE may be dynamically swapped in and out through dynamic reconfiguration. 4) A global communication channel is available for the processor and the PEs to communicate with each other. 5) Local
communication channels are available for neighboring PEs to communicate with each other in a pipeline ring.

Because of the reconfigurable capability of the hardware, we can build the hardware tasks very much like software tasks. In this way, the management of task scheduling, task swapping and task allocation can be done in a unified manner, no matter whether the task in question is implemented in hardware or in software. Concurrency is not affected as long as we map concurrent tasks onto separate PEs. Although conceptually different PEs are separate from each other, multiple PEs may be implemented on a single FPGA device.

3.1 Hardware Task Model

UltraSONIC is a reconfigurable computer system designed specifically for real-time video processing applications. In such an application domain, it is reasonable to assume that applications are dominated by dataflow behavior with few control flow constructs[12]. Algorithms can be broken down into tasks in coarse (or functional) granularity and are represented as a directed acyclic graph (DAG). Nodes in the graph represent tasks and edges represent data dependency between tasks. Each task is characterized by its execution time, resource occupied, and its communication cost with other tasks.

The tasks we implement on our system are assumed to conform the following restrictions:

- Tasks in the DAG are processed (once for each task) from top to bottom according to their precedence levels and priorities.
- Communication between tasks is always through local single-port memory.
- Task execution is done in three consecutive steps: read input data, process the data, and write the results. This is done repeatedly until input data stored in memory are all processed. Thus the communication time between memory and task while executing is considered to be a part of the task execution time [11].
- Exactly one task in a given PE is active at any one time. This is a direct consequence of the single port memory restriction. However, multiple tasks may run concurrently provided that they are mapped to different PEs. This is an improvement over the model proposed by others in [9].
- A task starts executing as soon as all the necessary incoming data from its sources have arrived. It starts writing outgoing data to destinations immediately after processing is completed [10].

4 The Design Environment

Fig. 2 depicts the codesign environment in our system. The system to be implemented is assumed to be described in some suitable high level language, which is then mapped to a DAG. Tasks are represented by nodes and communications by edges. The nodes are then partitioned into hardware or software tasks, and are
scheduled to execute in order to obtain the minimum makespan (total processing time). The partitioning and scheduling software used is adapted from tabu search and list scheduling algorithms reported earlier by the authors [13]. The algorithms are, however, modified to be compatible with this architectural model. A two-phase clustering algorithm is used as a pre-processing step to modify the granularity of the tasks in the DAG in order to improve the critical path delay, enable more task parallelism and provide results the achieve 13%-17% shorter makespan [15].

This group of algorithms, containing clustering, partitioning and scheduling, is collectively called the CPS algorithm for short. The CPS algorithm reads textual input files including DAG information and control information for clustering, partitioning and scheduling process. During this input stage, the user can optionally specify the type of tasks as software-only task, hardware-only task, or dummy task. A software-only task is a task that the user intentionally implements in software without exception, and similarly for a hardware-only task. Dummy tasks are either source or sink for inputting and outputting data respectively, and are not involved in any computation. In our system, we assume that input and output data are initially provided and written to the microprocessor.
memory. Unspecified tasks are then free to be partitioned, scheduled and bound to either hardware or software resources.

The result of the partitioning and scheduling process are the physical and temporal binding for each task. Note that in case of hardware tasks, they may be divided into many temporal groups that can either be statically mapped to the hardware resource, or dynamically configured during runtime.

We currently assume that software tasks are manually written in C/C++, while hardware tasks are designed manually in a HDL (such as Verilog) using a library-based approach. Once all the hardware tasks for a given PE are available, they are wrapped in a standard frame with a pre-designed circuit (xPETask, xPRegister and xPECcontrol) which is task independent. Commercially available synthesis and place-and-route tools are then used to produce the final configuration files for each hardware. Each task in this implementation method requires some hardware overhead to implement the task frame wrapper circuit. Therefore our system favours partitioning algorithms that generate coarse grain tasks.

The results from the partitioning and scheduling process, the memory allocator, the task control protocol, the API functions, the configuration files of hardware tasks, are used to automatically generate the codes for a task manager program that controls all operations in this system, such as dynamic configuration, task execution and data transfer. The resulting task manager is inherently multi-threaded to ensure that tasks are run concurrently.

4.1 The Task Manager Program

The center of our implementation is the task manager (TM) program running on the microprocessor (software) resource to manage both hardware and software tasks. This program controls the sequencing of all the tasks, the transfer of data and the synchronization between them, and the dynamic reconfiguration of the FPGA in the PEs when required. Fig. 3 shows the conceptual control view of the TM and its operation. The TM communicates with a local task controller on each PE in order to assert control. A message board is used in each PE to receive commands from the TM or to flag finishing status to the TM.

In order to properly synchronize the execution of the tasks and the communication between tasks, our task manager employs a message-passing, event-triggered protocol when running a process. However, unlike a reactive codesign system [16], we do not use external real-time events as triggers. Instead, we use the termination of each task or data transfer as event-triggers, and signaling of such events is done through dedicated registers. For example, in Fig. 3, messages indicating execution completion from tasks 1 are posted to registers inside PE0. The task manager program polls these registers, finds the message, then proceeds to the next scheduled task, in this case task 3. By using this method, tasks on each PE is run independently because the program operates asynchronously at the system level.
The Task Manager
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Fig. 3. The Task Manager control view

4.2 The UltraSONIC Reconfigurable Platform

The codesign described above is targetted for the UltraSONIC System [14]. UltraSONIC (see Fig. 4(a)) is a reconfigurable computing system designed to cope with the computational power and the high data throughput demanded by real-time video applications. The system consists of Plug-In Processing Elements (PIPEs) interconnected by local and global buses. The architecture exploits the spatial and the temporal parallelism in video processing algorithms. It also facilitates design reuse and supports the software plug-in methodology.

Fig. 4(b) shows how our codesign model is implemented in the UltraSONIC PIPE. The xPEcontrol implements the message passing protocol to control the operation of all the hardware tasks (xPETask) resident in this PIPE. The message board is implemented in xPEregister. The total hardware overhead of using the Task Manager is modest. It consumes around 10% of the reconfigurable resource on each PIPE (which is implemented on Xilinx’s XCV1000E).

5 An Example: FFT Implementation

In order to demonstrate the working of our system, we chose to implement the well known FFT algorithm. Although we can implement the algorithm for an arbitrary data length, we use an 8-point FFT implementation to illustrate the results of our codesign system. The DAG of an 8-point FFT can be straightforwardly extracted as shown in Fig. 5(a). Nodes 0, 1, 2 are used for arranging inputs data and are implemented as software-only tasks. Tasks 3 to 14 are butterfly computation nodes. The number shown inside the parenthesis (the second
Fig. 4. The hardware implementation in UltraSONIC architecture

Fig. 5. The DAG of 8-point FFT algorithm

number) on each edge is the number of data values needed for each iteration of the task. Each task is executed repeatedly until all data (shown as the first number on the edge) are processed. Initially in this DAG, the software execution times are obtained by profiling tasks on PC, while the hardware times and areas are obtained by using Xilinx development tools.

This DAG information is supplied to the CPS algorithm in our design environment (see Fig. 2) to perform automatic clustering, partitioning and scheduling. Parameters such as reconfiguration time, bus speed, FPGA size, are all based on the UltraSONIC system. The clustering algorithm produces a new DAG that contains tasks in higher granularity as shown in Fig. 5(b). These new tasks are then iteratively partitioned and scheduled. The computational part of
each of the hardware tasks are designed manually in Verilog and the software
tasks are written in C. Our tools then combine the results from the partitioning
and scheduling algorithms, wrap the hardware task designs automatically with
the standard task frame, and generate the task manager program.

Fig. 5(c) depicts the run-time profile of this implementation. Each column
represents activities on the available resources which are software tasks (SW),
and two hardware processing elements (PE0 and PE1). TM is the task man-
gerager program which is also running on the software resource. The execution of
this algorithm proceeds from top to bottom. It shows all the runtime activi-
ties including configuration (CFG), transferring data (TRF), events that trigger
task executions (EXE), the source of data (SRC), receiving data (DST) and the
executions of the tasks (A to E).

The FFT algorithm for different data window sizes are also tested on the
UltraSONIC system and are shown to work correctly. The method, although re-
quires some manual design steps, is very quick. Implementing the FFT algorithm
only took a few hours from specification to completion.

6 Conclusions

This paper presents a semi-automatic codesign environment for a system con-
sisting of single software and multiple reconfigurable hardware. It proposes the
use of a task manager to combine the runtime support for hardware and soft-
ware in order to improve modularity and scalability of the design. Partitioning
and scheduling are done automatically. Codes for software tasks are run in soft-
ware concurrently (using multi-threaded programming) with the task manager
program which is based on message-passing and event-triggered protocol. Imple-
mentation of the FFT algorithm on UltraSONIC demonstrates the practicality
of our approach.

Future work includes testing our codesign system with more complex appli-
cations, tools to map behavioral or structural descriptions to DAG automatically
and to improve the task management environment so that external asynchronous
real-time events can also be handled.
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Abstract. This paper proposes modifications to standard island-style FPGAs that provide interconnect capable of scaling at the same rate as typical netlists, unlike traditionally tiled FPGAs. The proposal uses a logical third and fourth dimensions to create increasing wire density for increasing logic capacity. The additional dimensions are mapped to standard two-dimensional silicon. This innovation will increase the longevity of a given cell architecture, and reduce the cost of hardware, CAD tool and Intellectual Property (IP) redesign. In addition, extra-dimensional FPGA architectures provide a conceptual unification of standard FPGAs and time-multiplexed FPGAs.

1 Introduction

Island-style FPGAs consist of mesh interconnection of logic blocks, connection blocks and switchboxes. Commercial FPGAs from vendors such as Xilinx are implemented in an island-style. One advantage of island-style FPGAs is that they are completely tileable. A single optimized hardware tile design can be used in multiple products all with different capacity, pin count, package, etc., allowing FPGA vendors to build a whole product line out of a single relatively small design. The tile also simplifies the CAD tool development effort. The phases of technology mapping, placement, routing and configuration generation are all simplified by the regularity and homogeneity of the island-style FPGA. Finally, these tiled architectures are ammenable to a re-use based design methodology. A design created for embedding in larger designs, often called a core, can be placed to any location within the array, while preserving routing and timing characteristics.

The inherent problem with tiled architectures is that they do not scale to provide the interconnect typical of digital circuits. The relationship of design interconnect and design size is called Rent’s rule. This relationship is described in [12], where it is shown that a partition containing \( n \) elements has \( Cn^p \) pins either entering or leaving the partition. The quantity \( p \), which is known as the Rent exponent, has been empirically determined to be in the range from 0.57 to 0.75 in a variety of logic designs. In a tiled architecture, the number of logic elements in any square bounding box is proportional to the number of tiles contained in the square, and the number of wires crossing the square is proportional to the perimeter of the square. Therefore, in a traditional tiled architecture, the interconnect is a function of the square root of the logic capacity, and the “supplied”
Rent exponent is 1/2. Supply therefore can never keep up with interconnect demand, and at some point a tiled architecture will fail to have enough interconnect.

Commercial vendors have recognized this phenomenon. Succeeding generations of FPGAs always have more interconnect per logic block. This has the effect of keeping up with the Rent exponent by increasing the constant interconnect associated with each tile, i.e. increasing the $C$ term in Rent’s formula. There are several problems with this solution. First, it requires that the tile must be periodically redesigned, and all the CAD tools developed for that tile must be updated, tested and optimized. Second, all the cores designed for an early architecture cannot be trivially mapped to the new architecture.

What would be preferable would be to somehow scale the amount of interconnect between cells, while still providing the benefits of a tiled architecture, such as reduced hardware redesign cost and CAD tool development. This is impossible in conventional island-style FPGAs because they are two-dimensional, which means that the Rent exponent of supplied interconnect is fixed at one half. This paper proposes a new island-style architecture, based on three- and four-dimensional tiling of blocks, that can support Rent exponents greater than 0.5 across an entire family of FPGAs.

Three-dimensional FPGAs have been proposed frequently in the literature [1, 2, 8, 13, 14], but commercial three-dimensional fabrication techniques, where the transistors are present in multiple planes, do not exist. An optoelectrical coupling for three-dimensional FPGAs has also been proposed in [6], but there are no instances of such couplings in large commercial designs as yet. Four-dimensional FPGAs face even greater challenges to actual implementation, at least in this universe. Therefore, this paper proposes ways to implement three- and four-dimensional FPGAs in planar silicon technology. Surprisingly, these two-dimensional interconnect structures resemble double and quad interconnect lines provided in commercial island-style FPGAs, albeit with different scaling behavior.

2 Architecture

Extra-dimensional FPGAs can provide interconnect that matches the interconnect required by commercial designs and that scales with design size. This section describes how these extra dimensions provide scalable interconnect. Possible architectures for multi-dimensional FPGAs are discussed in the context of implementation on two-dimensional silicon. Three- and four-dimensional FPGA architectures are proposed, which will be the subject of placement and routing experiments performed in subsequent sections.

As discussed previously, a 2-D tiled FPGA provides a Rent exponent of 1/2 because of the relationship of the area and perimeter of a square. In a three-dimensional FPGA, assuming that all dimensions grow at an equal rate, the relationship between volume and surface area is governed by an exponent of 2/3. Therefore in a perfect three-dimensional FPGA, the supplied interconnect has a
Fig. 1. Two and three dimensional interconnect points: as shown in (a) a CLB in a 2D mesh must connect to 4 wires. A CLB in a 3D mesh must (b) connect to twelve points. The proposed architecture has 2D CLBs interconnected to the squares in a 3D mesh.

Rent exponent of 2/3. By extension, the Rent exponent for a four-dimensional architecture is 3/4.

There are many ways to construct an extra-dimensional FPGA. A conventional island-style FPGA can be envisioned as an array of CLBs, each of which is surrounded by a square of interconnect resources. The CLB connects to each of the edges of the square that surrounds it, as shown in Figure 1(a). By extension, a 3-D FPGA would have a three dimensional interconnection mesh, with CLBs located in the center of the cubes that make up this mesh. Each CLB would have to connect to all twelve edges of the cube, as illustrated in Figure 1(b). This entails a three-fold increase in the number of places that CLB IOs connect, which either means greater delay, greater area, and perhaps worse placement and routing. In addition, this “cube” interconnect is very difficult to lay out in two-dimensional silicon. In a four-dimensional FPGA, the CLB would have to connect to thirty-two of the wires interconnecting a hypercube in the mesh, and is even harder to lay out in two dimensions.

An alternative proposal is to allow CLBs to exist only on planes formed by the \( x \) and \( y \) dimensions. These CLBs only connect to wires on the same \( xy \) plane. A multi-dimensional FPGA is logically constructed by interconnecting planes of two-dimensional FPGAs, as illustrated in Figure 1(c). This keeps the the number of IOs per CLB equal to conventional FPGAs, while still providing the benefits of an extra-dimensional FPGA.

In our proposed architecture, two adjacent \( xy \) planes of CLBs are interconnected by the corresponding switch boxes. For example, in a logically three-dimensional FPGA, the switch box at \((x, y)\) in plane \(z\) is connected to the switch box at \((x, y)\) in plane \(z+1\) and plane \(z-1\). Such a three-dimensional switchbox architecture was used in [1].

A problem with these extra-dimensional switch boxes is the increased number of transistors necessary to interconnect any wire coming from three or four dimensions. When four wires meet within a switch box, coming from all four directions in a two-dimensional plane, six transistors are necessary to provide any interconnection. With three dimensions, six wires come from every direction,
requiring 15 transistors to provide the same flexibility of interconnect. With
four dimensions, 28 transistors are necessary at each of these switch points. We
will assume that extra-dimensional switch boxes include these extra number of
transistors. We will later show that this overhead is mitigated by the reduction
in channel width due to extra-dimensional interconnect. It is worth noting that
there are only 58 possible configurations of switch point in a 3D switch box,¹ and
248 possible configurations of a 4D switch point. Therefore the amount of config-
uration for these switch points could potentially be significantly reduced to six
or eight bits. It is also possible that all 15 or 28 transistors are not necessary to
provide adequate interconnect flexibility. Future work will explore optimizations
of the switch box architectures for extra-dimensional FPGAs.

Fig. 2. Three dimensional FPGA in two dimensions: This particular FPGA is a 3 x 3
x 2 array of CLBs. There are IOs around the periphery. Switch Blocks are labelled “S”
and CLBs are labelled “L”. Connections between xy planes take place in the diagonal
channels between switch boxes. All lines in this figure are channels containing multiple
wires.

Figure 2 and Figure 3 show feasible layouts for three- and four-dimensional
FPGAs in two-dimensional silicon. The four-dimensional layout is particularly
interesting, because it allows for close interconnections between neighboring
CLBs, and because it is symmetric in both x and y dimensions. The most inter-
esting aspect of the four-dimensional FPGA is how the interconnect resembles
the interconnect structure of commercial island-style FPGAs. Particularly, the
interconnections between different xy planes resemble the double and quad lines

¹ This is determined by $1 + \binom{6}{2} + \binom{6}{3} + \binom{6}{4} + \binom{6}{5} + \binom{6}{6} = 58$
in Xilinx 4000 and Virtex FPGAs. These lines skip across a number of CLBs, in order to provide faster interconnect over long distance.

The primary difference between the traditional island-style with double and quad lines and the proposed 4D FPGA is that the length of the long wires increases when the size of the \(xy\) plane increases. This is the key to providing scalable interconnect. The length of wires in the two-dimensional implementation of the 4D FPGA increases as the logical size of the device increases. This does mean that the delay across those long wires is a function of the device size, which presents an added complication to timing-oriented design tools. Fortunately, interconnection delay in commercial FPGAs is still dominated by the number of switches in any path and not the length of the net.  

The assumption that the physical channel width is proportional to the number of wires passing through that channel leads to the conclusion that the four-dimensional FPGA in Figure 3 would be much larger than the two-dimensional FPGA with the same number of CLBs. In real FPGA layouts however, the largest contributor to channel width is the number of programmable interconnect points in the channel, and the width of the switch box. Because these points require one to six transistors, they are much larger than the minimum metal pitch. Most wires in the channel of the four-dimensional FPGA do not contact any interconnect points however. These wires can be tightly routed at a higher level of metal, and may only minimally contribute to total channel width.

\footnote{The increasing “logical length” of these lines may also be counter-acted to some extent by the scaling of technology.}
A second substantial difference between the proposed 4D FPGA and the traditional island-style FPGA is that in the commercial FPGA, the local connections are never interrupted. In the 4D FPGA, there is no local interconnection from the boundary of one $xy$ plane to the corresponding boundary of the adjacent $xy$ plane. The reason for this is to provide for tiling of IP blocks. Suppose we want to use a four-dimensional core in a four-dimensional FPGA. To guarantee that this core will fit in this FPGA, all four dimensions of the core must be smaller than the four dimensions of the FPGA. If there are local connections between $xy$ planes, that cannot be guaranteed. A core that was built on a device with $x = 3$, and which used local connections between two $xy$ planes would only fit onto other devices with $x = 3$.

The next section will describe an experiment that compares the scaling of interconnect in two- and four-dimensional FPGA. First, Rent’s rule is demonstrated by measuring how the channel width of a two-dimensional FPGA increases as the size of the design increases. When the same suite of netlists is placed and routed on an 4D FPGA, the channel width remains nearly constant.

3 Experimental Evaluation

In order to demonstrate the effectiveness of extra-dimensional FPGAs, a large set of netlists have been placed and routed on both two- and four-dimensional FPGAs. The minimum channel width required in order to route these designs is compared. In the two-dimensional FPGA, the channel width grows with respect to the logical size of the design. The four-dimensional FPGA scales to provide exactly the required amount of interconnect, and channel width remains nearly constant regardless of the design size.

A significant obstacle to performing this experiment was to acquire a sufficiently large set of netlists in order to make conclusions based on measured data. Publicly available circuit benchmark suites are small, both in the number of gates in the designs, and the number of designs in the suites. In this paper we use synthetic netlists generated by the CIRC and GEN tools [10, 11]. CIRC measures graph characteristics, and has been run on large sets of commercial circuits. GEN constructs random netlists that have the same characteristics as the measured designs. We used the characteristics measured by CIRC on finite state machines to generate a suite of 820 netlists ranging from 20 to 585 CLBs.

The placement and routing software we will use is an extended version of the VPR tool [3]. The modifications to this software were relatively simple. The placement algorithm is extended to use a multi-dimensional placement cost. The cost function is a straight-forward four-dimensional extension of the two-dimensional cost, which is based on the RISA cost function [4]. The cost of routing in the two additional dimensions is scaled by a small factor to encourage nets to be routed in a single $xy$ plane.

The logic block architecture used for this experiment is the standard architecture used in VPR. This architecture consist of a four-input lookup table (LUT) and a bypassable register. The switch box architecture is the Xilinx-type (also
VPR works by first placing the design, and then attempting to find the minimal channel width that will allow routing of the design. It performs a binary search in order to find this minimal channel width. The results of routing the netlist suite on the two-dimensional and four-dimensional architecture are shown in Figure 4, which plots the maximum channel width versus the netlist size in CLBs. The best-fit power graph has been fit to this data, showing an exponent of 0.28 for the two-dimensional FPGA. As shown in [7] and [9], this indicates the Rent exponent of these designs is approximately $0.28 + 0.5 = 0.78$, which is large, but possibly reasonable for the design of an FPGA architecture.

Even a four dimensional FPGA cannot provide interconnect with a Rent exponent of 0.78. In our experiment, the extra dimensions of the FPGA scale at one-eighth the rate of the $x$ and $y$ dimensions. If the $x$ and $y$ dimensions are less than eight, there is no other extra dimensions to the FPGA (the FPGA is simply two-dimensional). With $x$ or $y$ in the range of 8 to 16, there are two planes of CLBs in each of the extra dimensions.

The channel width for the four-dimensional FPGA, as shown in Figure 4 is comparatively flat across the suite of netlists. Figure 5 demonstrates the effectiveness of the technique by showing total wire length, in channel segments, for each design. When fit to a power curve, the two dimensional FPGA exhibits a much larger growth rate than the four dimensional FPGA. Superlinear growth of wire length was predicted by [7] as a result of Rent’s rule. The four dimensional FPGA evidences a nearly linear relationship between wire length and CLBs, indicating that the supply of interconnect is keeping pace with the demand.

As mentioned in previously, the four dimensional switch box might have more than four times more bits per channel compared to the two dimensional switch box. Table 1 shows the number of configuration bits necessary to program the interconnect for a two- and four-dimensional FPGA with 576 CLBs. Using our data from the previous experiments, we have assumed a channel width of twelve for the two-dimensional FPGA, and six for the four-dimensional FPGA. Con-
Wire Length vs. CLBs
Four Dimensional FPGA

\[ W = 3.72^{(\text{CLBs})} \times 1.1247 \]

![Graph showing wire length vs. CLBs for Four Dimensional FPGA](image1)

Fig. 5. Wirelengths for Two- and Four-dimensional FPGAs

Table 1. Computation of configuration bits required for large two- and four-dimensional FPGAs. The larger number of bits per switch point the four-dimensional FPGA is countered by the reduced channel width. If the switch point configuration is encoded with sixteen bits, there is no configuration overhead.

<table>
<thead>
<tr>
<th>FPGA Dimensions</th>
<th>Channel Width</th>
<th>Switch Point Bits</th>
<th>Total Switchbox Bits</th>
<th>Total Channel Bits</th>
<th>Total Config Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 x 12 x 12 x 2</td>
<td>6</td>
<td>16</td>
<td>55,296</td>
<td>13,824</td>
<td>69,120</td>
</tr>
<tr>
<td>2 x 12 x 12</td>
<td>6</td>
<td>28</td>
<td>96,768</td>
<td>13,824</td>
<td>110,592</td>
</tr>
<tr>
<td>24 x 24</td>
<td>12</td>
<td>6</td>
<td>41,472</td>
<td>27,648</td>
<td>69,120</td>
</tr>
</tbody>
</table>

Considering both switch box and connection box bits, the four-dimensional FPGA requires 60% more configuration bits. If we can control the four-dimensional switch point with just sixteen bits, then the reduction in channel width completely compensates for the more complex switch point.

Four-dimensional FPGAs provide scalable interconnect across a wide suite of netlists. Required channel width can remain constant across a large family of devices, allowing the hardware and CAD tool development efforts to be amortized over many devices, and reducing the waste of silicon in smaller devices.

4 Time Multiplexing and Forward-Compatiblity

Since their proposal [5, 15, 17], time-multiplexed FPGAs have been thought of as fundamentally different creatures from standard FPGAs. The Xilinx and Sanders FPGAs operate by separating every logical cycle into multiple microcycles. Results from a micro-cycle are passed to subsequent micro-cycles through registers.

Time-multiplexed FPGAs could also be constructed using a three-dimensional FPGA architecture like that shown in Figure 2. Micro-registers would be inserted on the inter-plane connections that exist between switchboxes. The number of registers between planes would correspond to the channel width, which allows it to be designed to provide scalable interconnect.
By viewing time as a third dimension, the scheduling task can be accomplished within the scope of a three dimensional placement algorithm. All combinatorial paths must go from a previous configuration, or plane, to a future one, and not vice-versa. Therefore real logical registers must be placed in a configuration that is evaluated after its entire fanin cone. This is conceptually much simpler than the separated scheduling and place-and-route phases implemented in [16].

5 Conclusions

This paper discussed the benefits of three- and four-dimensional FPGAs, and their implementation in conventional two-dimensional silicon. Primary among the benefits is the ability to provide interconnect that scales at the same rate as typical netlists. Four dimensional FPGAs resemble the double and quad lines in commercial FPGAs, although the key to providing scalable interconnect is to increase the length of those lines as the device grows.

References


Using Multiplexers for Control and Data in D-Fabrix

Tony Stansfield

Elixent Limited, Castlemead, Lower Castle Street, Bristol, United Kingdom
tony.stansfield@elixent.com

Abstract. This paper describes the use of dynamically controlled multiplexers in the Elixent D-Fabrix Reconfigurable Algorithm Processor (RAP) for both datapath functions and to implement simple logic functions for control circuits.

1 Introduction

Reconfigurable computing applications can be viewed as consisting of a mixture of control and datapath blocks. These two types of blocks have different characteristics, in particular the datapath blocks process word-based data and the control blocks manipulate bits. Applications vary in the relative amounts of control and datapath that they contain. At one extreme are DSP functions such as the discrete cosine transform (DCT) that can be expressed as almost 100% datapath, and at the other are control intensive tasks such as searching, sorting, and boolean satisfiability.

The majority of implementation approaches for reconfigurable computing use the same hardware for both control and datapath. Typically, FPGAs provide the hardware, and their bit-based lookup tables (LUTs) are used to construct both the bit-oriented control logic and the word-based datapaths. The use of LUTs to construct a datapath is an inefficient use of the underlying silicon resources, as it fails to exploit the repetitive nature of the datapath – all bits in the word are processed in the same way and could therefore share the same control state.

An alternative implementation approach is to use a Reconfigurable Computing device (such as Elixent’s D-Fabrix Reconfigurable Algorithm Processor) that consists of an array of word-based processing elements – in the case of D-Fabrix all the processing units are designed to handle 4-bit quantities and can be easily combined for larger words. Here there is the opposite problem to the FPGA case – the basic units are designed for the implementation of datapaths and lose efficiency when used to process 1-bit control signals – and if this efficiency loss becomes too great then the overall solution would be no better than the FPGA-based approach.

This paper describes the dedicated multiplexers in D-Fabrix, and how they can be used to assist with the implementation of control structures. The next section describes the kinds of control structures that may be encountered in applications and ways of implementing them as gates. Later sections then describe the D-Fabrix array, and ways to implement these structures on it. This is followed by an assessment of the ability of software to efficiently target the available hardware resources, and a comparison of the current work with previous work on heterogeneous architectures.
2 Types of Control Structures

Control can be divided into three parts:

- Control of the flow of data, as expressed in the C/Java conditional assignment operator: 
  \[ a = b \ ? \ c \ : \ d; \]
- Control of the flow of program control, as typified by programming language constructs such as 
  \[ \text{if}(\text{expr}) \] and \[ \text{while}(\text{expr}), \] and:
- Calculation of the expressions with Boolean results that are inputs to these control circuits (the \( b \) and \( \text{expr} \) in the above examples)

The control of the flow of data can be implemented with multiplexers, choosing between 2 (or more) word-wide data inputs.

Page and Luk [1] have described circuits that can be used to implement the flow of program control. Every program statement that affects control flow results in the creation of a simple sequential circuit that waits for a “start” token from a preceding statement and passes the token to an appropriate successor. For instance, in the case of an \[ \text{if}...\text{then}...\text{else}... \] statement the token is passed to one branch or the other depending on the result of evaluating the condition. The overall circuit created by combining the individual circuits from the individual statements is effectively a distributed state machine with a one-hot encoding. The token is represented as a single bit, propagated from stage to stage on a single wire. The logic gates that control the path of the token are all either AND gates, OR gates or inverters, and (with the exception of the wide OR gates used to merge tokens after branches and \text{PAR} statements) are all 1 or 2 input gates.

This distributed state machine is one source of the control inputs of the data multiplexers. The other possible source is an expression that produces a single bit result – such as a comparison (\( A == B \), \( A > B \) etc.).

3 D-Fabrix Architecture

The D-Fabrix architecture is an evolution of the Chess architecture [2] developed by Hewlett-Packard Laboratories. It shares with Chess the following features:

- The basic processing elements are 4-bit ALUs, each with:
  - Two 4-bit data inputs, A and B
  - One 4-bit data output, F
  - 1-bit Cin (input) and Cout (output) terminals to create carry chains linking ALUs to process wider words
  - A 4-bit instruction input, I. The ALU operation can be set either statically (via an internal configuration register) or dynamically (through the instruction input).
  - An optional output register on the 4-bit data output.
- The routing network propagates data as 4-bit quantities:
  - All routing buses are 4-bit buses
  - All routing switches connect two 4-bit buses
  - 1-bit data (carry and control) is carried in the LSB of a 4-bit word.
There are direct 1-bit connections between Cin and Cout of neighboring ALUs, separate from the main routing network.

- ALUs and switchboxes are arranged in a checkerboard pattern.
- ALUs and switchboxes are paired, and share some common signals within the pair.
- Switchboxes contain additional 4-bit registers that can be used to pipeline applications.

The operations performed by the ALU are of four basic types:

- Arithmetic operations (using Cin and Cout as a carry chain):
  - ADD: F = A + B + Cin
  - SUB: F = A – B + Cin

- Bitwise logical operations, such as:
  - AND: F = A & B
  - OR: F = A | B
  - XOR: F = A ^ B
  - NOT: F = ~A

- Multiplexer operations (with Cout = Cin in all cases):
  - MUX: F = Cin ? A : B
  - INVMUX: F = Cin ? ~A : ~B

- Comparison and test operations:
  - NEQ: Cout = (A == B) ? Cin : 1
    When Cin = 0, Cout is 0 if A is equal to B and 1 otherwise.
  - ORAND: Cout =(A&B == 0)? Cin : 1
    When Cin = 1, Cout is 1 only if the AND of A and B is not 0. This is equivalent to an AND of A and B, followed by an OR reduction.

Less-than and Greater-than functions are available via the carry output of an appropriate subtraction.

Fig. 1. Simplified diagram of logic in D-Fabrix ALU and Switchbox pair
There is however one significant difference between D-Fabrix and Chess, which is illustrated in figure 1. The multiplexers that select signals from the routing network to pass to the pipeline registers were statically configured in Chess, but D-Fabrix allows them to be dynamically controlled, using either the ALU Cout or a signal from the routing network as the multiplexer control signal. The sources of dynamic control for these multiplexers (normally referred to as “Switchbox Multiplexers” due to their being located in the switchbox) are broadly equivalent to those of the ALU Cin – either Cout from a nearby ALU or a signal from the global routing network.

These dynamic switchbox multiplexers are in addition to the MUX instruction of the ALU. It is possible to use both the switchbox multiplexers and the ALU as a multiplexer simultaneously, all controlled by the same signal, so that a single ALU and switchbox pair can implement a multiplexer for up to 12-bit data inputs.

This change to dynamic switchbox multiplexers has resulted in a slight overall increase in the area of the combined ALU and switchbox. This increase is due to the addition of the circuits that select the control inputs to the switchbox multiplexers and their configuration memories – the switchbox multiplexers themselves were already present, but with only static control. The area increase due to this change is no more than 10%. Compared to an ALU a switchbox multiplexer is one-third of the size, has half the propagation delay and 40% of the power dissipation. (Area comparisons are based on the Chess and D-Fabrix layouts, speed and power comparisons on spice simulation of the D-Fabrix circuit). Consequently, there are significant gains in area, speed and power dissipation to be made if an application can use these dedicated multiplexers instead of ALUs.

4 Multiplexer-Based Control

Multiplexers can be used to implement simple logic functions of two 1-bit inputs. Table 1 lists all 16 Boolean functions of up to 2 inputs, and possible implementations constructed from a multiplexer controlled by one of the function inputs, and with the multiplexer data inputs being connected to either a constant or the other function input.

<table>
<thead>
<tr>
<th>Function</th>
<th>Implementation</th>
<th>Function</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>A ? 0 : 0</td>
<td>1</td>
<td>A ? 1 : 1</td>
</tr>
<tr>
<td>A &amp; B</td>
<td>A ? B : 0</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>!A &amp; B</td>
<td>A ? 0 : B</td>
<td>!A</td>
<td>B</td>
</tr>
<tr>
<td>!A &amp; !B</td>
<td>(NOR)</td>
<td>!A</td>
<td>!B</td>
</tr>
<tr>
<td>A</td>
<td>A ? 1 : 0</td>
<td>B</td>
<td>B ? 1 : 0</td>
</tr>
<tr>
<td>!A</td>
<td>A ? 0 : 1</td>
<td>!B</td>
<td>B ? 0 : 1</td>
</tr>
<tr>
<td>A^B</td>
<td>(XOR)</td>
<td>!A^B</td>
<td>(NXOR)</td>
</tr>
</tbody>
</table>

Of these 16 functions, four are trivial (0, 1, A and B), and can be implemented without a multiplexer, eight have multiplexer-based implementations and four do not.
These four are NAND, NOR, XOR and NXOR. A simple logic optimization pass can commonly turn NAND and NOR into other AND and OR-type functions, so it is only XOR and NXOR that are difficult to implement in a compact form with multiplexers.

Historically, Actel's antifuse-based FPGA families [9] have used multiplexers as the basis of their logic elements. Actel used multiplexers with 1-bit data and control inputs, but it is also possible to use larger multiplexers in the same way, with some of the available data bits being unused if necessary. The D-Fabrix switchbox multiplexers can therefore be used to construct 2-input logic gates, with one of the inputs connecting to the control input of the multiplexer and the other to one of the data inputs. Only one of the four available data bits is used, but since multiplexers are much smaller than ALUs it is more area efficient to use the multiplexers for this purpose than to use an ALU.

The control flow circuits referred to in section 2 are all constructed from AND and OR gates, some with inverters on their inputs. It can be seen from table 1 that such functions all have multiplexer-based implementations. Thus it appears that both the data flow and the program control flow aspects of control can be converted into arrangements of multiplexers controlled by the outputs of expressions with Boolean results. Figure 2 illustrates the use of the switchbox multiplexers for controlling the flow of (a) data and (b) application control. Figure 2(b) is an implementation of the circuit shown in figure 4 of [1]. Both 2(a) and 2(b) consist of two parts—a group of ALUs that compute a Boolean function of their word-wide inputs, and a group of multiplexers whose control input is driven by Cout from one of the ALUs. All test operations computed by the ALUs produce their Boolean result on Cout, and (as shown in figure 1) D-Fabrix has direct support for Cout to multiplexer control connections.

![Diagram](image-url)

Fig. 2. Use of multiplexers to route (a) data and (b) application control
Furthermore, many of the control expressions themselves contain subexpressions that can be implemented with 2-input gates. For example, consider the expression:

\[ Z = (A_1 \neq B_1) \& (A_2 \neq B_2) \]

The two comparisons are both functions of word-based data, but the AND that combines them is a function of single-bit inputs, and can therefore be implemented with a multiplexer. Figure 3 shows such an implementation of this expression.

![Diagram](image)

\[ Z = (A_1 \neq B_1) \& (A_2 \neq B_2) \]

5 Other Uses of Multiplexers

The switchbox multiplexers have other uses beyond the ones mentioned above. Some of these uses are described below.

5.1 1-Bit to 4-Bit Gateway

Figure 1 shows direct connections from the 4-bit routing network to the multiplexers that select among 1-bit signals to provide both the ALU Cin and the switchbox multiplexer control signals. These direct connections allow the least-significant bit of a 4-bit bus to be used as the source of these signals. The switchbox multiplexers can be used to provide the opposite 1-bit (i.e. Cout) to 4-bit connection. If the multiplexer has as its data inputs the binary constants 0000 and 0001 then its function is:

\[ Z = \text{Cout} \ ? \ 0001 : 0000 = 000<\text{Cout}> \]

i.e. the output is a 4-bit version of the multiplexer control input. Such a use of the multiplexer is illustrated in the upper half of figure 3. It is possible to produce other functions of Cout simply by using different input constants for the multiplexers. For example:
Z = Cout \? 0000 : 0001 = 000<~\text{Cout}>
Z = Cout \? 1111 : 0000 = \text{<Cout><Cout><Cout><Cout>}
i.e. a 1-bit inverse of Cout, or a 4-bit version.

5.2 Register Control

The switchbox multiplexers are located at the inputs of the switchbox registers. This makes them easy to use to add control options to the registers, such as reset and enable, as illustrated in figure 4.

This usage is more flexible than having a dedicated reset connection to the register, as it is possible to change the reset value of the register by changing the constant supplied to the multiplexer input.

![Fig. 4. Use of Multiplexers for register reset and enable](image)

6 Software Support

Preceding sections have described the D-Fabrix hardware architecture. In this section we consider the ability of software to make use of the hardware.

Table 2 shows the relative proportions of the different types of ALU operations generated by the Elixent verilog compiler on 5 different stages of a JPEG encoder. JPEG is used as an example here because:

a) It is a widely used (and understood) example, and
b) It contains some sections that are almost all datapath (such as the DCT), and others that have a significant amount of control logic.

It therefore provides a reasonable test of an architecture’s ability to handle both datapath-intensive and control-intensive designs.

Table 2 shows that the compiler consistently generates a high proportion of multiplex operations. Between 40% and 60% of operations are multiplexers. The variation in the proportion of multiplexers is lower than that for the other types of instruction – the maximum percentage is 1.5 times the minimum for multiplexers, more than twice the minimum for arithmetic operators and greater still for test and bitwise logic operations.
Table 2. 4-bit Operation Usage in JPEG Encoder

<table>
<thead>
<tr>
<th>Block</th>
<th>Arithmetic</th>
<th>Multiplex</th>
<th>Test</th>
<th>Bitwise Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fmerge</td>
<td>35.7%</td>
<td>42.9%</td>
<td>14.3%</td>
<td>7.1%</td>
</tr>
<tr>
<td>FDCT</td>
<td>35.1%</td>
<td>59.3%</td>
<td>4.0%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Quantize</td>
<td>51.1%</td>
<td>42.1%</td>
<td>6.8%</td>
<td>0%</td>
</tr>
<tr>
<td>Zigzag</td>
<td>19.0%</td>
<td>42.9%</td>
<td>31.0%</td>
<td>7.1%</td>
</tr>
<tr>
<td>Ent&amp;Pack</td>
<td>21.9%</td>
<td>57.2%</td>
<td>8.2%</td>
<td>12.7%</td>
</tr>
</tbody>
</table>

This result is not specific to JPEG. When measured across a larger set of benchmarks the fraction of operators that can be implemented with a multiplexer typically lies in the 40% to 70% range. The extremes of this range are represented at the high end by applications with a large amount of bit manipulation (such as DES, and an arithmetic codec for JPEG2000), and at the low end by multiplication intensive pure datapath functions (such as a CDMA matched filter). This is in accordance with expectation based on the description of multiplexer usage given above.

Given that multiplexers account for 40% – 70% of an application, it is clear that the switchbox multiplexers have a net positive impact on array density. If all the multiplex operations had to be implemented with ALUs then an array would need between 1.6 and 3 times the number of ALUs for the same application. Compared with this the 10% area increase required to make the multiplexers dynamic rather than static is a significantly smaller cost. There are also gains in speed and power dissipation as a result of the use of multiplexers instead of ALUs for large parts of an application.

The array is constructed with 2 multiplexers per ALU, corresponding to 66% of the processing resources in the array. This ratio means that for almost all applications the number of ALUs is the limiting factor, not the number of multiplexers. If the ratio was increased to 3 multiplexers per ALU the majority of the extra multiplexers would be unused in almost all applications.

7 Comparison to Other Work

The D-Fabrix architecture as described above can be categorized as a “Spatially Uniform Heterogeneous Array” – heterogeneous in that it contains two distinct types of processing element (ALUs and multiplexers), but spatially uniform in that the array is a regular arrangement of these two types of resource (it does not have distinct large groups of ALUs, and of multiplexers). Previously published work on heterogeneous arrays falls into two main classes:

- Studies of the impact of using two or more different sizes of LUT [3][4]. The use of embedded RAMs as supplementary logic when not used as memory [5] can be regarded as a special case of this category.
- Studies of arrays containing both LUTs and product term arrays [6][7][8].
Neither of these categories is directly relevant to the current work:

- **D-Fabrix** has two types of logic element, but they differ in the functionality that they provide, not in the number of inputs.
- **Product-term arrays** generate multiple functions of the same inputs, whereas both the ALUs and Multiplexers in D-Fabrix generate a single function of independent inputs.

The key difference between D-Fabrix and these other examples is that the two types of processing element are chosen so that the functionality provided by one (the multiplexer) is a subset of that of the other (the ALU). This greatly simplifies the main problem identified in the earlier work – the increased complexity of synthesis and/or technology mapping due to the need to decide which parts of the application to map to the different types of processing element. Since the multiplexers provide a subset of the ALU functionality, the synthesis process need only target the ALUs, and placement can then determine whether a given multiplexer in the netlist maps to an ALU or a switchbox multiplexer. The only change made to the synthesis process is a modification of some logic optimization rules so that simple gates are converted to their multiplexer-based equivalents.

It is worth noting that although the D-Fabrix architecture described in this paper is significantly different to the arrays containing LUTs of two different sizes considered by He and Rose [3], the basic conclusion is the same – a heterogeneous array offers better density than a comparable homogeneous array.

The reasoning behind these similar conclusions is also the same. In [3] an array of mostly 4-input LUTs (4-LUTs) with some 2-LUTs is shown to be more efficient than a homogeneous array of 4-LUTs. The explanation given for this is that applications often contain functions with fanout greater than 1 but only a small number of inputs, and these are the functions that map well onto the 2-LUTs. In effect there is a significant fraction of the application for which the 4-LUT provides more logic than necessary, and the removal of this overhead results in a more compact solution. In the current case, an array of multiplexers and ALUs is denser than an array of ALUs alone, again because there is a significant fraction of the target applications for which the ALU provides more functionality than required, and so a simplified functional unit targeted at the needs of this fraction results in an increase in density.

### 8 Summary

This paper has described how the addition of dynamic multiplexers to an ALU array provides an overall improvement in performance and density. These multiplexers are used for both data manipulation and to implement simple 2-input gates to process control signals, and account for around half of the total logic required. Since multiplexers are smaller and faster than ALUs there is a net reduction in both area and delay, and software is easily able to make good use of this mixture of ALUs and multiplexers.
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Abstract. ASIC designs are becoming increasingly unaffordable due to rapidly increasing mask costs, greater manufacturing complexity, and the need for several re-spins to meet design constraints. Although FP-GAs solve the NRE cost problem, they often fail to achieve the required performance and density. A Via-Patterned Gate Array (VPGA) that combines the regularity and design cost amortization benefits of FP-GAs with silicon area and power consumption comparable to ASICs, was presented in \cite{1}. The VPGA fabric consists of a regular interconnect architecture laid on top of an array of patternable logic blocks (PLBs). Customization of the logic and interconnect is done by the placement or removal of vias at a subset of the potential via locations. In this paper, we propose four heterogeneous PLBs for via-patterned fabrics and explore their performance, density and fabric utilization characteristics across several applications. Although this analysis is done in the context of the VPGA fabric, the proposed heterogeneous PLBs and the experimental methodology can be employed for any embedded programmable fabric.

1 Introduction

Application Specific Integrated Circuits (ASICs) consist of pre-designed logic cells and up to seven layers of metal wiring. The high degree of flexibility in placement and routing of the cells necessitates unique, customized masks for all fabrication layers. With shrinking feature sizes and increasing design complexity, mask costs and design costs for re-spins are becoming prohibitively expensive. As a result, programmable fabrics like Field Programmable Gate Arrays (FP-GAs) are becoming increasingly attractive. Unlike ASICs, FPGAs amortize design costs across several applications and enhance manufacturability via greater layout regularity. However, FPGAs are at least three times slower and require at least ten times as much die area as ASICs. The area overhead is due to the island style topology in which the interconnect is placed adjacent to the logic array. The performance penalty is due to the RC delays of the SRAM controlled pass transistors in the interconnect switchboxes, and the SRAM based LUTs in the PLBs.

A Via-Patterned Gate Array \cite{1} is a novel, regular fabric that bridges the cost-performance gap between ASICs and FPGAs. Like an FPGA, a VPGA
consists of an array of PLBs, and a fixed interconnect architecture. However, 
there are two key differences: First, the routing architecture is laid on top of, 
instead of adjacent to the PLB array, resulting in a significant reduction in 
die area. Second, the customization of the logic and interconnect is done by 
the placement or removal of vias at the potential via locations, as opposed to 
configuring SRAM bits.

Figure 1 illustrates a via-patterned switchpoint which replaces between 36 to 
120 transistors for an FPGA switchpoint with 8 potential mask configurable vias. 
Grouping many of these via-patterned switchpoints results in a via-patterned 
switchbox. This switchbox is similar to an FPGA switchbox in that each track 
requires a switchpoint to connect to the same track in a neighboring switchbox. 
The difference, however, is that there are no pass transistors to define the connec-
tivity of the switchpoints. The switchbox shown in Figure 2 is a 3x3 arrangement 
of metal lines with vias inserted at the possible connectivity points.

The key objective of the VPGA fabric is to combine the cost amortization 
benefits of FPGAs with a level of performance close to ASICs, for a domain of ap-
The choice of PLB architecture is crucial for achieving this objective. In [4] the authors investigated the optimal LUT size for homogeneous LUT-based PLBs for the VPGA fabric. However, [2] and [3] showed that heterogeneous PLBs with a combination of logic gates, LUTs, and MUXes offer significantly better performance and density than homogeneous LUT-based PLBs.

In this paper, we investigate four heterogeneous PLB architectures for via-patterned programmable fabrics. Using a fabric-specific synthesis engine [2], we map a set of standard benchmarks to each of the PLBs, and compare their performance, density and fabric utilization characteristics across applications. Based on this analysis, we select a high performance heterogeneous logic block architecture for the VPGA fabric. Although this analysis is conducted in the context of the VPGA architecture, the proposed heterogeneous PLBs and the experimental methodology can be employed for any embedded programmable fabric.

The remainder of this paper is organized as follows. Section 2 illustrates the proposed heterogeneous architectures, followed by a description of the experimental methodology in Section 3. Section 4 compares the performance, density and fabric utilization characteristics of each of the PLBs across a host of applications. Based on these results, we select a PLB architecture for the VPGA fabric. Section 5 concludes the paper.

2 Heterogeneous Programmable Logic Blocks

There are two key design considerations for heterogeneous PLBs. The first is to determine which logic gates are suitable and which combinations of LUT sizes to employ. The second is to explore various configurations of these logic elements.

2.1 Logic Gates for Heterogeneous PLBs

**Nand Gates with Programmable Inversion.** It can be shown that a 2-input Nand gate with programmable inversion on the inputs and outputs (ND2WI) can implement all 2-input functions except exclusive or (XOR) and exclusive nor (XNOR). Similarly, it can be shown that a 3-input Nand gate with programmable inversion (ND3WI) can implement 46 of the 256 3-input functions. In [3], twenty MCNC benchmarks were mapped to 3-LUTs and 4-LUTs with Flowmap. For most of the benchmarks, between 40-80% of the functions in the 3-LUT mapped netlists could be implemented by a ND3WI gate. The ND3WI gate also achieved significant coverage of functions in the 4-LUT mapped netlists. These results show that ND3WI gates are good candidates for heterogeneous PLBs.

**3-input Semi-LUTs.** [3] proposed a logic structure called an S3 gate (3-input Semi-LUT) consisting of two ND2WI gates driving a 2:1 MUX. Since each of the ND2WI gates can implement 14 of the 16 2-input functions, this structure can implement at least 196 of the 256 3-input functions. For the same set of benchmarks as in the ND3WI analysis, [3] showed that the S3 gate could implement
over 90% of the functions in the 3-LUT mapped netlists for well over half the benchmarks. Furthermore, the S3 gate consistently achieved a coverage between 20% to 40% for 4-LUT mapped netlists as well. Hence, we also consider the S3 gate for our heterogeneous PLBs.

### 2.2 Proposed Heterogeneous PLB Architectures

In previous work, [2] showed that a heterogeneous PLB consisting of two 3-LUTs and one 2-LUT is 30% more area-efficient than a homogeneous 4-LUT based PLB. Also, [5] showed that a combination of 4 and 2-input LUTs result in significant density benefits. Based on these results and the above analysis of logic gates, we propose four heterogeneous PLBs for the VPGA fabric. These PLBs are illustrated in Figure 3. Although not shown in Figure 3 all of these PLBs also contain I/O buffers and a D flip flop. The I/O buffers ensure that all primary inputs and outputs are available in any polarity.

![Proposed Heterogeneous Logic Block Architectures](image)

**Fig. 3.** Proposed Heterogeneous Logic Block Architectures

**PLB 1:** The first PLB consists of two S3 gates and a 2:1 MUX. This cell has nine unique primary inputs and three primary outputs. As shown in Figure 3
each of the MUX inputs can connect either to a primary input or the output of an S3 gate by placing or removing the appropriate vias on the corresponding jumper wires. Since each of the S3 gates can implement all 2-input functions the entire PLB can be utilized as a 3-LUT. Alternatively, since each S3 gate can implement several 3-input functions, this PLB can simultaneously implement two 3-input functions and a 2-input function (in the MUX). Since a large % of functions in typical 3-LUT mapped netlists can be implemented by a single S3 gate, PLB 1 is more likely to be utilized in the latter configuration.

**PLB 2:** The second PLB architecture consists of one 3-LUT and three ND3WI gates. Each of the LUT inputs can be connected either to a primary input, or one of the ND3WI gates by patterning the vias on the jumper wires. This PLB has twelve unique inputs and four primary outputs, enabling it to simultaneously implement four 3-input functions.

**PLB 3:** [2] showed that a heterogeneous PLB consisting of two 3-LUTs and one 2-LUT is 30% more area-efficient than a homogeneous 4-LUT based PLB. Based on this result, we propose a PLB consisting of one 2-LUT, two 3-LUTs, and two ND2WI gates. As shown in Figure 3, the 2-LUT can connect either to primary inputs or the outputs of the 3-LUTs. Furthermore, the 3-LUTs can be driven either by three primary inputs, or two primary inputs and a ND2WI gate. With five primary outputs, this PLB can implement up to three 2-input functions, and two three input functions simultaneously.

**PLB 4:** [5] showed that an architecture with one 2-LUT, and two 4-LUTs requires 22% fewer bits and 10% fewer pins than a homogeneous 4-LUT based PLB. Based on this result, and the high functional coverage of ND3WI gates, we propose a PLB with one 2-LUT, two 4-LUTs, and two ND3WI gates. As shown in Figure 3, each of the logic elements in this PLB can be driven by primary inputs of the cell, or by other PLB logic elements by patterning the vias on the appropriate jumpers. With five primary outputs, this PLB can implement up to two 4-input functions, two 3-input functions, and one 2-input function simultaneously.

### 3 Experimental Methodology

To compare performance and density, we first map and pack a set of standard benchmarks to each of the proposed PLBs with a fabric-specific approach [2] that captures and exploits the benefits of heterogeneity. Next, we place and route the netlists with VPR [7]. To emulate the VPGA routing architecture, we make some modifications to the VPR PLB and delay models. In this section, we discuss the area, delay, and VPR models for our heterogeneous PLBs.
3.1 Area and Delay Models

In the VPGA fabric, the LUTs in the logic blocks are also via-patterned. As shown in Figure 4, the LUT is constructed as a K-1 level tree with a complementary pull up and pull down network.

![Fig. 4. Via-patterned 3-LUT](image)

Each of the leaf nodes in the LUT can directly connect to VDD, GND, and another input or its complement. We estimate the layout area of the 3-LUT shown in Figure 4 as the area required for three 2:1 MUXes. The layout area of the MUX, and other logic gates in the heterogeneous PLBs, is estimated from the technology specifications for the corresponding minimum sized gates in our commercial 0.13 µ process. The total PLB area is the sum of the areas for all its logic elements including I/O buffers at each of the PLB inputs, and a single D flip flop.

To determine the delay of the logic elements, we ran HSPICE simulations with an output load comparable to an output buffer. To remain consistent with our area model and control the complexity of the experiment, we kept all transistors minimum sized. For simplicity, the LUTs were configured as NANDs for these simulations. Table 1 summarizes the area and delay values for the logic elements.

3.2 VPR Logic Block Model

As illustrated in Figure 5, VPR assumes that the logic blocks consist of a cluster of N basic logic elements (BLE), each containing a K-input LUT and a register. Furthermore, VPR assumes a fully connected local routing architecture [6] in which each BLE input can connect to a primary input, or the output of any
Table 1. Area and Delay Values

<table>
<thead>
<tr>
<th>Logic Element</th>
<th>Area (µ sq.)</th>
<th>Delay (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inverter</td>
<td>6.052</td>
<td>15</td>
</tr>
<tr>
<td>ND2WI</td>
<td>24.208</td>
<td>45</td>
</tr>
<tr>
<td>ND3WI</td>
<td>32.277</td>
<td>55</td>
</tr>
<tr>
<td>S3</td>
<td>64.554</td>
<td>65</td>
</tr>
<tr>
<td>2:1 MUX</td>
<td>16.138</td>
<td>20</td>
</tr>
<tr>
<td>2-LUT</td>
<td>16.138</td>
<td>50</td>
</tr>
<tr>
<td>3-LUT</td>
<td>48.414</td>
<td>70</td>
</tr>
<tr>
<td>4-LUT</td>
<td>112.966</td>
<td>90</td>
</tr>
</tbody>
</table>

of the N BLEs via a multiplexer. To evaluate the proposed PLBs with VPR we model each of the PLB logic elements as a K-input BLE, with K set to the number of inputs for the largest logic element. As the VPGA fabric is via-patterned, the connection block and local routing MUXes in Figure 5 are replaced by vias. Hence, the corresponding delay values are set to zero. Similarly, the resistance and capacitance values for the switchboxes are modified to reflect the via-patterned routing, and the combinational delays for the logic elements are set to the values shown in Table 1.

Fig. 5. VPR Logic Block and Delay Model
4 Experimental Results

With the assumptions outlined in the previous section, we place and route the packed netlists with VPR. Then, we compare the total layout area and critical path delay for the benchmark set on each of the architectures. Since the global routing is on top of the CLBs, the total layout area is computed as: max(Routing area, PLB Area) * #PLBs. Furthermore, the routing area is estimated as \([ (N + (2 \times \sqrt{N})) \times 0.4]^2\), where:

\[N = \text{Channel width required by VPR to successfully route the packed netlist} \]
\[0.4 = \text{Pitch width + Minimum spacing for our 0.13 \(\mu\) process}\]

Since one of the key objectives of the VPGA fabric is to achieve high performance for a domain of applications, we present the results in an application-specific manner. Table 2 presents the area, delay, and area-delay product for each of the PLBs across the two application domains. Results for each benchmark are averages over five VPR runs with different placement seeds. The values in Table 2 represent the sum across all the benchmarks in the corresponding application domain.

<table>
<thead>
<tr>
<th>Logic Circuits</th>
<th>Datapath Circuits</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PLB</strong></td>
<td><strong>Total Area</strong> ((\mu) sq.)</td>
</tr>
<tr>
<td>1</td>
<td>83498</td>
</tr>
<tr>
<td>2</td>
<td>61083</td>
</tr>
<tr>
<td>3</td>
<td>111303</td>
</tr>
<tr>
<td>4</td>
<td>175428</td>
</tr>
</tbody>
</table>

From Table 2 we observe that PLB 2 has the lowest area, critical path delay, and area-delay product for both logic and datapath circuits. For the logic circuits, PLB 1 has the second best area, delay and area-delay product. However, PLB 1 has the worst delay across the datapath applications. For further analysis of this result, Figure 6 presents the critical path delay for each of the datapath applications. The difference in performance is particularly distinctive for the last five circuits in Figure 6. Across these applications, PLB 2 has a total critical path delay of 11.1 ns, as opposed to 12.3 ns for PLB 4, 12.5 ns for PLB 1 and 12.6 ns for PLB 3. This represents roughly a 10% performance advantage for PLB 2. To explain this result, we examine the percentage utilization (ratio of utilized to available resources) of the ND3WI gates and 3LUT for each of these applications in Figure 7. From Figure 7 we observe that the ND3WI gate utilization is noticeably higher for the ALU, error correction and priority decoder circuits than for the other applications.
In [8], the authors presented a physically heterogeneous programmable fabric with a logic array consisting of two kinds of PLBs: a homogeneous PLB with four 4-LUTs, and a CPLD style PAL block. Although we cannot include these results due to space limitations, current work in [9] shows that the heterogeneous PLBs
discussed in this paper are more area-efficient than the physically heterogeneous fabric presented in [8] as well.

Based on the results of this section, we select the PLB shown in Figure 8 for the VPGA fabric in this process technology. This cell contains only two ND3WI gates in order to reduce the number of input and output pins. Results presented in [10] show that the VPGA fabric with this logic block is quite competitive with standard cells.

5 Conclusions

In this paper we proposed four new heterogeneous PLBs for via-patterned fabrics and evaluated their performance, density and fabric utilization characteristics for different application domains. Our results suggest employing a heterogeneous PLB consisting of 3-input LUTs and ND3WI gates. Although this analysis was conducted in the context of the VPGA architecture, the proposed heterogeneous PLBs can be employed in any embedded programmable fabric. In future work, we propose to study other via-patterned global routing architectures. We expect the results of these studies to be influenced primarily by variations in delay, since the density benefits of the proposed VPGA PLB are dictated by the high functional
coverage of its logic elements. We also propose to explore heterogeneous PLB architectures for more application domains.
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Abstract. Particle image velocimetry (PIV) is a method of imaging and analyzing field of flows. In the PIV method, small windows in an image of the field (time $t$) are compared with areas around the windows in the another image of the field (time $t + \Delta t$), and the most similar part to the windows are searched using two dimensional cross-correlation function. The computational complexity of the function is very huge, and can not be processed in real-time by micro-processors. In this paper, we describe a real-time visualization system for the PIV method. In the system, an improved direct computation method is used to reduce the computational complexity. The system consists of only one off-the-shelf Virtex-II FPGA board and a host computer, and calculates the complex function without reducing data bit-width, which becomes possible with one latest FPGA.

1 Introduction

Particle image velocimetry (PIV) is a method for visualizing and analyzing field of flows. In the PIV method, a pair of images (time $t$ and $t + \Delta t$) of the field is compared, and the flows in $\Delta t$ are visualized and analyzed. In order to compare two images of the field, many small particles with the same specific gravity of the liquid or air in the field are added and the speed and direction of movement of the particles are measured by finding out pairs of small areas (windows) which are the most similar to each other in the two images. In order to find out the pairs, two dimensional cross-correlation function is used in general. The amount of computations in the function is very huge, and can not be processed in real-time by micro-processors.

We have already proposed a basic idea for efficient computation of the cross-correlation function with FPGA[2]. In that implementation, however, data width of pixels in the images and the intermediate data of the function had to be reduced because of the limitation of the hardware resources and memory width (internal and external), which caused errors in the final results. Because of the recent progress of the size of FPGAs and multipliers built in FPGAs, it became possible to compute the function without reducing the data width, which generates the same results with micro-processors. However, the implementation to obtain the correct results in real-time is not straightforward. In our system, an improved direct computation method of the two dimensional cross-correlation function is used to achieve real-time processing.
In this paper, we first discuss computation methods of the cross-correlation function for real-time processing (the best method depends on the requirements by the application and the performance of the FPGA), and then describe a real-time visualization system which consists of one Virtex-II FPGA board and a host computer.

2 Particle Image Velocimetry (PIV) System

Figure 1 shows an overview of a particle image velocimetry (PIV) system. In PIV method, pairs of images of the field (time \( t \) and \( t + \Delta t \)) with many particles are taken by a CCD camera. Then, the speed and direction of movement of the particles in the field are measured by comparing the pairs of images.

![Fig. 1. System Overview](image1)

Figure 2 shows a pair of images of the field (\( t \) and \( t + \Delta t \)). Suppose that we want to know where particles in a window \((x, y)\) (a rectangular from \((x, y)\) to \((x+n-1, y+m-1)\)) at time \( t \) are moving to, and how fast they are moving. Then, the window is compared with all windows in a target area (light gray square in Figure 2(B)), and the most similar window (dark gray square) is searched using cross-correlation function, and the direction of movement and the speed of the particles are obtained.

![Fig. 2. Particle Image Velocimetry (PIV) Method](image2)
The cross-correlation function between two windows (window \((x, y)\) at time \(t\) and window \((x + \xi, y + \eta)\) at time \(t + \Delta t\)) can be described as follows. In this function, \(I_1\) and \(I_2\) show values of pixels of images at time \(t\) and \(t + \Delta t\) respectively.

\[
R(x, y, \xi, \eta) = \frac{\sum_{i=0}^{n-1} \sum_{j=0}^{m-1} (I_1(x+i,y+j)-\bar{I}_1)(I_2(x+i+\xi,y+j+\eta)-\bar{I}_2)}{\sqrt{\sum_{i=0}^{n-1} \sum_{j=0}^{m-1} (I_1(x+i,y+j)-\bar{I}_1)^2} \sqrt{\sum_{i=0}^{n-1} \sum_{j=0}^{m-1} (I_2(x+i+\xi,y+j+\eta)-\bar{I}_2)^2}}
\]

where
\[
\bar{I}_1 = \sum_{i=0}^{n-1} \sum_{j=0}^{m-1} I_1(x+i,y+j)/nm
\]
\[
\bar{I}_2 = \sum_{i=0}^{n-1} \sum_{j=0}^{m-1} I_2(x+i+\xi,y+j+\eta)/nm
\]

The computational complexity of the cross-correlation is very huge, and cannot be processed in real-time by micro-processors. In our system, an FPGA board (ADC XRC-II by Alpha Data with one XC2V6000) with one additional SRAM board is used to support eight memory banks (each bank has 4MB (or 8MB) memory with 32 bit width). These eight memory banks are necessary to realize real-time processing by an improved direct computation method described below without reducing data-width of the cross-correlation function.

3 Computation of the Cross-Correlation Function

3.1 Requirement for Real-Time Processing

In our target PIV system[1], the size of images is \(1008 \times 1008\), and 20 pairs of images are compared in one second. The size of windows is up to \(30 \times 30\), and the range of \(\xi\) and \(\eta\) is \([-10\) to 10]. Suppose that the window size is \(24 \times 24\), then the number of windows which have to be searched in one pair of images becomes \(84(1008/24 \times 2) \times 84\) (the position of the windows is moved to right and down by the half of the window size). Under these assumptions, we need to find a pair of the most similar windows in 470 clock cycles in 66 MHz operation frequency in order to realize real-time processing.

3.2 Computation Based on FFT

FFT is often used to compute cross-correlation functions. In FFT, size of the windows has to be \(2^k \times 2^l\). Thus, in order to satisfy the requirements for real-time processing, window size must be \(64 \times 64\) (because the size of the window + the range of \(\xi\) and \(\eta\) is larger than 32 and less than 64). As for windows at time \(t\), enlarged area (from \(24 \times 24\) to \(64 \times 64\)) is filled with 0, while \(64 \times 64\) pixels are clipped off from images as for windows at time \(t + \Delta t\). Figure 3 shows the outline of the computation based on FFT. In Figure 3, FFT values of two windows (time = \(t\) and \(t + \Delta t\)) are first calculated, and the FFT values are...
multiplied. Then, IFFT values of the multiplied values are calculated and the maximum value is selected to find out the most similar window. In order to discuss the computation time, we focus on the number of multiply operations which is the most time exhaustive (and hardware resource exhaustive) part in the function. As show in Figure 3, the number of multiply operations required is

$$(((32 \times 4) \times \log_264) \times 64) \times 2 \times 3 + 64 \times 64 \times 4$$

when the row-column two dimensional FFT is used, because one multiply operation of complex numbers requires four integer multiply operations. The key point in the computation based on FFT is that the number of the operations does not change while the size of windows + the range of $\xi$ and $\eta$ is less than 64 (and larger than 32).

**Fig. 3.** Outline of the Computation of Cross Correlation Function based on FFT

Our current target FPGA is XC2V6000 (one of the largest FPGAs which is available now). With this FPGA,

1. we can execute 128 multiply operations in parallel because XC2V6000 has 144 built-in multipliers,
2. other add/sub operations can be executed in parallel and in pipeline with the multiply operations,
3. FFT and IFFT can be executed on the same butterfly circuit (with a connection based on omega multi-stage network) by changing only the constant values used for the multiply operations (these values are stored in Block RAMs, and can be easily changed by changing the addresses to the Block RAMs), and
4. $64 \times 64$ multiply operations for cross-correlation can be executed on the same butterfly circuit.

Thus, the minimum computation time becomes 2432 clock cycles ignoring any overhead for pipeline processing.

### 3.3 Direct Computation

Direct computation is often used when window size is small. The total number of multiply operations in this method becomes

$$n \times n \times r \times r$$
where $n \times n$ is the size of windows, and $r$ is the range of $\xi$ and $\eta$. When the $n$ is 24 and $r$ is 21, the minimum computation time becomes 1764 clock cycles on XC2V6000 because 144 multiply operations can be executed in parallel, and other add/sub operations can be executed in parallel and pipeline with the multiply operations. This is faster than the computation based on FFT, but still slower than the requirement for real-time processing. The important point in the direct computation is that the computation time depends on the size of windows and the range of $\xi$ and $\eta$. If $\xi$ and $\eta$ vary from -16 to 16, the computation time becomes 4356 clock cycles, which is much slower than the computation based on FFT.

In case of the direct computation, we can reduce the computation time to 25% of the clock cycles described above, when the CCD camera of the PIV system is placed just above the field of flows and positions of windows are moved to right and down by the half of window size. In Figure 4(A), dark gray part of the current window is compared with light gray part of the image of $t + \Delta t$. Then, the current window is shifted to right by $n/2$, and dark gray part in Figure 4(B) (same with the dark gray part in Figure 4(A)) is compared with the same light gray part again. This dark gray part is compared two more times as shown in Figure 4(C) and (D). In order to avoid these redundant computations, current windows are divided to four sub-windows in our implementation. These sub-windows are calculated first, and their results (intermediate data) are stored in memory. Then, the intermediate data are read back from memory and the cross-correlation for original current windows are calculated. With this optimization, we can reduce the computation clock cycles to 25% of the non-optimized method. Thus, the clock cycles are reduced to 441 clock cycles which satisfy the requirement for real-time processing.

### 3.4 FPGA Size and Better Computation Method

Because of the reason described above, we used the improved direct computation method for our real-time system. The continuous progress of the size of FPGAs will, however, make it possible to achieve real-time processing by both computation methods in a few years. Then, the computation based on FFT is superior
to the direct computation, because in the computation based on FFT, we do not have to care about window size and the range of $\xi$ and $\eta$ unless sum of them exceed 64 (which is not common case in PIV applications). Users can change window size and the range of the variables at any time of their experiments without changing circuit on the FPGA.

4 Details of the PIV System

Eight memory banks supported in our system, however, is not enough for naive implementation of the optimized direct computation. In this section, we describe the implementation of the optimized direct computation method.

4.1 Details of the Improved Direct Computation

From the view point of the optimization described above, the cross-correlation function for window $(x, y)$ and window $(x+\xi, y+\eta)$ can be transformed as follows (first term of the denominator in the previous definition is deleted because it is a constant).

$$R(x, y, \xi, \eta) = \frac{MAC12(x, y, \xi, \eta) - SUM1(x, y) \times SUM2(x, y, \xi, \eta)/nm}{\sqrt{MAC22(x, y, \xi, \eta) - SUM2(x, y, \xi, \eta) \times SUM2(x, y, \xi, \eta)/nm}}$$

where

$$MAC12(x, y, \xi, \eta) = \text{mac12}(x, y, \xi, \eta) + \text{mac12}(x, y + m/2, \xi, \eta) + \text{mac12}(x + n/2, y, \xi, \eta) + \text{mac12}(x + n/2, y + m/2, \xi, \eta)$$

$$MAC22(x, y, \xi, \eta) = \text{mac22}(x, y, \xi, \eta) + \text{mac22}(x, y + m/2, \xi, \eta) + \text{mac22}(x + n/2, y, \xi, \eta) + \text{mac22}(x + n/2, y + m/2, \xi, \eta)$$

$$SUM1(x, y) = \text{sum1}(x, y) + \text{sum1}(x, y + m/2) + \text{sum1}(x + n/2, y) + \text{sum1}(x + m/2, y + n/2)$$

$$SUM2(x, y, \xi, \eta) = \text{sum2}(x, y, \xi, \eta) + \text{sum2}(x, y + m/2, \xi, \eta) + \text{sum2}(x + n/2, y, \xi, \eta) + \text{sum2}(x + m/2, y + n/2, \xi, \eta)$$

$$\text{mac12}(x, y, \xi, \eta) = \sum_{i=0}^{n/2-1} \sum_{j=0}^{m/2-1} \{I_1(x+i+\xi,y+j+\eta) \times I_2(x+i+\xi,y+j+\eta)\}$$

$$\text{mac22}(x, y, \xi, \eta) = \sum_{i=0}^{n/2-1} \sum_{j=0}^{m/2-1} \{I_2(x+i+\xi,y+j+\eta) \times I_2(x+i+\xi,y+j+\eta)\}$$

$$\text{sum1}(x, y) = \sum_{i=0}^{n/2-1} \sum_{j=0}^{m/2-1} I_1(x+i,y+j)$$

$$\text{sum2}(x, y, \xi, \eta) = \sum_{i=0}^{n/2-1} \sum_{j=0}^{m/2-1} I_2(x+i+\xi,y+j+\eta)$$
Therefore, by storing four kinds of values (mac12, mac22, sum1 and sum2) in memory banks (one value for sum1 and 21 × 21 values for mac12, mac22 and sum2 in each sub-window because ξ and η vary from -10 to 10) and reading them out afterward, we can compute the cross-correlation of original windows. If we can store the results of four sub-windows in different memory banks, they can be read out at the same time for the computation of original windows. However, eight memory banks in our system is not enough to store them in different memory banks.

Figure 5 shows an image of the field of flows (1008 × 1008) divided to 84 × 84 sub-windows (size is 12 × 12). Sub-windows are processed from (0, 0) to (83, 83), and results of sub-windows \((n, k)_{n \%2=0}\) are stored in memory banks (A), while results of sub-windows \((n, k)_{n \%2=1}\) are stored in memory banks (B). In our implementation, results of only two sub-window rows are stored in memory banks (A) and (B) (results of sub-window \((n, k)\) are overwritten by the results of sub-window \((n + 2, k)\)).

In Figure 5, suppose that computation of sub-windows \((0, k)_{k=0,83}\) are finished. In the computation of the next sub-window (1, 0),

1. \(R_{(1,0)}\) (results of sub-window \((1,0)\)) are calculated and written to memory banks (B),
2. \(R_{(0,0)}\) (results of sub-window \((0,0)\)) are read from memory banks (A),
3. \(R_{(0,0)}\) and \(R_{(1,0)}\) are added (\(R_{(0,0)+(1,0)}\) are obtained) and stored in a temporal memory in the FPGA.

Then, in the computation of the next sub-window (1, 1),

1. \(R_{(1,1)}\) are calculated and written to memory banks (B),
2. \(R_{(0,1)}\) are read from memory banks (A),
3. \(R_{(0,1)}\) and \(R_{(1,1)}\) are added (\(R_{(0,1)+(1,1)}\) are obtained),
4. \(R_{(0,1)+(1,1)}\) are added to \(R_{(0,0)+(1,0)}\) in the temporal memory (\(R_{(0,0)+(1,1)}\) are obtained), and \(R_{(0,1)+(1,1)}\) are stored in the temporal memory instead of \(R_{(0,0)+(1,0)}\),
5. the cross-correlation function of the original window is calculated using \(R_{(0,0)+(1,0)+(0,1)+(1,1)}\)
By repeating this procedure to all sub-windows, we can calculate cross-correlation function of all windows. In this processing, only three banks of memory (memory banks (A), memory banks (B) and one internal temporary memory) are used, which can be supported using eight external memory banks and the FPGA in our system.

4.2 Details of the Circuit

Figure 6 shows the block diagram of the circuit implemented on the FPGA. Pairs of images of the field of flows are sent from the CCD camera and stored in SRAM bank0 and bank1. Two bank of SRAM are used to avoid memory access conflicts by the FPGA and the camera. When one pair of images in bank0(bank1) is processed by the FPGA, next pair of images is transferred to bank1(bank0).

![Fig. 6. Block Diagram of the Circuit](image)

The circuit on the FPGA consists of six modules; mac12 module, mac22 module, sum1 module, sum2 module, composition module and finding max module. In mac12, mac22, sum1 and sum2 modules, values of mac12, mac22, sum1 and sum2 of sub-windows are calculated respectively. Outputs of sum1 module are stored in one Block RAM, because the number of the outputs for 84 sub-windows \((n, k)_{k=0, 83}\) is 84 with 16 bit-width, and Block RAMs support dual-port access. Two sets of two memory banks (bank2/3 and bank4/5) are used for memory banks (A) and (B) because the number of outputs by mac12, mac22 and sum2 for 84 sub-windows is 84 \(\times 21 \times 21\) with 64 bit-width in total. The cross-correlation function for windows is calculated in the composition module using values stored in the Block RAM and the memory banks (bank 2/3 and 4/5). Bank7 is used to compute \(1/\sqrt{r}\) in the function. In finding max module, the maximum value of the cross-correlation function is selected and stored into the Block RAM, and the values in the Block RAM are sent back to the host computer.

Figure 7 shows the structure of the composition module. Inputs to this module are sum1 from the Block RAM and sum1 module, and mac12/mac22/sum2
from the memory banks and \textit{mac12/mac22/sum2} modules. The values from the memories and the computation modules are added (by adders (A)) to obtain $R_{(n,k)+(n+1,k)}$. Then, the results are stored in Block RAMs, and added with the direct outputs of the adders (A) to obtain $R_{(n,k)+(n+1,k)+(n,k+1)+(n+1,k+1)}$. Then, the cross-correlation function of window is calculated. The only difference from the computation by micro-processors is that the address to the \(1/\text{sqrt\ table}\) is reduce to 21 bits because the memory size of the external memory bank (this cause no difference in the results).

Figure 8 shows the basic idea of the implementation of \textit{mac12} module[2]. In Figure 8, the size of sub-windows and the range of $\xi$ and $\eta$ are reduced to $4 \times 4$ to simplify the figure. Data of a sub-window (at time = $t$) are stored in a shift register array and data of its target area (at time = $t + \Delta t$) are stored in a distributed RAM array. Data on these two arrays are multiplied in parallel using built-in multipliers (in real \textit{mac12} module, 144 multiply operations are executed in every clock cycle), and added by pipelined binary tree adders.

Each element in the distributed RAM array stores nine pixel data (for example, LUTs (8 bit-width) labeled 0 (gray part in Figure 8(1)) store nine pixel data labeled 0 (gray parts in target area)). By shifting data in the shift register array to right and down, and by changing addresses to each row and column of the distributed RAM array, we can compute \textit{mac12} efficiently. In Figure 8(2), multiply-and-accumulate of the sub-window on the shift register array and the gray part in the target area is computed. For this computation, data on the shift register array are shifted five times to right and once to down from Figure 8(1), and addresses to each row and column of the distributed RAM array are given as shown in Figure 8(2) to read out the gray part.

In our implementation, two sets of shift register array and distributed RAM array are used in order to update one of them while the other is used to compute cross-correlation function.
Figure 9 shows the structure of mac22 and sum2 modules. In mac22 and sum2 modules, multiply-and-accumulate and sum of all columns in all sub-windows in the target area \((\sum_{k=y}^{y+11} I_2(x, k) \times I_2(x, k))\) are calculated when data of the target area are loaded to the distributed RAM arrays, and stored in Block RAMs. During the computation of the cross-correlation

Fig. 9. mac22 and sum2 modules
function, 12 column data for $mac_{22}$ and $sum_{2}$ are read out in parallel from Block RAMs respectively, and added by binary tree adders to calculate $mac_{22}$ and $sum_{2}$ of the sub-windows.

5 Performance

In our current implementation on XC2V6000, the number of clock cycles to calculate cross-correlations of a sub-window at time $t$ and all sub-windows in its target area (time $t + \Delta t$) is 916 for the first sub-window (sub-window $(0, 0)$ in Figure 5) to full-fill all pipeline stages of the circuit, and 441 for other $84 \times 84 - 1$ sub-windows. Therefore, the average clock cycles to find a pair of the most similar windows is almost 441 (less than 470 clock cycles; requirement for real-time processing). Because of this clock cycles, the required operational frequency for real-time processing is relaxed to 62.3MHz. The circuit on XC2V6000 runs at 66 MHz (the maximum operational frequency reported by the CAD is 66.5 MHz). This performance satisfies the requirements for real-time processing.

In the current implementation, all multipliers, 32% of slices and 64 Block RAMs (out of 144) in XC2V6000 are used.

6 Conclusions

In this paper, we described a real-time visualization system of PIV method, which consists of one off-the-shelf FPGA board with one Virtex-II FPGA and a host computer. By using one latest FPGA and an improved direct computation method of the two dimensional cross-correlation function, we could realize real-time processing without reducing data bit-width of the function. Because of the built-in multiplier, the circuit which includes parallel and pipelined multiply-and-accumulate operations for 144 data occupied only 32% of the XC2V6000.

The assumptions for the improvement method, however, can not be always satisfied. We are now developing a circuit to transform a view from a camera which is not placed just above the field of flows to a view from just above the field using the rest area of XC2V6000.
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Abstract. In this paper, we describe a compact stereo vision system which consists of one off-the-shelf FPGA board with one FPGA. This system supports (1) camera calibration for easy use and for simplifying the circuit, and (2) left-right consistency check for reconstructing correct 3-D geometry from the images taken by the cameras. The performance of the system is limited by the calibration (which is, however, a must for practical use) because only one pixel data can be allowed to read in owing to the calibration. The performance is, however, 20 frame per second (when the size of images is 640 × 480, and 80 frames per second when the size of images is 320 × 240), which is fast enough for practical use such as vision systems for autonomous robots. This high performance can be realized by the recent progress of FPGAs and wide memory access to external RAMs (eight memory banks) on the FPGA board.

1 Introduction

The aim of stereo vision systems is to reconstruct the 3-D geometry of a scene from two (or more) images, which we call left and right, taken by cameras. Many dedicated hardware systems have been developed for real-time processing, and a stereo vision system with FPGA[1] has achieved real-time processing because of the recent progress of the size and the performance of FPGAs.

Compact systems for stereo vision are especially important for autonomous robots. FPGAs are ideal devices for the compact systems. Depending on situations, a robot may try to reconstruct the 3-D geometry, to find out moving objects which are coming to it, and to find out marker objects to check its position. FPGAs can support all these functions by reconfiguration.

In this paper, as the first step toward a vision system for autonomous robots, we describe a compact real-time stereo vision system which

1. supports camera calibration for easily obtaining correct results with simple circuit, and
2. checks Left-Right Consistency to find out occlusions without duplicating the circuit (by only adding another circuit for finding minimum value).

These functions are very important to obtain correct 3-D geometry. This system also supports filters for smoothing and eliminating noises to improve the system performance. In order to achieve these functions while exploiting maximum
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performance of FPGAs (avoiding memory access conflicts), we need one latest FPGA and eight memory banks on the FPGA board which are just supported on latest off-the-shelf FPGA boards.

The performance of the system is more than 20 frames per second (640×480 inputs and 640×480 output with disparity up to 200), which is much faster than previous works (more than 80 frames if the size of images is 320×240).

This paper is organized as follows. Section 2 describes the overview of stereo vision systems, and details of our system is given in section 3. The performance of the system is discussed in section 4. In section 5, conclusions are given.

2 Overview of Stereo Vision Systems

In order to reconstruct the 3-D geometry of a scene from two images (left and right) taken by two cameras, it is searched which pixels in the two images are projections of the same locations in the scene in the stereo vision systems. In this section, we first discuss the calibration of cameras, which is a very important step to simplify matching computation which is the most time exhaustive part in stereo vision systems, and then discuss matching algorithms and left-right consistency to suppress infeasible matches.

2.1 Calibration

Even if the same type of cameras are used to obtain left and right images, the characteristics of the cameras are different, and horizontal (vertical) lines in real-world may not be horizontal (vertical) in the images taken by cameras. The aim of the calibration is to find out a realtionship (perspective projection) between the 3-D points in real-world and their different camera images. This is a crucial stage in order to simplify the following stages in the stereo vision systems and to obtain correct matching.

2.2 Matching Algorithm

Area-based (or correlation-based) algorithms match small windows centered at a given pixel to find corresponding points between the two images. They yield dense depth maps, but fail within occluded areas. Feature-based algorithms match local cues (e.g., edges, lines, corners) and can provide robust, but sparse disparity maps which requires interpolation. In hardware systems, area-based algorithms are widely used, because the operations required in those algorithms are very regular and simple.

In the area-based algorithms, epipolar restriction is used in order to decrease computational complexity. As shown in Figure 1, the corresponding point of a given point lies on its epipolar line in the other image, when the two cameras are arranged so that their principal axes are parallel. Corresponding points can then be found by comparing with every points on the epipolar line on the other image. To use this restriction, calibration of cameras is necessary to guarantee
that objects on a horizontal line in real-world also lie in the same horizontal lines in left and light images taken by the cameras. Then, we need to only compare windows on same horizontal lines in left and right images as shown in Figure 2.

The most traditional area-based matching algorithm is normalized cross-correlation [3], which requires more computation time than the following simplified algorithms. The most common pixel-based matching algorithm are squared intensity differences (SSD)[2] and absolute intensity differences (SAD)[4]. We used the SAD (Sum of Absolute Difference) algorithm because the algorithm is the simplest among them, and the results obtained by the algorithm is alomst same with other algorithms[4]. In SAD algorithm, the value of $d$ which minimizes the following equation is searched.

$$
\sum_{i=-n}^{n} \sum_{j=-m}^{m} |I_r(x+i, y+j) - I_l(x+i+d, y+j)|
$$

In the equation, $I_r$ and $I_l$ are the right and left image respectively, $n$ and $m$ are the size of the window centered at a given pixel (its position is $x$ and $y$). $d$ is the disparity, and its range decides how many pixels on the other image are compared with the given pixel. In order to find the corresponding points for an object which is closer to the vision system, larger range for $d$ becomes necessary, though it requires more hardware resources.
2.3 Occlusion and Left-Right Consistency

When pairs of images of objects are taken by two cameras (left and right), some parts of the objects appear in left (right) images and may not appear in right (left) images, depending on the positions and angles between the cameras and the objects. These occlusions are major source of errors in computational stereo vision systems, though it has been reported that these occlusions help the human visual system in detecting object boundaries[5].

In many computational systems, one of left and right images is chosen as the base of the matching. Then, windows which include target pixels are selected in the base image, and the most similar windows are searched in another image. If the role of left and right images is reversed, different pairs of the windows may be selected. The so-called left-right consistency constraint[6] states that feasible window pairs are those found with both direct and reverse matching.

In our system, occlusions are detected by checking the left-right consistency. Figure 3 shows left image based matching and right image based matching. These matching can be executed in our system without duplicating whole circuit (by adding only another module which consists of comparators and selectors).

![Diagram](image)

Fig. 3. Left Based / Right Based Matching
2.4 Filters
Filters are often used in the stereo matching for smoothing and eliminating noises to improve the system performance. We prepared Laplacian of Gaussian (LoG) filter for that purpose. Dual-port block RAMs make it possible to implement filters efficiently.

3 Details of the System

3.1 Overview
Figure 4 shows the system overview. Our system consists of a host computer, two cameras and one off-the-shelf FPGA board (ADM-XRC-II by Alpha Data with one additional SSRAM board). Left and right images taken by the two cameras are sent to external RAMs on the FPGA board.

![Fig. 4. System Overview](image)

Figure 5 shows the structure of the FPGA board. The board has eight external memory banks (including two memory banks by the additional SSRAM board) which can be accessed independently. The first pair of images (left and right) sent from cameras are stored in bank0 and bank2 respectively, and next pair of images are stored in bank1 and bank3 while the images in bank0 and bank2 are processed by the circuit on the FPGA. The results by the circuit are written back to bank4 and bank5. When the data in bank4 is being sent to the host computer, FPGA writes new results to bank5. In order to exploit maximum performance of FPGA by avoiding memory access conflicts on these external memory banks, we need six memory banks for stereo matching its self. The rest two banks (bank6 and bank7) are used for the calibration described below. Thus, we need at least eight memory banks for our stereo vision system.

3.2 Calibration
In our system, calibration is performed using images of a predefined calibration grid. Before starting the system, the grid is given to left and right cameras (po-
sitions of the cameras and the grid are fixed in advance), and the images of the grid taken by both cameras are sent to the host computer. Then, the host computer calculates which pixels on left and right images should be compared, and the positions of the pixels which should be compared are sent back to external RAMs on the FPGA board. These pixel position informations for left and right image are stored in bank6 and bank7, respectively (the size of the information is same with the size of images). In the later matching stages, FPGA first reads out the positions of the pixels which should be compared from the bank6 and bank7, and then the pixel data from bank0/1 and bank2/3 are read out using the positions.

This function is very important to obtain correct 3-D geometry with simple matching circuit, but this allows us to read only one pixel data in each clock cycle from bank0/1 and bank2/3, because the next pixel data which should be compared may not lies in the next address of the image data (when horizontal line in the image do not correspond to the true horizontal lines in real-world owing to the distortion of the lens of the camera and so on). Because of this restriction, the system performance is limited by the access time to the external RAMs on the FPGA board, and can not be improved by providing wider access to the external RAMs.

3.3 Matching and Left-Right Consistency

Figure 6 shows the outline of the matching circuit. In Figure 6, suppose that window size is \( n \times n \), and column data of windows (\( n \) pixel data which are shown as \( L_i \) and \( R_i \) in Figure 6) are read out at once in order to simplify the figure (in the actual system, only one pixel data is read out at once as described above).

Column data of windows in left image are broadcasted to all column modules, while column data of windows in right image are delayed by registers and then
given to the column modules. In the column modules, sum of absolute difference of one column data is calculated. The outputs by the column modules are sent to window modules to sum up \( n \) values (thus, sum of absolute difference of one window is calculated).

Outputs by the window modules are compared and minimum value and its disparity are selected by two kinds of units. In the select-minimum unit(A), outputs by the window modules are shifted (with delay), and compared with the outputs by the next window module. The smaller value and its disparity are selected and shifted to the next compare module. Then, the output by the last select-min module gives the minimum of sum of absolute difference and its disparity when the right image is chosen as base for the matching. In another select-minimum unit(B), all outputs by the window modules are compared by binary tree comparators and selectors, and minimum value and its disparity are selected. The output by this unit gives the minimum of sum of absolute difference and its disparity when the left image is chosen as base for the matching.

Figure 7 shows the outputs by the window modules when the window size is \( 5 \times 5 \). In Figure 7, by comparing outputs of the window modules with shifting and delaying (parts covered by slanting lines in Figure 7), one window in the right image (window \( \{R6-R10\} \)) is compared with windows in the left image(\( \{L6-L10\}, \{L7-L11\}, \{L8-L12\}... \)), while one window in left image(\( \{L11-L15\} \)) is compared with windows in the right image(\( \{R11-R15\}, \{R10-R14\}, \{R9-R13\}, \...) by comparing outputs of window module at the same time (gray parts in Figure 7).

As described above, left-right consistency check (left image based matching and right image based matching) can be executed by only adding another com-
pare unit which requires only D-1 comparators and selectors when D (number of window modules, namely maximum disparity) is $2^k$.

### 3.4 Details of the Modules

Figure 8 shows the details of the column module and the window module. In the column module, absolute difference of inputs from left image and right image (one pixel in each clock cycle as described above) is calculated, and summed up for $n$ times when the window size is $n \times n$. The outputs of the column module are sent to the window module, and $n$ outputs are summed up again to calculate the SAD (sum of absolute difference) of $n \times n$ window. In the window module, new input value is accumulated, and input at (current step - $n$) step is subtracted instead of adding $n$ previous values in order to reduce circuit size (previous values are stored in shift registers) [7]. As shown in Figure 7, the output of the window module is, for example, SAD of window $\{L6-L10\}\{R6-R10\}$ at step 10, and SAD of $\{L7-L11\}\{R7-R11\}$ at step 11. In this case, SAD of window $\{L7-L11\}\{R7-R11\}$ can be calculated by the following equation.

\[
\text{SAD of } \{L7-L11\}\{R7-R11\} = \text{SAD of } \{L6-L10\}\{R6-R10\} - \text{SAD of } \{L6\}\{R6\} + \text{SAD of } \{L11\}\{R11\}
\]
4 Performance

In our system, major factor that decreases system peformance is window size (because only one pixel is read from external memory owing to calibration, it takes n clock cycles to read one column data for the window), and factors that increase the circuit size is the maximum value of disparity which decide the number of modules.

Table 1 shows the system performance against the window size. The image size used for the evaluation is 640 × 480. As described above, the performance becomes worse as the window size becomes larger. The most often used window size in stereo vision systems is 7 × 7 or 9 × 9. The performace in Table 1 is calculated based on the maximum frequency reported by CAD. In practice, the system could process 20 frames per second in those window sizes, which is fast enough for autonomous robots. When, we need more performance, we can reduce the image size to 320 × 240 (which is widely used in other stereo vision systems). Then, the performance becomes four times faster without changing the circuit.

Table 2 shows the performance when we changed the maximum disparity. In this case, the circuit size becomes larger as the maximum disparity becomes larger, though the performance does not change as described above. Maximum disparity 200 is quite large compared with other stereo vision systems.

<table>
<thead>
<tr>
<th>Window Size</th>
<th>15 × 15</th>
<th>13 × 13</th>
<th>11 × 11</th>
<th>9 × 9</th>
<th>7 × 7</th>
<th>5 × 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance</td>
<td>8.7</td>
<td>10.0</td>
<td>11.8</td>
<td>14.5</td>
<td>18.9</td>
<td>26.0</td>
</tr>
</tbody>
</table>

The size of left and right image is 640 × 480, and maximum disparity is 80.

<table>
<thead>
<tr>
<th>Maximum Disparity</th>
<th>80</th>
<th>160</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circuit Size</td>
<td>21%</td>
<td>43%</td>
<td>54%</td>
</tr>
<tr>
<td>Performance (FPS)</td>
<td>18.9</td>
<td>18.9</td>
<td>18.9</td>
</tr>
<tr>
<td>Operation Frequency (MHz)</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
</tbody>
</table>

The size of left and right image is 640 × 480, and window size is 7 × 7.
5 Conclusions

In this paper, we described a compact stereo vision system with one off-the-shelf FPGA board with one FPGA. This system supports (1) camera calibration for easy use and for simplifying the circuit, and (2) left-right consistency check for reconstructing correct 3-D geometry. The performance of the system is limited by the calibration (which is a must for practical use) because only one pixel data can be allowed to read in owing to the calibration. The performance is, however, 20 frame per second (when the size of images is $640 \times 480$), which is fast enough for practical use such as vision systems for autonomous robots. The operation frequency of the system is still very slow. We are now improving the details of the circuit. We think that we can process more than 30 frames per second by this improvement.

This system became possible because of the continuous progress of FPGAs. We needed at least eight memory banks on the FPGA board to exploit maximum performance of FPGA avoiding memory access conflicts on the memory banks on the FPGA board while supporting calibration. We also needed the latest FPGA to support very large maximum disparity.
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Abstract. This paper deals with the implementation, in a high density reconfigurable device, of an entire log-polar image processing system. The log-polar vision reduces the amount of data to be stored and processed, simplifying several vision algorithms and making it possible the implementation of a complete processing system on a single chip. This image processing system is specially appropriated for autonomous robotic navigation, since these platforms have typically power consumption, size and weight restrictions. Furthermore, the image processing algorithms involved are time consuming and many times they have also real-time restrictions. A reconfigurable approach on a single chip combines hardware performance and software flexibility and appears as specially suited to autonomous robotic navigation. The implementation of log-polar image processing algorithms as a pipeline of differential processing stages is a feasible approach, since the chip incorporates RAM memory enough for storing several full log-polar images as intermediate computations. Two different algorithms have been synthesized into the reconfigurable device showing the chip capabilities.

1 Introduction

The incorporation of visual sensing into an autonomous robot is a desirable objective, since the visual information is accurate, and there can be many different image processing algorithms useful for helping its navigation. Unfortunately, a traditional image processing system based on standard board cards needs a lot of hardware resources. Moreover, an autonomous platform may need the hardware implementation of several vision algorithms due to the real-time nature of its own navigation. On the other hand, the platform carries its own resources, giving as result systems with power consumption, size or weight limitations. In this way, the reconfigurable hardware appears as a new trend in autonomous robot design, since it is possible to maintain software flexibility while keeping hardware performance. Furthermore, the increasing density and performance of
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reconfigurable devices, specially for the system-on-a-programmable chip families, makes a reconfigurable approach on a single chip as specially suited for a system with hardware restrictions.

Space-variant vision emerges as an attractive image representation, since information reduction is interesting for a system with hardware restrictions. The log-polar mapping shows, as a particular case of space-variant vision, useful properties in addition to the selective reduction of information.

This paper is divided into four sections. Section 2 gives an introduction to log-polar vision and the two differential algorithms useful for robotic navigation. Section 3 gives a brief state-of-the-art about implementation of image processing systems into reconfigurable architectures and explains the advantages that a single chip approach offers. Additionally, section 3 shows how both algorithms have been synthesized into the complex FPGA employed, presenting how they benefit from the use of the on chip RAM for constructing intermediate internal frame-grabbers. Finally, section 4 draws several conclusions.

2 Log-Polar Differential Image Processing Algorithms

A space variant visual sensor distribution presents a selective reduction of information and, in several cases, simplifies geometric computations. The log-polar representation has interesting properties that have been widely studied [1] [2] [3] [4]. As an example of particular computational simplifications, rotations around the sensor center are converted to simple translations along the angular coordinate, and homotheties with respect to the center in the sensor plane become translations along the radial coordinate.

The log-polar transformation can be made directly through a sensor which has the log-polar sensor distribution. Fig. 1 shows the log-polar transformation that is directly performed at the sensor level. The sensor plane is called retinal plane, and the computational plane is called cortical plane. The equations included into the Fig. 1 show the image transformation performed by a log-polar

\[ \gamma = \theta = \arctg \frac{y}{x} \]

\[ \xi = \log r = \log \left( \sqrt{x^2 + y^2} \right) \]

Fig. 1. The log-polar transformation
sensor. As an example of log-polar sensor there is a CMOS log-polar visual sensor with a resolution of 76 rings with 128 cells per ring [5]. This sensor has two different areas: the outer 56 rings, or retina, that follows exactly the log-polar equations, and the inner area, or fovea, that follows a linear growth law.

The log-polar conversion, performed at the presented system, consists on arithmetically calculate the transformation from cartesian to log-polar coordinates, for every pixel coming from the camera by means of the CORDIC algorithm. This conversion stage has been integrated into the chip as a first module previous to the processing stage. The chosen implementation for the log-polar transformation has two stages: the first calculates the polar coordinates (radius and angle) of the cartesian coordinates \((x, y)\). The second stage then calculates the logarithm of the radius giving the final log-polar coordinates. This approach gives an image resolution of 56 rings with 128 cells per ring (57,344 bits) following exactly the log-polar transformation equations.

Differential algorithms, developed in log-polar coordinates, extract dynamic information from the scene and are useful for a visual-guided platform. Differential approaches use the temporal and spatial derivatives of the image sequence. The operations involved are simple and systematically applied to all the image pixels, thus suitable for hardware implementation. These algorithms are computationally intensive due to the image size, but they benefit from log-polar data reduction. In this way, the implemented algorithms into the reconfigurable board must optimize temporal and spatial differential computations.

The objective is to have a library of algorithms for programming the reconfigurable chip.

**Motion Detection Independent of the Log-Polar Camera Movement:**
Originally developed in Cartesian coordinates [6], and adapted to log-polar coordinates [7], its experimental effectiveness has been already proved [8]. This algorithm detects moving objects with respect to the static background. In a moving platform, there are image variations due to the self camera movement that may appear as moving objects. This algorithm is able to filter the image displacement due to the camera self movement. The constrains are related to several smoothness conditions in the grey level image and in the camera motion. Theoretically, only objects which are moving with respect to the background are detected. The algorithm constrains are related to grey level and movement smoothness, and can be formulated as follows:

\[
\frac{\partial^2 E(\xi, \gamma, t)}{\partial \xi^2} = \frac{\partial^2 E(\xi, \gamma, t)}{\partial \gamma^2} = \frac{\partial^2 E(\xi, \gamma, t)}{\partial t^2} = \frac{\partial^2 \xi}{\partial t^2} = \frac{\partial^2 \gamma}{\partial t^2} = 0 \quad (1)
\]

For any point of the cortical plane the grey level image \(E(\xi, \gamma, t)\) must be smoothed, and the camera movement must be linear along the optical axis. If the focus of expansion is at the center of the sensor, this movement is transformed in a translation along the radial coordinate. Under these constrains, the second temporal derivative of the image becomes a small integer number near zero except for the self-moving objects. Therefore, the algorithm is summarized as fol-
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Time to Impact Computation: A second differential algorithm based on log-polar vision, that can be useful for helping the navigation of a robot, is the time to impact computation of a camera to an approaching surface [9]. The time to impact (τ) in the case of polar images, supposing an approaching movement along the optical axis at the sensor center is:

$$\tau = K \frac{\frac{\partial E}{\partial \xi}}{\frac{\partial E}{\partial \tau}}$$

(2)

where K is a constant that depends on the log-polar transformation geometric parameters, $E(\xi, \gamma, t)$ is the log-polar image sequence, $\frac{\partial E}{\partial \xi}$ is the radial gradient and $\frac{\partial E}{\partial \tau}$ is the first order temporal derivative.

Equation (2) shows that the time to impact can be computed as a division of two differential magnitudes: the radial gradient and the first order temporal derivative. A previous stage for smoothing the original log-polar images is required for avoiding non-sense derivatives, like derivatives at the edges (step functions). A detailed discussion about the accuracy of this log-polar algorithm can be found at [10].

3 Synthesizing Differential Algorithms into the Reconfigurable Device

Reconfigurable architectures have been widely used for implementing image processing algorithms. Modular multiboard architectures are formed of several boards, with various reprogrammable devices into each board [11] [12]. The advantages of this approach are flexibility, throughput and computation power. Unfortunately, these good features have the disadvantage of size, weight and power consumption. There are also other simpler approaches or architectures oriented to autonomous platforms implemented in single boards [13], programmable devices [14], or implementations that use few medium PLDs [15]. This last architecture is a pipeline of small Processing Elements (PEs) oriented to processing log-polar vision algorithms. This machine is modular and scalable as the multiboard architectures and small enough for an autonomous robot. Each PE has a medium PLD, SRAM memory and a small PAL. All these elements are not fully used in each algorithm implemented wasting in this way hardware resources...
In the range of single board reconfigurable systems, there are some boards that incorporate high-density and high-performance programmable devices. Moreover, these reprogrammable devices offer complete system integration on a single device called system-on-a-programmable-chip (SOPC). These boards and devices seem particularly useful for applications where there are hardware restrictions, and any gate and bit inclusion must be fully justified. In this way, a single high-density SOPC device, which incorporates the possibility of including exactly the memory size and the modules needed at each algorithm will optimize the hardware utilization.

The APEX PCI board from Altera includes a SOPC APEX 20KC device (EP20K1000C) which has 38,400 Logic Elements (LEs) equivalent to $10^6$ gates (or 1, $7 \cdot 10^6$ system gates) and 320 Kbits of RAM. Furthermore, the board follows the mechanical and electrical PCI interface specifications and it is designed for the integration of a PCI mega-core as input/output interface. A 64 bits master PCI interface fills around 1,400 LEs, which is less than 4% of the resources. This board and this device has been employed for synthesizing the image processing module for the autonomous robot.

It is possible to extract a common structure from the algorithms presented at section 2 and from other similar differential image processing algorithms. A generic log-polar vision algorithm can be split into different well-balanced stages (similar processing delay) for avoiding a slow stage that becomes the pipeline bottleneck. The input of the first stage is a sequence of log-polar images, but the output of this stage, and therefore the inputs to any other stage, can be an ordered data structure.

Any algorithm implemented into the reconfigurable device can be divided as a pipeline of processing stages. In this way, the image processing algorithms that could be efficiently split into such stages are algorithms which have an unidirectional data flow between all the stages of the pipeline. Moreover, the computation of temporal derivatives are implemented using RAM bits as double port memories between stages, so any stage can simultaneously access the information currently processed by the precedent stage and the data stored from the previous computation. The image storage and the reading of the next stage is made simultaneously, but in different memory blocks. Moreover, there is a switching between memories for each new image. The use of Library Parameterizable Macros (LPMs) available with Quartus II allows the easy definition of the inter-stage double port memories and the local-stage memory for computing differential magnitudes. It must be noticed that the vision algorithms are applied to the retina (the outer area in the log-polar images) since this area follows exactly the log-polar growth law, so the algorithms are accomplished and the total data size is 57,344 bits per log-polar image. The APEX20KC device used has 327,680 RAM bits, so it is shown how this approach, that includes double-port RAM memories between stages is a feasible model.

All the stages have been designed with synthesizable VHDL as autonomous and independent modules, with a Finite State Machine (FSM) for implementing its processing functionality. The communication protocol, among all the pipeline
stages, is a simple asynchronous protocol, useful for defining a library of stages that can be mixed for developing different algorithms.

Fig. 2 shows a schema of the overall system organization. A digital cartesian camera acquires the images and send them to the Altera development card by way of the PCI bus. A PCI master/slave megacore is included into the SOPC as image processing system interface as has been already appointed. The chip incorporates a CORDIC module for performing the cartesian to log-polar transformation. Afterwards, the differential pipeline stage processes the images, extracting the information the algorithm delivers, for the robot navigation system. The robot can reconfigure the SOPC selecting the algorithm that is employed for processing the images. The algorithm chosen each time will be the most adequate for helping its navigation.

3.1 Motion Detection Algorithm Synthesis

The algorithm explained in section 2 describes a differential algorithm for detecting objects that move to respect the background, discarding automatically the image displacement due to the camera self movement when this movement is uniform along the camera optical axis. The algorithm has been divided into three stages that work simultaneously as a data pipeline as shown in Fig. 3. Double port memories of exactly the retinal image size (7.168 bytes) are placed between the stages in order to accelerate differential computations. Moreover, the first stage has 128 bytes of local memory for storing a log-polar ring. The ring values are shifted systolically with the aim of computing a grey level average value for accomplishing the smoothed image condition of the algorithm.

1. The first stage smoothes the original log-polar image storing the smoothed image in a double port memory and simultaneously giving it to the next stage. This smooth is made with a simple convolution mask in order to reduce the computations, avoiding a bottleneck at this stage.
2. The second stage computes the first temporal derivative as an image subtraction, accepting the smoothed pixel from the precedent stage. It also reads the double port memory where the precedent smoothed image is stored. Subsequently, first order differences are calculated as a simple pixel subtraction. Finally, the differential pixel is sent to the next stage, being simultaneously stored in a double port memory.

3. The third stage computes the second order temporal derivative and binarizes the image. This stage receives first order differences from the preceding one and simultaneously reads the differences previously stored in the double port memories. The second temporal derivative image is computed as differences between two first order temporal derivative images. Moreover, this value is compared to a threshold that is basically related to the robot movement and scene illumination. The final result is a sequence of binarized images which have marks for the points that belong to self-moving objects.

The algorithm has been successfully synthesized into the APEX20K device, occupying 230.400 RAM bits (70% of the total available RAM resources) and less than 1.000 LEs. It is feasible to increase the algorithm accuracy improving the smoothing stage and the derivation computations. The chip clock frequency can reach 200 MHz, but it is limited to 66 MHz that is the system clock frequency. This algorithm has a well balanced number of clock cycles, consuming 4 cycles for computing 1 pixel at each stage. All the stages are working in parallel and the pipeline only needs an additional cycle for the input of each byte and another for the output. In this way, the pipeline yields a processed byte every 6 clock cycles. Taking into account that a complete retinal log-polar image occupies 7 Kbytes it is possible to compute a theoretical processing ratio of more that 250 frames per second. This large high ratio must be limited due to the differential nature of the algorithm. Thus, in order to compute differential magnitudes as are the temporal or spatial derivatives, differences between images must be guaranteed, so a minimum acquisition interval between images must be ensured [8].

Fig. 3. Motion detection algorithm implementation
3.2 Time to Impact Computation Algorithm Synthesis

The algorithm for time to impact computation has been also implemented with the same methodology of splitting the overall task into a pipeline of stages. Double port memories have been employed for accelerating the computation of the first temporal derivative. Again, the algorithm has been divided into three stages and there are two double port memories as library modules. Fig. 4 shows the algorithm implementation.

1. The first stage is exactly the same smoothing block designed for the previous algorithm. Each stage has been designed with its own control and identical protocol communications. Therefore, any pipeline stage already designed can be re-utilized in any other implementation as a standard library module.

2. The second stage computes the first temporal derivative and the radial gradient. The first order differentiation is computed through the same image subtraction policy described previously. Simultaneously, the radial gradient is computed with the smoothed pixel supplied by the previous stage, and the pixel corresponding to the inferior ring stored in a local small memory of 128 bytes.

3. Finally, the third stage computes the time to impact map for each pixel making an integer division of both values, with a cost of 8 clock cycles.

The algorithm has been also successfully synthesized into the APEX20K device, occupying near 115,000 RAM bits (35% of the total available RAM resources) and less than 1,100 LEs. So, it is also feasible to increase the algorithm accuracy improving the division stage. The clock frequency can be up to 166 MHz, but it is limited to 66 MHz that is the system clock frequency. This algorithm yields a processed byte every 10 clock cycles.
4 Conclusions

Image processing algorithms, involved in visual real-time navigation, benefit from hardware speed. Furthermore, it is not a good solution to have a custom hardware system in an autonomous platform for each desired algorithm due to size, weight and power consumption reasons. Reconfigurable systems on-a-chip appear as a technology that combines hardware performance, software reconfigurability and low resources consumption.

In the other hand, space-variant vision has been employed to reduce the total amount of data to be processed, reducing the memory size for making it possible the implementation of several local frame grabbers inside the chip. Since the involved algorithms are differential, a hardware parallel implementation for computing the temporal differences is a feasible approach that benefits from information reduction. Moreover, the log-polar scheme reduces the computation complexity of the selected algorithms.

A methodology developed previously for splitting differential algorithms into stages for accelerating the temporal difference computations has been applied. All the stages have identical control scheme and communication interface for simplifying the design of algorithms planning, a policy of stage re-usability. Following these ideas, two different algorithms have been implemented in the reconfigurable device, showing its flexibility and performance. Both algorithms take advantage of image reduction and computation simplification, allowing a high rate of processed images per second. The combination of the log-polar formalism, differential algorithms and pipelined architecture shows its good performance for real-time image processing. The synthesis results show that a complete image processing system can be synthesized in a high-density SOPC chip, including a complete PCI interface.
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Abstract. By adapting to computations that are not so well supported by
general-purpose processors, reconfigurable systems achieve significant
increases in performance. Such computational systems use high-capacity
programmable logic devices and are based on processing units customized to
the requirements of a particular application. A great deal of research effort in
this area is aimed at accelerating the solution of combinatorial optimization
problems. Special attention was given to the Boolean satisfiability (SAT)
problem resulting in a considerable number of different architectures being
proposed. This paper presents the state-of-the-art in reconfigurable hardware
SAT satisfiers. The analysis of existing systems has been performed according
to such criteria as reconfiguration modes, the execution model, the
programming model, etc.

1 Introduction

Although the concept of reconfigurable computing has been known since the early
1960s [1], it is only recently that technologies that allow it to be put into practice
became available. The interest started at the beginning of the 1990s as FPGA
densities broke the 10K logic gate barrier. Since then, reconfigurable computing
became a subject of intensive research. For some classes of applications
reconfigurable systems allow very good performance to be achieved compared to
general-purpose computers. Other types of applications were mapped to
reconfigurable hardware because it offers innovative opportunities to explore.
According to the primary objective to be achieved, all these applications can be
broadly divided into three categories: hardware emulation and rapid prototyping,
evolvable hardware, and the acceleration of computationally intensive tasks. The last
category is without doubt the prevalent one.

Recently, a series of attempts have been made to accelerate applications that
involve rather complex control flow. In this context special attention was given to
problems in the area of combinatorial optimization. Among them, the Boolean
satisfiability (SAT) problem stands out. This may be partially explained by the
extremely wide range of practical applications in a variety of engineering areas,
including the testing of electronic circuits, pattern recognition, logic synthesis, etc.
[2]. In addition, SAT has the honor of being the first problem shown to be NP-
complete [3]. This means that existing algorithms have an exponential worst-case
complexity. Implementations based on reconfigurable hardware enable the primary operations of the respective algorithms to be executed in parallel. Consequently, the effect of exponential growth in the computation time can be delayed, thus allowing larger size instances of SAT to be solved [2].

SAT is a very well known combinatorial problem that consists of determining whether a given Boolean formula can be satisfied by some truth assignment. The search variant of this problem requires at least one satisfying assignment to be found. Usually, the formula is presented in conjunctive normal form, which is composed of a conjunction of a number of clauses, where a clause is a disjunction of a number of literals. Each literal represents either a Boolean variable or its negation. A survey of algorithmic methods of solving the SAT problem can be found in [2].

In this paper we present the current status of reconfigurable hardware SAT solvers and give an overview of the existing approaches and their tradeoffs. The remaining part of the paper is organized as follows. Section 2 is devoted to the description of the most well known architectures of reconfigurable hardware SAT satisfiers. Analysis and classification of these architectures according to different criteria is performed in section 3. Finally, concluding remarks are given in section 4.

2 Architectures of SAT Solvers

Recently, several research groups have explored different approaches to solve the SAT problem with the aid of reconfigurable hardware [4-5], [9-12], [14-22]. Since names have not typically been given to hardware SAT satisfiers, we will refer to them according to the first author’s names of the respective publications.

Suyama et al. [4-5] suggested an architecture of an instance-specific SAT solver capable of finding all the solutions (or a fixed number of them) of a given problem instance. The employed algorithm is characterized by the fact that at any moment a full variable assignment is evaluated. A dynamic decision strategy based on both experimental unit propagation and a maximum-occurrence-in-clauses-of-minimum-size heuristic has been adopted. A number of circuits have been implemented on an Altera FLEX10K250 FPGA clocked at 10 MHz. Suyama et al. were able to achieve a small acceleration compared to the POSIT algorithm [6] executed on an UltraSPARC-II/296 MHz over some instances from DIMACS benchmark suite [7]. However, the time spent in hardware compilation and configuration was not taken into account.

Zhong et al. implemented a version of the well-known Davis-Putnam (DP) algorithm [8]. In their early work [9] they constructed an implication circuit and a state machine for each variable in the formula, all the state machines being connected in a serial chain. As a preprocessing step, all the variables are sorted taking into account the number of their appearances in a given formula. In [10] hardware implementation of non-chronological backtracking was proposed. The resulting hardware execution time was quite good but the design had two distinct drawbacks. First, the clock frequency was low (ranging from 700KHz to 2MHz for different formulae). Second, the hardware compilation time took several hours (on a Sun 5/110MHz/64MB) thus canceling all the advantages of fast hardware execution.

In more recent work [11], [12] the basic design decisions were revised. As a result, a regular ring-based interconnecting structure was employed instead of irregular global lines, essentially reducing the compilation time in this way (to an order of
seconds) and increasing the clock rate (to 20-30 MHz) [12]. In addition, a technique enabling conflict clauses to be generated and added was proposed. The experimental results are based on both hardware implementation (on an IKOS emulator containing a number of FPGA array boards) and simulation. The speedups achieved over the software satisfier GRASP [13] executing on a Sun5/110MHz/64MB (in a restricted mode), including the hardware compilation and configuration time, are of an order of magnitude [12] for a subset of the DIMACS SAT benchmarks [7].

Abramovici et al. [15] employed the technique of modeling a formula by a 2-level circuit. The SAT solver proposed in [14] is based on the PODEM algorithm. In [15] an improved architecture is suggested that employs the DP algorithm and implements an enhanced variable selection strategy. For hardware implementation Abramovici et al. suggest creating a library of basic modules that are to be used for any formula. The modules have predefined internal placement and routing. In this case the solver circuit will be built from modules, which allows the compilation time to be reduced (to the order of minutes). The authors implemented simple circuits on XC6264 FPGA and simulated the bigger ones. For a circuit occupying the whole area of the XC6264 FPGA the clock frequency is about 3.5 MHz. In [15] Abramovici et al. report speedups from 0.01 to 7000 (after time unit justification) achieved over GRASP [13] for a subset of DIMACS SAT benchmarks [7]. In [15] a virtual logic system was proposed allowing circuits to be constructed for solving SAT problems that are larger than the available hardware resources. This is achieved by decomposing a formula into independent sub-formulae that can be processed in separate FPGAs either concurrently or sequentially.

The SAT solver proposed by Platzner et al. [16], [17] is similar to that of Zhong [9]. It consists of a column of finite state machines, deduction logic and a global control unit. The deduction logic computes the result of the formula based on the current partial variable assignment. All variable assignments are tried in a fixed order. The authors implemented an accelerator prototype on the base of a Pamette board containing 4 Xilinx XC4028 FPGAs. The speedups obtained for hole6…hole10 SAT benchmarks from DIMACS [7], including hardware compilation and configuration time, range from 0.003 to 7.408 compared to GRASP executing on a PII/300MHz/128MB [16]. The designs for the holex problems run at 20 MHz [17].

More recent work in this direction is targeted at avoiding instance-specific layout compilation. Boyd et al. [18] proposed an architecture for a SAT-specific programmable logic device that excludes instance-specific placement and routing. The suggested design consumes polynomial hardware resources (with respect to the number of variables and clauses) and requires polynomial time to configure. The authors implemented a small version of their SAT satisfier for a problem having 8 variables and 8 clauses on a Xilinx XC4005XL running at 12 MHz. However, no results on large benchmark problems were reported.

Sousa et al. [19], [20] were the first to propose partitioning the job between software and reconfigurable hardware with the most computationally intensive tasks (such as computing implications and choosing the next decision variable) assigned to hardware, while the control-oriented tasks (such as conflict analysis, backtrack control and clause database management) are performed in software. The suggested SAT solver has an application-specific architecture that uses configuration registers for SAT formula instantiation [20]. In order to deal with instances that exceed the available hardware capacity, a virtual hardware scheme with context switching has been proposed. The results reported in [19] are based on a software simulator of the
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system under an estimated clock frequency of 80 MHz, assuming that the context-switching device can swap pages in one clock cycle.

Skliarova et al. [21], [22] proposed an application-specific SAT solver realizing a DP-based algorithm. The problem was formulated over a ternary matrix by setting a correspondence between clauses and variables of a formula and rows and columns of the matrix. In order to solve various problem instances it is only necessary to download the respective matrix data. All the other components of the satisfier remain unchanged. This allows local reconfigurability to be used and reduces the configuration overhead. The problem is partitioned between software and reconfigurable hardware in such a way that an FPGA is only responsible for processing sub-problems that appear at various levels of the decision tree and satisfy the imposed hardware constraints (such as the maximum allowed number of rows and columns in the matrix). This technique permits problems to be solved that exceed the resources of the available reconfigurable hardware. The SAT satisfier was implemented on an ADM-XRC PCI board containing one XCV812E Virtex-EM FPGA (running at 40MHz). The results of experiments on some of DIMACS benchmarks [7] have shown that it is possible to achieve a significant speedup compared to GRASP (up to 111x, including the FPGA configuration time, with GRASP executed on an AMD Athlon/1GHz/256MB).

3 Analysis of Hardware SAT Solvers

In this section we attempt to analyze the reconfigurable hardware SAT solvers according to such criteria as algorithmic issues, programming model, execution model, reconfiguration modes, logic capacity and performance. Table 1 summarizes the respective characteristics of the architectures considered in the previous section.

3.1 Algorithmic Issues

The majority of the existing reconfigurable hardware SAT solvers employs some variation of the Davis-Putnam algorithm [8]. An exception to this is the SAT satisfier of Abramovici et al., which implements a PODEM-based algorithm [14].

The search process in the DP algorithm is usually organized with the aid of a decision tree, whose nodes are characterized by the respective partial variable assignments, and arcs represent the decisions taken. There exist two basic approaches to the selection of the decision variables: static and dynamic. Although dynamic selection has been considered to be a difficult task for hardware implementation, it was realized in a number of architectures [5], [19-22].

In the present-day software SAT solvers a lot of advanced techniques (such as non-chronological backtracking [13]) are employed that enable those regions of the search space that do not contain any solution to be identified and avoided. However, up to now these techniques have been largely ignored by hardware SAT solvers. The few exceptions to this rule are the SAT satisfiers of Zhong et al. [12] and Sousa et al. [19, 20] (the latter implements them in software).
### Table 1. Principal characteristics of the reconfigurable hardware SAT solvers

<table>
<thead>
<tr>
<th>SAT solver</th>
<th>Algorithmic issues</th>
<th>Programming model</th>
<th>Execution model</th>
<th>Reconfiguration mode</th>
<th>Logic capacity</th>
<th>Performance ($t_{total}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suyama et al.</td>
<td>DP-like algorithm with dynamic selection</td>
<td>instance-specific</td>
<td>hardware only</td>
<td>static</td>
<td>multi-FPGA system</td>
<td>$t_{comp} + t_{conf} + t_{ex_h}$</td>
</tr>
<tr>
<td>Zhong et al. [12]</td>
<td>DP-based algorithm with static selection, non-chronological backtracking, conflict analysis</td>
<td>instance-specific</td>
<td>hardware only</td>
<td>dynamic (global)</td>
<td>multi-FPGA system</td>
<td>$t_{comp} + t_{conf} + t_{comm} + t_{ex_h}$</td>
</tr>
<tr>
<td>Platzner et al.</td>
<td>DP-based algorithm with static selection</td>
<td>instance-specific</td>
<td>hardware only</td>
<td>static</td>
<td>use larger device</td>
<td>$t_{comp} + t_{conf} + t_{ex_h}$</td>
</tr>
<tr>
<td>Abramovici et al. [15]</td>
<td>DP-based algorithm with optimized static selection</td>
<td>instance-specific</td>
<td>hardware only</td>
<td>dynamic (global)</td>
<td>logic partitioning in sub-formulae</td>
<td>$t_{comp} + t_{conf} + t_{comm} + t_{ex_h}$</td>
</tr>
<tr>
<td>Sousa et al.</td>
<td>DP-based algorithm with dynamic selection and conflict analysis (in software)</td>
<td>application-specific</td>
<td>software/hardware partitioning according to computational complexity</td>
<td>dynamic (partial)</td>
<td>virtual hardware scheme</td>
<td>$t_{conf} + t_{comm} + t_{ex_s} + t_{ex_h}$</td>
</tr>
<tr>
<td>Skliarova et al.</td>
<td>DP-based algorithm with dynamic selection</td>
<td>application-specific</td>
<td>software/hardware partitioning according to logic capacity</td>
<td>dynamic (partial)</td>
<td>software/hardware partitioning</td>
<td>$t_{conf} + t_{comm} + t_{ex_s} + t_{ex_h}$</td>
</tr>
</tbody>
</table>

### 3.2 Programming Model

There are two basic approaches to mapping a SAT formula to a reconfigurable system: instance-specific and application-specific. The first approach has been extensively explored by the SAT research community [4-5], [9-12], [14-17] and assumes the generation of an individual hardware configuration for each problem instance. In this case, a typical design flow is used to describe and implement either a whole instance-specific circuit or a number of primary modules, which are further customized (at compile time) by specially developed software tools to match the respective formula.

In an application-specific approach the circuit is designed and optimized only once, after which it can be used for different problem instances [18-22]. This can be achieved with the aid of a hardware template, which is also developed using a typical design flow but is customized with data for a particular problem at run-time (instead of compile-time). It should be noted that in this case a hardware compilation step is completely avoided.
3.3 Execution Model

A SAT problem can be either entirely mapped to reconfigurable hardware (leaving just the tasks of preprocessing and initialization to the host processor) [4-5], [9-12], [14-18] or partitioned between hardware and software [19-22]. There exist different methods of software/hardware partitioning. In the domain of SAT solvers, two are usually employed: partitioning according to computational complexity and partitioning with respect to logic capacity.

The first method assigns computationally intensive portions of an application to hardware, while the remaining portions that exhibit little parallelism are handled by the host processor [19], [20]. Reconfigurable systems of this type are based on the 90/10 rule, which states that 90% of execution time of an application is spent by 10% of its code. Thus, in order to increase performance it is attempted to accelerate this small portion of an application with the aid of programmable logic devices.

The second method performs partitioning according to the available logic capacity of hardware employed [21], [22]. In this case, if a problem instance does not “fit” to a chosen device (or a number of interconnected devices), it has first to be processed by software up to the point at which it can be transferred to hardware.

3.4 Reconfiguration Modes

In the domain of reconfigurable computing it is common to distinguish between two configuration modes: static mode (also known as compile-time configuration or design-time binding) and dynamic mode (frequently referenced as run-time configuration or implementation-time binding).

Static configuration assumes fixed functionality of the device once it has been programmed [4-5], [9-10], [16-17]. Dynamic reconfiguration allows the functionality of the system to be changed during the execution of an application. Dynamic reconfiguration can in turn be partial or global. Global reconfiguration reserves all the hardware resources for each step of execution. After a step has been concluded, the device may be reprogrammed for the next step [15]. Partial reconfiguration implies the selective modification of hardware resources [19-22]. This opportunity allows the hardware to be adapted to better suit the actual needs of the application. Since only selected portions are reconfigured, the configuration overhead is less than in the previous case.

A variety of reprogrammable devices can be employed to carry out dynamic reconfiguration. Single-context devices require complete reprogramming in order to introduce even a small change. Although many commercially available FPGAs are single-context, there exist techniques (based on hardware templates) that allow partial reconfiguration to take place [19-22]. Multi-context devices possess various planes of configuration information with just one of them active at any given moment [19]. The main advantage of such devices is the ability to switch the context very fast. Partially reconfigurable devices permit small portions of their resources to be modified without disturbing the remaining parts. Although this kind of devices (such as the XC6200 family of Xilinx) was employed for some SAT solvers [15], the potential for partial reconfigurability has not been explored.
3.5 Logic Capacity

The logic capacity of the employed hardware device is always limited. Thus, efficient techniques are needed to deal with the situation when a problem instance exceeds the available hardware resources. The answers to this issue differ accordingly to the programming and execution models adapted. Basically, four possibilities have been explored.

The first is the expansion of the logic capacity by interconnecting a number of programmable devices and partitioning the circuit between them. It should be noted that fast and efficient multi-device partitioning and routing is quite a difficult task (of course modular design styles [12] can alleviate it). Moreover, the working frequency of such multi-device systems is usually quite limited.

The second method is to partition the problem into a series of configurations to be run either sequentially or in parallel. The partitioning is performed by decomposing an initial formula into a set of independent sub-formulae [15]. Each sub-formula must satisfy the imposed hardware constraints. The main limitation of this method is that the efficiency of the decomposition greatly depends on the characteristics of the formula. As a result, for some problem instances the partitioning time may increase to unacceptable levels.

The third method is based on software/hardware partitioning according to the available logic capacity of hardware that is employed (see section 3.3). In this case just those sub-problems that appear at different levels of the decision tree and respect the capacity limitations are assigned to hardware, the remaining portion of the problem being processed by a software application [21-22].

The last method is based on a virtual hardware scheme proposed in [19-20], which relies on dividing the circuit into a series of hardware pages that are successively run being the intermediate results stored in external memory blocks. Since all the hardware pages have the same structure with only a number of registers being reconfigured, the page switching is performed very fast.

3.6 Performance

The total time ($t_{total}$) spent by a reconfigurable hardware SAT satisfier to solve a particular problem instance comprises four components: hardware compilation time ($t_{comp}$), hardware configuration time ($t_{conf}$), time required for communication between software and hardware ($t_{comm}$) and actual execution time ($t_{ex}$). If a problem solution is partitioned between software and hardware then the execution time $t_{ex}$ is composed of software execution time ($t_{ex,s}$) and hardware execution time ($t_{ex,h}$). It should be noted that the values of these components depend on the programming and execution models employed and some of them may be zero. For example, if a problem instance is entirely mapped to hardware, usually there is no communication (except for notifying the final result) between the host processor and the programmable device. In the same manner, if an application-specific approach is followed, the hardware compilation time is zero. Actually, the compilation time may constitute a large portion of the total solving time. For easy problem instances it even dominates and cancels out all the benefits of fast hardware execution [4-5], [9-10], [16-17]. That is why a number of techniques targeted at reducing the hardware compilation time have
been proposed. They are based on exploiting modular design styles and developing customized software tools instead of using commercially available ones [11-12], [15].

One characteristic inherent in reconfigurable hardware SAT solvers is that it is very difficult to analyze and compare their performance accurately. As a rule, the designers present the results achieved in the light of the software SAT satisfier GRASP [13]. However, GRASP is run on different platforms and with dissimilar parameters that heavily influence its performance. Moreover, the parameters set are frequently not published. The majority of the SAT solvers considered involve a hardware compilation step, which is sometimes ignored (or hidden) when presenting the results. It is also difficult to estimate the exact impact of compilation on the total execution time because of the variety of software platforms used. Nevertheless, in all recent designs a clear intention to reduce and even to avoid the hardware compilation step is apparent [12], [15], [18-22].

As shown by the results of the 2002 software SAT competition [23], GRASP has been surpassed by more recent SAT satisfiers such as zChaff [24] and BerkMin [25]. Consequently novel algorithmic and architectural techniques need to be explored in order to put the reconfigurable hardware SAT solvers in a more favorable light comparing to a software solution.

4 Conclusion

This paper is dedicated to the description and comparison of reconfigurable hardware SAT solvers. The analysis leads to the following conclusions:

• The majority of designers implement complete search algorithms derived from the DP algorithm. Conflict analysis is usually not performed and just chronological backtracking is executed (with a few exceptions).

• Practically all the proposed SAT solvers are based on the instance-specific approach. However, the hardware compilation time restricts the range of problems for which a reconfigurable hardware solution is more effective than the software-based approach. That is why all recent efforts have been focused on avoiding instance-specific placement and routing.

• All the reconfigurable SAT solvers considered are loosely coupled systems with the programmable device (usually, a commercially available FPGA) being attached to the host processor via an external interface.

• It is quite difficult to compare the results that have been achieved. First, the hardware compilation and configuration times are not always clearly exposed. Second, the results are usually compared to GRASP, executed on different platforms with dissimilar parameters, which can lead to variations in the solving time of up to an order of magnitude.

• Real-world SAT formulae are quite large, however how instances that do not fit into an available device can be handled efficiently is not always discussed. Recently, in what seems to be a promising solution, it was suggested that the problem should be partitioned between software and reconfigurable hardware. It should also be noted that due to the rapid evolution in FPGA capacity, many
challenging problem instances can now either be fitted into a single FPGA, or at least partitioned more efficiently.

- The speedups achieved by reconfigurable hardware compared to a software solution are significant just for certain classes of SAT instances, for which the optimization techniques proposed and implemented by software SAT satisfiers are not very efficient. Some examples of these techniques are: different decision strategies, exploiting problem symmetry, careful conflict analysis, etc. Consequently, although many interesting and worthwhile architectures have already been proposed, innovative approaches still need to be explored in the reconfigurable hardware domain.
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Abstract. The ability to migrate tasks from one reconfigurable node to another improves the fault tolerance of distributed reconfigurable systems. The degree of fault tolerance is inherent to the system and can be optimized during system design. Therefore, an efficient way of calculating the degree of fault tolerance is needed. This paper presents an approach based on satisfiability testing (SAT) which regards the question: How many resources may fail in a distributed reconfigurable system without losing any functionality? We will show by experiment that our new approach can easily be applied to systems of reasonable size as we will find in the future in the field of body area networks and ambient intelligence.

1 Introduction

Distributed reconfigurable systems \([1, 2]\) are becoming more and more important for applications in the area of automotive, body area networks, ambient intelligence, etc. The most outstanding property of these systems is the ability of reconfiguration. In terms of system synthesis, this means that the binding of tasks to resources is not static, i.e., the binding changes over time. Recent research was focused on the OS support for FPGAs \([3]\) by dynamically assigning hardware tasks to an FPGA.

In a network of connected FPGAs it is possible to migrate hardware tasks from one node to another. Thus, resource faults can be compensated by rebinding tasks to fully functional nodes of the network. The process of rebinding is also called repartitioning. Distributed reconfigurable systems that support repartitioning possess an inherent fault tolerance. The degree of fault tolerance is a static property of the system and, hence, can be optimized during system design. In order to evaluate the degree of fault tolerance, we define a new objective called \(k\)-bindability. A system is called \(k\)-bindable iff any set of \(k\) resources is redundant. Note, it may be possible that more than \(k\) resources are redundant but the \(k\)-bindability determines that \(k\) such that any set of \(k\) arbitrary resources can be removed from the system without losing any functionality.

\(^*\) Supported in part by the German Science Foundation (DFG), SFB 376 (Massive Parallelität) and SPP 1148 (Rekonfigurierbare Rechensysteme).
The main contribution of this paper is to provide an efficient way based on SAT techniques to determine the $k$-bindability during system design. This problem is twofold: In a first step, we will reduce the well known binding problem from system synthesis to the satisfiability problem for boolean formulas. Next, we show how to calculate the $k$-bindability of a system using quantified boolean formulas (QBFs). Therefore, we focus on two particular system synthesis problems:

1. Does there exist a feasible binding for a given specification of a distributed reconfigurable system that supports repartitioning?
2. How many resources may fail in a distributed reconfigurable system that supports repartitioning without losing any functionality?

With this novel approach, we can optimize the fault tolerance of distributed reconfigurable system in an early design phase. In other words, we can maximize the $k$-bindability of such a system for a limited number of reconfigurable nodes and connections during design space exploration.

The problem to decide the satisfiability of QBFs is an important research issue in Artificial Intelligence, since QBF is the prototypical PSPACE-complete problem. Other PSPACE-hard problems from, e.g., conditional planning [4], non monotonic reasoning [5], and hardware verification [6] have been polynomially reduced to QBF. In the past several decision procedures for QBFs have been proposed in the literature [7–10].

This paper is structured as follows: In Section 2 we introduce the formal specification model of distributed reconfigurable systems used in this paper. The following section shows how to reduce the binding problem to the satisfiability problem of boolean formulas. In Section 4 a QBF-based approach to determine the $k$-bindability of a distributed reconfigurable systems that supports repartitioning is proposed. Finally, we will show by experiment (Section 5) that problem instances of reasonable size are easily solved by the Davis-Putnam based QBF solver Qsolve [9].

2 Preliminaries

In order to specify distributed reconfigurable systems, we use a graph-based approach. First, we model the behavior of a system using a directed graph, called task graph. The vertices of the task graph represent tasks $t \in T$ where $T$ is a finite set. The edges of the task graph model data dependencies $d \in D$ between the tasks, i.e., $D \subseteq T \times T$.

On the other hand, we model the architecture of our distributed reconfigurable system by a so-called architecture graph. An architecture graph is also a directed graph, where vertices correspond to reconfigurable nodes $r \in R$ of the network. Edges of the architecture graph model directed connections $c \in C \subseteq R \times R$ between the nodes.

To relate tasks $t \in T$ and reconfigurable nodes $r \in R$, mapping edges $m \in M$ map tasks to nodes. A mapping edge $m = (t, r)$ indicates that $t$ may be executed on $r$. Note that more than one mapping edge could be associated with a task $t$ or a reconfigurable node $r$, modeling possible bindings and resource sharing, respectively. Such graph-based models are also used in commercial systems like VCC [11].

Example 1. Figure 1 shows a specification of a distributed reconfigurable system. The set of tasks $T$ and data dependencies $D$ are given by $T = \{t_0, t_1, t_2\}$ and $D =$
Fig. 1. Distributed control system consisting of a sample task ($t_0$), a control task ($t_1$), and a driver task ($t_2$). The architecture is composed of four reconfigurable nodes ($r_0, \ldots, r_3$). The additional mapping edges ($m_0, \ldots, m_9$) describe possible bindings.

{($t_0, t_1$), ($t_1, t_2$)}, respectively. This task graph models the coarse grain behavior of a distributed control system, where $t_0$ corresponds to a sample task sampling a sensor, $t_1$ corresponds to the control task implementing the actual control, and $t_2$ models the driver task driving an actuator.

The architecture graph in Figure 1 consists of the reconfigurable nodes $R =\{r_0, r_1, r_2, r_3\}$. Each reconfigurable node could directly communicate with each other, i.e., the architecture graph is a clique. The mapping edges $M = \{m_0, \ldots, m_9\}$ indicate that the sample task $t_0$ may be executed on any reconfigurable node $r_0$ to $r_2$ and the driver task $t_2$ may be performed on any of the reconfigurable node $r_1$ to $r_3$. The controller task $t_1$ could be bound to any of the reconfigurable nodes in the architecture graph.

3 Binding

With the model introduced previously, the task of system synthesis could be formulated as: “Find a feasible binding of the tasks $t \in T$ to reconfigurable nodes $r \in R$, i.e., a subset of mapping edges.” Here, a binding is said to be feasible if:

1. each task $t \in T$ is bound to exactly one reconfigurable node $r \in R$ and
2. required communications given by the data dependencies $d \in D$ can be handled by the given architecture graph, i.e., if there is a directed edge $d = (t_i, t_j)$ between task $t_i$ and task $t_j$ then either $t_i$ and $t_j$ have to be performed on the same reconfigurable node $r$ (intra-node communication) or on reconfigurable nodes $r_i$ and $r_j$ which are directly connected via an edge $c = (r_i, r_j)$ (inter-node communication).

Blickle et al. [12] have reduced the problem of finding a feasible binding to the boolean satisfiability problem which is NP-complete. In this paper, we show how to derive boolean functions from specifications given by a task graph, an architecture graph, and the mapping edges as described in Section 2 such that the boolean function is satisfiable iff the specified distributed reconfigurable system has a feasible binding. These function
could be tested by QBF solvers. Later, we extend this idea in order to analyze aspects such as whether a distributed reconfigurable system is fault tolerant and to what degree.

First, we consider the problem of checking the feasibility of a given binding. Therefore, we introduce some notations: Let $m_i$ be a boolean variable, indicating if the mapping edge $m_i$ is part of the binding ($m_i = 1$), or not ($m_i = 0$). The assignment of all variables $m_i$ is denoted by $(m)$. Note, that $(m)$ is a binary coding of the binding. The set of all possible assignments of $(m)$ is denoted by $(M)$. With these new notations, we check the feasibility of a given binding represented by the coding $(m)$ by solving a boolean equation. Therefore, we test both criteria of the feasibility as given above.

Example 2. First, we test if there is exactly one outgoing mapping edge for each task $t \in T$ in the binding. As an example consider Figure 2(a). There is a single task $t_0$ and $n+1$ mapping edges $m_0, \ldots, m_n$. A boolean function that indicates if there is exactly one outgoing mapping edge for $t_0$ in conjunctive normal form (cnf) is:

$$(m_0 + m_1 + m_2 + \cdots + m_n) \cdot (m_0 + m_1) \cdot (m_0 + m_2) \cdots (m_0 + m_n) \cdot (m_1 + m_2) \cdots (m_1 + m_n) \cdots (m_{n-1} + m_n)$$

Here, $+$ denotes the boolean OR and $\cdot$ is the boolean AND. The first clause ensures that at least one of the mapping edges is activated ($m_i = 1$). The remainder guarantees that at most one mapping edge is part of the binding. The conjunction of both parts results in the required property.

For each task $t \in T$ we have to establish a formula similar to the one given in Example 2. The logical product results in a boolean function $b_1 : (M) \rightarrow \{0, 1\}$ with $b_1 ((m)) = 1$ iff $(m)$ contains exactly one mapping edge per task. Hence, we obtain Equation (1) where $\prod$ denotes the boolean AND and $\sum$ denotes the boolean OR.

$$b_1 ((m)) = \prod_{t \in T} \left[ \sum_{m \in M; m = (t,r)} m \cdot \prod_{m_i, m_j \in M; m_i = (t,r_x) \land m_j = (t,r_y) \land r_x \neq r_y} (m_i + m_j) \right]$$

Now, that we are sure that the first criteria is fulfilled, we check the second property of feasible bindings. All data dependencies $d \in D$ must be provided by the architecture.
of the implementation. Therefore, let \( d = (t_i, t_j) \). If \( t_i \) is executed on \( r_x \) then \( t_j \) has to be performed on \( r_x \) also or on an adjacent reconfigurable node \( r_j \), i.e., \((r_i, r_j) \in C\).

**Example 3.** Consider the example in Figure 2(b). The task \( t_0 \) is bound to \( r_0 \) by \( m_0 \). The execution of task \( t_1 \) must take place on node \( r_0 \) itself (by \( m_1 \)) or on any adjacent reconfigurable node \( r_1, \ldots, r_n \). An implication that assures this property is given by

\[
m_0 \mapsto (m_0 + m_1 + m_2 + \cdots + m_{n+1}).
\]

This equation needs to be satisfied for each mapping edge \( m \in M \).

A boolean function \( b_2 : (M) \to \{0, 1\} \) to check the second property of feasibility is therefore:

\[
b_2 ((m)) = \prod_{m=(t,r) \in M, t_i \in T : (t,t_i) \in D} \left[ (\overline{m} + \sum_{m_j \in M : m_j = (t_i, r_x) \land (r=r_x \lor (r,r_x) \in C)} m_j \right] \tag{2}
\]

With Equation (1) and (2), we formulate a boolean function \( b : (M) \to \{0, 1\} \) to check the feasibility of a given binding coded by \( (m) \):

\[
b ((m)) = b_1 ((m)) \cdot b_2 ((m)) \tag{3}
\]

\( b \) is given in cnf and \( b ((m)) = 1 \) iff the system has a feasible binding. In order to check if there is at least one feasible binding for a given specification, a SAT solver may be used to solve the following problem

\[
\exists (m) : b ((m)) \tag{4}
\]

Checking whether a binding is feasible or whether a partial binding may be completed can be an important task during synthesis, but also in dynamically reconfigurable distributed systems. One application of the above SAT-techniques is therefore the domain of fault tolerance.

## 4 Fault Tolerance

In reconfigurable systems, the binding may change over time. Therefore, it may be possible to compensate resource faults by rebinding tasks to fully functional resources. The process of rebinding is called repartitioning. Recent research is focused on the OS support for single FPGA architectures [3]. In this section, we show how to model resource faults and how to measure the robustness of a given distributed reconfigurable system that supports repartitioning, also using SAT-based techniques. Therefore, we define the so-called \( k \)-bindability which quantifies the number of redundant resources in such a system.

### 4.1 Modeling Resource Faults

If a reconfigurable node fails, i.e., we cannot use this node for task execution any longer, the allocation of resources nodes may change. The allocation is the set of used resources
in our implementation. Furthermore, an allocation is said to be feasible if there exists at least one feasible binding for this allocation. As in the case of the binding, we use the term \((r)\) as the coding of an allocation where \(r_i = 1\) indicates that the reconfigurable node \(r_i\) is part of the allocation. Furthermore, the term \((R)\) describes the set of all possible allocation codings. If a reconfigurable node \(r_i\) fails, we have to set the associated binary variable \(r_i\) to zero \((r_i = 0)\). All adjacent mapping edges \(m_j\) to \(r_i\) become meaningless, and should not be used in the binding, i.e., \(m_j = 0\).

**Example 4.** Figure 3 shows a single reconfigurable node \(r_0\) and \(n\) mapping edges. If \(r_0\) fails, \(m_0, \ldots, m_n\) must not be used in the binding. We express this fact by \(n\) implications in the form \(r_0 \mapsto \overline{m}_j\) with \(j = 0, \ldots, n\). In cnf we get: \((r_0 + \overline{m}_0)(r_0 + \overline{m}_1)(r_0 + \overline{m}_2) \ldots (r_0 + \overline{m}_n)\).

Again, we propose a boolean function to deactivate all mapping edges adjacent to a defect reconfigurable node. This boolean function \(e : (M) \times (R) \to \{0, 1\}\) is satisfiable iff no reconfigurable nodes fail or there exists a feasible binding not using any of the mapping edges to the defect node.

\[
e ((m), (r)) = \prod_{r \in R, m \in M : m = (t, r)} (r + m) \quad (5)
\]

With this formula, we can check if a given reconfigurable node is redundant. For example, if we want to test if \(r_0\) is redundant we solve the following SAT formula:

\[
\exists (m), (r) : \overline{r}_0 \cdot e ((m), (r)) \cdot b ((m))
\]

### 4.2 k-Bindability

A frequent question is how many resources could fail in a distributed reconfigurable system that supports repartitioning without losing the desired functionality. Therefore, we define the number of nodes that may fail as \(k\)-bindability, i.e., \(k\) is the maximum number such that any set of \(k\) reconfigurable nodes is redundant. Note that we can remove any \(n < k\) nodes of our distributed system without losing the specified functionality.

**Example 5.** Figure 1 shows the specification for a distributed control system. Let us remove one of the reconfigurable nodes \(r_0, \ldots, r_3\) in Figure 1. Whatever node we choose, by rebinding the tasks we retain a running system, i.e., our system is at least 1-bindable. If we simultaneously remove any two of the reconfigurable nodes, again, our system remains working through rebinding the tasks. Now, our system is at least 2-bindable.
Let us check for 3-bindability. If we remove the reconfigurable nodes \( r_0, r_1, r_3 \) (or they fail simultaneously), we could bind all tasks \( t_0, t_1, \) and \( t_2 \) to node \( r_2 \). But the system is not 3-bindable, since if the nodes \( r_0, r_1, \) and \( r_2 \) fail simultaneously, we can not find any reconfigurable node to bind task \( t_0 \) to. That is: the system is 2-bindable.

In order to check for \( k \)-bindability using SAT-based techniques, we formulate a boolean function which encodes all system errors with exactly \( k \) reconfigurable node defects:

\[
    f^{(k)} = (A) \times (R) \rightarrow \{0, 1\}
\]

This function depends on the auxiliary variables \( a_i \) with \( i = 0, \ldots, a_{|R|-1} \) where \( |R| \) denotes the cardinality of \( R \). If exactly \( k \) auxiliary variables are set to zero, we set the \( k \) corresponding allocation variables \( r_i \) to zero, otherwise all allocation variables may be set to one (i.e., no node fails).

**Example 6.** For the reconfigurable nodes in Figure 1, we encode the single resource defect of \( r_0 \) as: \( a_3 a_2 a_1 a_0 \). The implication \((a_3 a_2 a_1 a_0) \rightarrow r_0 \) forces the allocation variable \( r_0 \) to zero. In cnf this corresponds to: \((\overline{a}_3 + \overline{a}_2 + \overline{a}_1 + a_0 + \overline{r}_0)\).

For all possible faults with exactly one single resource defect, we have to encode \(|R|\) different cases (for each resource):

\[
    f^{(1)} ((a), (r)) = \prod_{j=0}^{\lfloor R/2 \rfloor-1} (r_j + a_j + \sum_{i=0, i \neq j} a_i)
\]

\( f^{(1)} ((a), (r)) \) does not impose any constraints on \( (r) \) if more than one variable \( a_i \) is set to false. With this boolean function, we check if for all of these faults there is at least one feasible binding. This is done by the following quantified boolean formula:

\[
    \forall (a) \exists (r), (m): f^{(1)} ((a), (r)) \cdot e ((m), (r)) \cdot b ((m))
\]

We extend this approach by encoding all faults with exactly \( k \) resource defects. This is again an implication and can be written in cnf as:

\[
    f^{(k)} ((a), (r)) = \prod_{i_1=0}^{\lfloor R/2 \rfloor-1} \prod_{i_k=i_{k-1}+1}^{\lfloor R/2 \rfloor-1} \prod_{l=1}^{k} (r_{i_l} + \sum_{n=0}^{\lfloor R/2 \rfloor-1} a_n + \sum_{n=0}^{\lfloor R/2 \rfloor-1} \overline{a}_n)
\]

Note again, that \( f^{(k)} ((a), (r)) \) does not impose any constraints on \( (r) \) if \( p > k \) variables \( a_i \) are set to false.

Now, that we know how to code resource defects in a boolean function, we formulate the general form of the QBF solving the \( k \)-bindability problem:

\[
    \forall (a) \exists (r), (m): f^{(k)} ((a), (r)) \cdot e ((m), (r)) \cdot b ((m))
\]
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Fig. 4. Example specification of an FPGA grid and an application consisting of $|T| = 6$ tasks. The grid is composed of $n_{r1} \times n_{r2} = 5 \times 5$ FPGAs. The number of mapping edges per task is given by $n_m = 6$ and is shown only for one task.

5 Experimental Results

The $k$-bindability as defined above specifies the degree of fault tolerance of a distributed reconfigurable system. This fault tolerance can be optimized during system design. In order to compare different implementations during design space exploration, we must evaluate these implementations. In this section, we present first results of our new approach by using Qsolve [9]. For this purpose, we design a benchmark. Our goal is to evaluate the runtime in dependence of the problem size (e.g., number of tasks, number of resources) which could be easily solved and, hence, could be investigated during automated design space exploration.

In a first step, an array of $n_{r1} \times n_{r2}$ reconfigurable nodes is defined. Communications are established such that the array is a 2-dimensional grid. Here, we use a grid in order to construct scalable architectures of distributed reconfigurable systems. Furthermore, a grid is typical for reconfigurable architectures as FPGAs and coarse grain architectures like PACT [13], Chameleon [14], etc. Next, we define a weakly connected random task graph with $|T| = n_t$ tasks. The probability that there is a data dependency between task $t_i$ and task $t_j$ with $j > i$ is given by another parameter called $pb$. In a last step, $n_m$ mapping edges are randomly drawn from each task $t \in T$ to reconfigurable nodes $r \in R$, i.e., there are $|M| = |T| \cdot n_m$ mapping edges. Figure 4 shows an example of such a specification. The most meaningful results are presented in the following.

5.1 Feasibility of Binding

In a first test, we solve Equation (4) for randomly generated specifications. Here, three different $n_{r1} \times n_{r2}$ grids of reconfigurable nodes are investigated ($5 \times 5$, $10 \times 10$, and $15 \times 15$). We map randomly generated task graphs onto each of these distributed architectures, while varying the number of tasks ($n_t = 50, 100, 150$). The tasks are connected with a probability of $pb = 0.5$. The number of mapping edges is chosen in a way, that feasible as well as infeasible systems are constructed. Only the cases of infeasible bindings are documented here (Finding a feasible binding by Equation (4) is the easier case). The average results (100 samples each) using Qsolve [9] obtained on a PC system with a 1.8 GHz processor are shown in Table 1.
Table 1. Number of recursions recur, number of assignments assign, and computation time time required for solving (unsatisfiable) Equation (4).

| $|T|$ | $T_{5\times5}$ | $T_{10\times10}$ | $T_{15\times15}$ | $T_{5\times5}$ | $T_{10\times10}$ | $T_{15\times15}$ |
|-----|---------------|-----------------|----------------|----------------|-----------------|----------------|
| $n_m$ | 17 65 140 | 19 75 160 | 20 80 – | 21 70 180 | 23 116 237 | 29 176 – |
| recur | 2149 30285 136675 | 6527 120421 421960 | 12809 266205 – | 2149 30285 136675 | 6527 120421 421960 | 12809 266205 – |
| assign | 2.07 1.80 14.05 | 0.46 14.33 69.67 | 1.57 43.11 – | 2.07 1.80 14.05 | 0.46 14.33 69.67 | 1.57 43.11 – |

The number of recursions recur corresponds to the number of nodes in the search tree. We see that systems with 225 reconfigurable nodes and 16,000 mapping edges be checked in a reasonable amount of time ($\approx$ 1 min). Note: We only construct weakly connected task graphs. If we were using $n$ weakly connected task subgraphs that are not connected, our binding problem consists of $n$ independent binding problems. A QBF solver solves these (sub)problems independent of each other, which is much easier.

5.2 k-Bindability

With the results above, we consider the k-bindability problem as described in Section 4. Table 2 shows the average results (100 samples each) obtained from solving the boolean functions with the QBF-solver Qsolve. We have chosen a $4\times4$ grid of reconfigurable nodes. Different numbers $n_t$ of tasks are mapped onto this architecture. With parameters $n_m = 13$ and $pb = 0.5$, we check the $k$-bindability for $k = 4, \ldots, 1$. Table 2 shows that systems with 50 tasks are still solvable in a reasonable amount of time.

As mentioned above, our approach is not limited to grids of reconfigurable nodes but supports arbitrary topologies. Thus, it is possible to optimize the architecture of distributed reconfigurable systems by using SAT-based techniques during design space exploration.

Table 2. Number of recursions recur, number of assignments assign, and computation time time to solve the k-bindability equation (satisfiable) Equation (7).

| $|T|$ | $|T| = 25$ | $|T| = 30$ | $|T| = 35$ | $|T| = 25$ | $|T| = 30$ | $|T| = 35$ |
|-----|--------|--------|--------|--------|--------|--------|
| recur | 532 2759 10230 30106 | 587 4972 19136 49858 | 649 4524 17107 51307 | 633 4893 17818 53272 |
| assign | 8569 43856 163972 487057 | 10179 77695 293135 827385 | 12109 86569 318774 933571 | 12573 93306 342441 1007054 |
| time/s | 0.10 0.60 2.22 6.72 | 0.23 1.78 7.06 20.26 | 0.35 2.47 9.15 26.28 | 0.37 2.74 10.02 29.90 |
6 Conclusions

Distributed reconfigurable systems, e.g., arrays of reconfigurable hardware elements including FPGAs or medium and coarse granular reconfigurable systems such as PACT [13] and Chameleon [14], possess an inherent fault tolerance which can be optimized during system design. The main contribution of this paper is to provide an efficient method to determine the degree of fault tolerance of a system, the so-called $k$-bindability. Two particular problems were considered in this paper: (i) Does there exist a feasible binding for a given specification of a distributed reconfigurable system that supports repartitioning? (ii) How many resources may fail in a distributed reconfigurable system that supports repartitioning without losing any functionality? Both problems were solved by reducing the binding problem to quantified boolean formulas and applying the QBF solver $Qsolve$ in order to test the satisfiability of these formulas. We have shown by experiment that our new approach can easily be applied to systems of reasonable size as we will find in the future in the field of body area networks and ambient intelligence. Hence, this approach provides a way to optimize the architecture of distributed reconfigurable systems during design space exploration.
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Abstract. Local search methods such as WSAT have proven to be successful for solving SAT problems. In this paper, we propose two host-FPGA (Field Programmable Gate Array) co-implementations, which use modified WSAT algorithms to solve SAT problems. Our implementations are reconfigurable in real-time for different problem instances. On an XCV1000 FPGA chip, SAT problems up to 100 variables and 220 clauses can be solved. The first implementation is based on a random strategy and achieves one flip per clock cycle through the use of pipelining. The second uses a greedy heuristic at the expense of FPGA space consumption, which precludes pipelining. Both of the two implementations avoid re-synthesis, placement, routing for different SAT problems, and show improved performance over previously published reconfigurable SAT implementations on FPGAs.

1 Introduction

Stochastic local search (SLS) algorithms have been successful for solving prepositional satisfiability problems (SAT). The WalkSAT family (WSAT) of algorithms [1, 2] contains some of the best performing SLS algorithms. SLS algorithms like WSAT have a very simple structure and are composed of essentially three steps which are iterated until a satisfiable solution is found: (i) evaluate clauses; (ii) choose a variable; and (iii) flip the variable’s boolean value.

Since each of the steps is simple, and as the SAT clauses can be directly represented in hardware, it is tempting to build a hardware-based SLS solver. There are a number of such hardware designs and implementations [3, 4, 5, 6] using reconfigurable FPGA hardware. Hardware approaches to systematic search procedures for SAT problems are beyond the scope of this paper; see [7] for an overview.

The use of a hardware SAT solver only makes sense if there is a significant performance advantage compared to software. Software can make use of state of the art processors built with the latest processor technology. A hardware SAT solver, on the other hand, is less likely to have the same level of process technology, and hence longer cycle times. Earlier hardware implementations like [3, 4] did not outperform optimized software. For example, a reimplementation of the design in Hamadi and Merceron [3] which was done in Henz et al. [6] had flip rates between 98 – 962 K flips/s. In some problems, this was a bit faster than software and in other cases slower.
In [6], it was shown that GSAT SLS solvers running at one flip per clock cycle was achievable with performance gains of about two orders of magnitude over software. That implementation makes use of the reconfigurable nature of FPGAs to build a custom design specific to a particular SAT problem instance. The contribution of [6] is to show that large speedups are feasible. This approach, however, is not practical as a general SAT problem solver because the time needed to re-synthesize, place and route the specific FPGA design is likely to exceed the runtime improvement from the faster solver.

This paper explores hardware designs for WSAT, which are not instance-specific and thus do not require re-synthesis. In addition to this requirement, a hardware implementation faces interesting design tradeoffs due to the inherently limited logic resources on the chip. We propose two versions of WSAT, which allow real-time reconfiguration. The differences of the WSAT versions lead to different design choices for maximal performance. The first design emphasizes fast cycle times (one flip per clock cycle), employing random variable selection to allow for a pipelined design. The second uses a greedy variable selection heuristic, which precludes pipelining, exemplifying a tradeoff between flip rate and effectiveness of variable selection. Both designs have improved performance over other published non-re-synthesis SLS FPGA implementations.

2 Hardware Implementation Issues

2.1 Cost of Re-synthesis FPGA Implementations

SLS SAT algorithms exhibit large amounts of parallelism and hence are a good match for a hardware solver, which can use the large amounts of parallelism available in the hardware. We focus here on WSAT implementations using Field Programmable Gate Arrays (FPGAs), which provide the benefits of customized hardware but avoid fabrication cost, and thus allow for convenient prototyping of the hardware design. Unlike software, a hardware implementation has to deal with the inherent resource limitations for combinatorial logic, memory and routing on an FPGA.

One approach is to maximize performance by making full use of parallelism, exemplified in [6], where clause evaluation and variable selection are parallelized for a GSAT SLS implementation. However, such a high degree of parallelism is expensive in terms of hardware resources. That implementation optimizes the hardware design specifically for a given SAT problem instance, taking advantage of the reconfigurability of FPGAs. This instance-specific approach enabled a performance of one flip per clock cycle, more than two orders of magnitude faster than software. The drawback, however, is that a new solver has to be re-synthesized for each SAT problem instance. With current CAD tools, the synthesis, placement and routing for SAT instances with 200 variables can take several hours, while the resulting SAT solver may only take seconds or minutes to find a solution to the instance. Thus, while instance-specific hardware implementations demonstrate the feasibility of very high performance hardware approaches, they are impractical as general-purpose SAT solvers.

A general-purpose hardware SAT solver should instead not require re-synthesis, and be able to handle different SAT instances with only small overheads. One non-re-
synthesis approach is given in [4], which takes advantage of the fact that the FPGA configuration file can be altered directly to modify the design. This provides a shortcut to re-synthesis since only small modifications to the definitions of the SAT clauses are necessary. However, this implementation is mostly sequential and does not outperform optimized software. A more serious issue is that current FPGA chips do not have an open architecture. The configuration file for these chips is a black box, which renders this approach unfeasible.

Leong et al [5] achieved a bitstream reconfigurable FPGA implementation for a WSAT variant. Their implementation stores clauses for a SAT problem in the 16x1-bit ROM available in the Logic Cells (LC) of the Xilinx FPGA. A different SAT instance requires various ROM definitions to be modified. Normally, this would require re-synthesis of the FPGA to generate a new bitstream configuration for downloading. Leong et al were able to achieve a non re-synthesis implementation, using a tool to extract the locations of the relevant LCs in the bitstream, and then directly modify the corresponding data for the ROM values in the bitstream file. This approach requires analysis of the bitstream file to figure out how to rebuild the configuration without re-synthesis.

Both of these implementations [4, 5] simulate re-synthesis in a very efficient fashion. However, they are dependent on the ability to modify the FPGA configuration.

The aim of this paper is to obtain a more portable reconfigurable implementation, which nevertheless is capable of providing good search performance, and which exhibits short reconfiguration times.

2.2 A Clause Evaluator without Re-synthesis

The key to avoid re-synthesis is to be able to handle any SAT instance. Hence the clause evaluator in WSAT must be general rather than instance-specific. Our goal is a general clause evaluator, which fits well within an FPGA architecture and can be reconfigured quickly in a portable fashion.

We will focus on the Xilinx Virtex FPGA chips. The basic building block of Virtex FPGA [8] is a LC, which includes a 4-input function generator, carry logic and a storage element. The 4-input function generator is implemented as 4-input look-up table (LUT). Each Virtex CLB (Configurable Logic Block) contains four LCs, organized in two slices. Two LUTs in a slice can be combined to create a 16x1-bit dual port RAM. Our clause evaluator represents the clauses in the SAT instance in a 16x1-bit dual port RAM array, which can be generated from the Xilinx RAM16x1D primitive. The Xilinx RAM16x1D primitive is a 16-word by 1-bit static dual port random access memory with synchronous write capability. The device has two separate address ports; the read address port (DPRA3-DPRA0) and the write address port (A3-A0).

We describe the clause evaluator by example. Consider a SAT clause, $c_3$, of the form, $x_1 \lor x_2 \lor \overline{x}_3$, and let us assume that $c_3$ is a clause of a SAT problem over 8 variables. The clause can be written as a disjunction of two simpler functions, $f_{3,1}(x_1, x_2, x_3, x_4) \lor f_{3,2}(x_5, x_6, x_7, x_8)$
where \( f_{3,1}(x_1, x_2, x_3, x_4) = x_1 \lor x_2 \) and \( f_{3,2}(x_5, x_6, x_7, x_8) = \overline{x_5} \). Thus each SAT clause, \( c_i \), can be decomposed into a disjunction of boolean functions on fewer variables. We map each \( f_{i,j} \) arising from the \( j \)-th part of clause \( i \) to a RAM16x1D primitive, treating the four variables as the address to the read port (DPRA3-DPRA0). The function \( f_{i,j} \) is configured by using the write port (A3-A0) to define its truth table.

One advantage of this representation is that negated variables are handled automatically inside the \( f_{i,j} \) block. Figure 1(a) shows an overall block diagram of the reconfigurable clause evaluator for 100 variables and 220 clauses. Figure 1(b) shows each \( f_{i,j} \) block, which is configured using the controller in Figure 1(c). The result of each RAM primitive is ORed and stored in the array \( \text{all clause}[] \). The clause evaluator evaluates all clauses in parallel in one cycle.

![Fig. 1. Block Diagram of the Reconfigurable Clause Evaluator](image-url)
3 Two FPGA Implementations without Re-synthesis

The reconfigurable clause evaluator requires $O(mn)$ CLBs for an implementation with $m$ clauses and $n$ variables. This component consumes a significant fraction of the available CLBs (as much as 80%). As we would like to be able to handle as large a problem as feasible within the constraints of the FPGA, it is impractical to consider implementations that require multiple clause evaluators. This would consume too much of the chip real estate, even if there is considerable parallelism gain. We present two implementations of WSAT for 3-SAT problems, which represent different tradeoffs in using a single reconfigurable clause evaluator.

3.1 A Pipelined FPGA Implementation Using a Random Selection Heuristic

One strategy is to produce an implementation with a fast cycle time. Given that we are constrained to a single clause evaluator, we are left with pipelining as the only option for increasing the flip rate. For maximal reuse of the clause evaluator, it is important that the pipeline be well balanced with simple pipeline stages. Given that we already have a fully parallel clause evaluator, the most expensive step in WSAT is variable selection. A particularly simple WSAT variant chooses the variable randomly in a selected unsatisfied clause. This strategy is also used in the WSAT implementation of Leong et al [5].

Figure 2 depicts a five-stage pipelined implementation. Stage 1 finds a random unsatisfied clause (this checks all clauses in parallel). Stage 2 generates three variable indices for the selected clause. Stage 3 implements the random selection heuristic, flipping of its input variables. Stage 5 checks for satisfiability. There are a number of storage buffers used. Buffer 1 stores the clause table which gives the mapping of clause to variables used within that clause as represented by a variable index. The SAT problem is initially loaded into buffer 2, which then is used to initialize the $f_{i,j}$ blocks in the clause evaluator. The result is a one flip per cycle implementation.
3.2 A FPGA Implementation Using a Greedy Selection

A more typical WSAT variable selection heuristic is to select the variable, which best improves the score. In terms of the constraints of the hardware, this corresponds to a design with more complex operations. We have chosen to use a pure greedy heuristic without noise (but a noise component can be easily added).

Figure 3 shows the block diagram of a sequential implementation. Since we are dealing with 3-SAT, it is only necessary to determine at most which of the three variables in a clause to select. However, any kind of parallel implementation of this step would require computing the score of each of the three possibilities. This would require three clause evaluator units, which we deem too space consuming for the targeted SAT problem size. Thus, we are restricted to a sequential implementation for the variable selection (Stages 4-6), which reduces the flip rate. Our current implementation performs one flip in nine cycles, as opposed to one cycle achieved by the design for random selection heuristic.

![Sequential Greedy WSAT Diagram]

4 Results

Our hardware SAT solver is implemented on Celoxica’s RC1000-PP standard PCI bus board, which is equipped with a Xilinx XCV1000 FPGA. This board has 8Mb of SRAM directly connected to the FPGA in four 32-bit wide memory banks. Each of the four banks may be granted to either the host CPU or the FPGA at any time. Data can therefore be shared between the FPGA and the host CPU by placing it in the SRAM. It is accessible to the host CPU by DMA transfer across the PCI bus.

As host we use a PC with an AMD Athlon 1.2GHz CPU. Our prototype generates the clause configuration for a new SAT instance in software in about 7ms (this is unoptimized and is probably dominated by file I/O and hence could possibly be faster). Transferring the clause configuration from the host PC to the on-board SRAM takes 0.6ms. The FPGA takes 220 x 16 clock cycles to read the SRAM. With an FPGA clock frequency of 20MHz, this corresponds to 0.176ms. Thus the configuration overhead for solving a new SAT instance is 7.776ms. In contrast, the time to download a new bitstream to the FPGA is around 0.14s.

The prototype implementations investigate the two designs on two SAT problem sizes; a 50 variable/170 clause format and a 100 variable/220 clause format, the latter chosen to such that its reconfigurable clause evaluator fits on the FPGA used. Table 1 gives the hardware costs in terms of slices for the various implementations. The
minimum gate delay is as reported by the Xilinx place and route tools. There is only a small difference in gate delay between the two implementations. The larger influence is the increased delay due to larger problem sizes.

**Table 1.** Time/Space Cost Comparison of FPGA-based Implementation

<table>
<thead>
<tr>
<th>System Size</th>
<th>Random-Strategy WSAT</th>
<th>Greedy-Strategy WSAT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Delay (ns)</td>
<td>Cost of Slices</td>
</tr>
<tr>
<td>50-var/170-c</td>
<td>24.097</td>
<td>4946 (40%)</td>
</tr>
<tr>
<td>100-var/220-c</td>
<td>31.005</td>
<td>10396 (85%)</td>
</tr>
</tbody>
</table>

Table 2 shows the flip rate performance comparison given in number of flips per second (fps). We compare FPGA-based hardware implementations versus software for various 3-SAT benchmarks. The benchmarks used are simply those, which fit within the required problem sizes. As the main purpose of the benchmarks is to measure flip rate performance, the difficulty of the benchmarks is not so relevant, as such a mix of more difficult problems and the easier AIM benchmarks are used. Our FPGA implementations were clocked at 20Mhz. The software WSAT implementation is WalkSAT35 by Kautz and Selman [11] running on a Pentium4 1500Mhz PC.

**Table 2.** Flip Rate Speedups: FPGA-based Hardware versus Pure Software

<table>
<thead>
<tr>
<th>SAT Problems</th>
<th>Random-Strategy</th>
<th>Greedy-Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Software Flip Rate (Kfps)</td>
<td>Hardware Speedup</td>
</tr>
<tr>
<td>Uf20-9</td>
<td>407.6</td>
<td>49.91</td>
</tr>
<tr>
<td>Uf20-31</td>
<td>390.9</td>
<td>52.06</td>
</tr>
<tr>
<td>Uf20-37</td>
<td>405.8</td>
<td>50.11</td>
</tr>
<tr>
<td>Uf50-01</td>
<td>536.2</td>
<td>37.95</td>
</tr>
<tr>
<td>Uf50-010</td>
<td>466.2</td>
<td>43.70</td>
</tr>
<tr>
<td>aim-50-2_0-yes1-1</td>
<td>865.4</td>
<td>23.49</td>
</tr>
<tr>
<td>aim-50-2_0-yes1-2</td>
<td>859.8</td>
<td>23.73</td>
</tr>
<tr>
<td>aim-50-3_4-yes1-1</td>
<td>618.6</td>
<td>33.36</td>
</tr>
<tr>
<td>aim-50-3_4-yes1-2</td>
<td>612.6</td>
<td>33.56</td>
</tr>
<tr>
<td>aim-50-3_4-yes1-3</td>
<td>613.1</td>
<td>33.55</td>
</tr>
<tr>
<td>aim-50-3_4-yes1-4</td>
<td>609.3</td>
<td>33.83</td>
</tr>
<tr>
<td>aim-100-1_6-yes1-1</td>
<td>962.5</td>
<td>21.37</td>
</tr>
<tr>
<td>aim-100-1_6-yes1-2</td>
<td>968.4</td>
<td>21.09</td>
</tr>
<tr>
<td>aim-100-1_6-yes1-3</td>
<td>972.9</td>
<td>21.05</td>
</tr>
<tr>
<td>aim-100-1_6-yes1-4</td>
<td>1014.4</td>
<td>20.29</td>
</tr>
<tr>
<td>aim-100-2_0-yes1-1</td>
<td>838.5</td>
<td>24.07</td>
</tr>
<tr>
<td>aim-100-2_0-yes1-2</td>
<td>814.3</td>
<td>24.92</td>
</tr>
<tr>
<td>aim-100-2_0-yes1-3</td>
<td>812.6</td>
<td>24.93</td>
</tr>
<tr>
<td>aim-100-2_0-yes1-4</td>
<td>834.4</td>
<td>24.25</td>
</tr>
</tbody>
</table>
The flip rate for the random and greedy variable selection heuristics is constant throughout the problems – 20M flips for random, and 2.2M flips for the greedy heuristics, due to its 9-stage implementation. We also measured actual timings as a reality check. The "Hardware Speedup" columns represent the ratio of measured flip rate versus the software flip rate. Note that the software flip rate varies with the problem, while it is constant in our implementations.

The fourth column compares our pipelined random strategy with the WSAT reconfigurable FPGA implementation from Leong et al. [5], which also uses a random strategy. Their implementation uses a smaller FPGA with problems of up to 50 variables and hence could be clocked at a faster speed of 33Mhz. The speedup has been recomputed using the average timing results in their paper. Where timings or benchmarks are not available, this is indicated by a (-). A major difference between their implementation and the greedy pipelined one here is that our implementation is based on a constant flip rate. Their implementation, on the other hand, has a variable flip rate, because of the use of sequential clause selection and is bounded by a maximum flip rate of 364Kfps.

With the random variable selection heuristic, the preliminary results show that our reconfigurable FPGA implementation is significantly faster than software and previous hardware implementations. This implementation achieves one flip per clock cycle at 20Mhz. The greedy variable selection implementation has more modest speedups. The speedup is likely comparable to software or slightly faster, if the fastest state of art microprocessors are used, since performance scales at a lower rate with clock speed for microprocessors. However, the reduced flip rate may be offset by the increased effectiveness of the variable selection strategy. The greedy heuristic typically gives a better success rate than a random heuristic for WSAT. A detailed analysis of the effect of different variable selection heuristics is given in [9].

5 Conclusion

We demonstrate two prototype hardware solvers implemented on the Xilinx Virtex XCV1000 FPGA with significantly better performance than software and previous hardware WSAT solvers. Furthermore, the solvers are reconfigurable in real-time, with a reconfiguration time of a few milliseconds for problems with 100 variables. Our two implementations illustrate the tradeoff between time, space and effectiveness of the SLS algorithm. The random solver achieves an optimal flip rate at the cost of a simple variable selection strategy, while the greedy solver uses the more expensive and effective strategy but is not amenable to pipelining and is hence slower.

Both implementations are limited by the size of the Xilinx Vertex XCV1000 chip used, which can accommodate a reconfigurable clause checker only for problems with 100 variables and 220 clauses. This chip, dating from 1999, is fabricated using a 5-layer metal 0.22µm CMOS process. In comparison, the current Virtex-II generation uses an 8-layer 0.15µm CMOS process. The XC2V10000 has about 10 times more system gates than the XCV1000 and has significantly faster clock speeds. For example, a 100 variable/600 clause evaluator requires about 30K slices and fits in a XC2V6000 which has 6M system gates.

An FPGA implementation will have more limitations on problem sizes even when larger FPGAs are used. A fast hardware based solver can however still be useful for
general SAT solving. One approach is with hybrid search and stochastic solvers. For example, Zhang et al. [10] combine Davis Putnam with stochastic search. Their approach uses Davis Putnam to generate smaller sub-problems which are then solved with WSAT.

Another route to deal with larger problems is to use ASICs rather than FPGAs. Our implementation is not restricted to FPGAs since the reconfiguration for different SAT instances is not dependent on the reconfigurable logic of FPGAs. The prototype uses FPGAs simply because they are more cost effective for development. Given the real-time reconfiguration capability, this may be a promising candidate for direct ASIC implementation, which means higher clock speeds and much more resources for dealing with larger problems.
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Abstract. Many digital circuit’s functionality is strongly dependant on
high speed data exchange between data source and sink elements. In
order to alleviate the main processor’s work, it is usually interesting to
isolate high speed data exchange from all other control tasks. A generic
architecture, based on configurable cores, has been achieved for slave cir-
cuits controlled by an external host and with extensive data exchange
requirements. Design reuse has been improved by means of a software
application that helps on configuration and simulation tasks. Two appli-
cations implemented on FPGA technology are presented to validate the
proposed architecture.

1 Introduction

When analyzing the data path of a generic digital system, three main elements
can be distinguished:

– Data source, processor or sink. Any digital system needs some data source,
which can be some kind of sensor or an external system. Process units trans-
form data and finally data clients or sinks make some use of it.
– Data buffer blocks or memories and data exchange control units. The de-
scribed data units cannot usually be directly connected and an intermediate
storage element is needed. On the other hand, when transferring from one
device to another, a communication channel and a predefined data transfer
protocol must be followed. Data exchange control can be a very time con-
suming task. In order to liberate the main control unit, it is often adequate
to use a data exchange control specific unit.
– High level control unit. It is the digital system master that generates all the
control signals needed by the previously noted blocks.

This work studies slave digital systems with much data exchange, that is
to say, circuits controlled by a host and with high volume data transfers. The
following features summarize the system under study:
There is a communication channel with the host, which sends control commands. The host can also be a data source or sink.

Data exchange requires complex and high speed control, which makes a specific data exchange module necessary.

It is needed to attend several data transfer requirements in parallel.

Data processing is performed on data terminal units, so, for design purposes, data units are supposed to be source or sink. These elements are not synchronized, so an intermediate data storage is needed.

Fig. 1 represents the block diagram corresponding to the described slave system. Several circuits square with the specifications above: industrial machinery like filling or milling machines, polyphonic audio, generation of three dimensional images, video servers, PC equipment like plotters and printers,...

The research team’s main objective is to achieve a reusable architecture for the presented system. It must be independent of the implementation technology, so a standard hardware description language will be used. In order to facilitate the design reuse, a user friendly software application will be programmed to make the configuration of the architecture parameters and the simulation and verification easier.

2 Slave Digital Systems with Very Time Consuming Data Exchange. Design Alternatives

Traditionally, embedded systems like the one under study have been successfully developed with complex 16 or 32 bits microcontrollers. These process machines
perform millions of instructions per second, and include some communication channels, memory interfaces, direct memory access controllers, ... On the other hand, they present many disadvantages that make impossible to fulfill our design goals:

- As they are general purpose integrated circuits, no feature can be adapted to the application. Sometimes software patches will substitute hardware requirements.
- Although they have different communication interfaces, no frame protocol codification or decodification is usually available, so these tasks become software work.
- No data source or sink interfaces are available, so software and general purpose input and output ports are used.
- The mentioned features force the high level control machine to perform data exchange control tasks, so low speed work is seriously limited. An external circuit dedicated to these tasks can be used to alleviate the data exchange control bottleneck.

An optimum solution requires an architecture focused on high speed data exchange performed in an asynchronous mode between source and sink elements [1]. The complete slave system has been achieved on one chip [2]. The design is modular and based in parameterizable cores to facilitate future reuse [3].

There is an intermediate solution between general purpose microcontroller based solution and one chip solution. High level and low speed tasks can be performed by a microcontroller and high speed data exchange left for an autonomous hardware system. This solution can be adequate when features not available on the FPGA but on the microcontroller are needed, such as A/D or D/A data converters, FLASH or EEPROM memory, ... This is a less integrated and slower solution and it is dependant on the chosen microcontroller.

3 System on a Reprogrammable Chip

Design Methodology

With today’s deep sub-micron technology, it is possible to deliver over two million usable system gates in a FPGA. The availability of FPGAs in the one million system gate range has started a shift of System on Chip (SoC) designs towards using reprogrammable FPGAs, thereby starting a new era of System on a Reprogrammable Chip (SoRC) [4].

Nowadays market expects better and cheaper designs. The only way electronics industry can achieve these needs in a reasonable amount of time is with design reuse. Reusable modules are essential to design complex circuits [5].

So the goal of this work is to achieve a modular, configurable and reusable architecture that performs very high speed data exchange without damaging the low speed tasks. Hardware and software co-design and co-verification is also one of the objectives [6].
Traditionally IP cores used non-standard interconnection schemes that made them difficult to integrate. This required the creation of custom glue logic to connect each of the cores together. By adopting a standard interconnection scheme, the cores can be integrated more quickly and easily by the end user. A standard data exchange protocol is needed in order to facilitate SoRC design and reuse. Excluding external system buses such as PCI, VME, USB and so forth, there are many SoC interconnection buses. Most of them are proprietary: Advanced Microcontroller Bus Architecture (AMBA, from ARM), CoreConnect (from IBM) [7], FISPbus (from Mentor Graphics and Inventra Business Unit), IP interface (from Motorola), and many more. We looked for an open option, that is to say, a bus which does not need any license agreement and with no need to pay any kind of royalty.

The solution is the Wishbone SoC interconnection architecture for portable IP Cores. Wishbone standard defines the data exchange among IP Core modules, and it does not regulate the application specific functions of the IP Core [8]. It offers a flexible integration solution, a variety of bus cycles and data path widths to solve various system problems, and allows cores to be designed by a variety of designers. It is based on a Master / Slave architecture for very flexible system designs. All Wishbone cycles use a handshaking protocol between Master and Slave interfaces.

4 SoRC Core-Based Architecture

The SoRC architecture shown in Fig. 2 complies with the specifications noted. The main objective of the architecture is to isolate high speed data exchange from any other control tasks in the system. That is why the design has been divided into three blocks, each one with its own specific bus:

- The “Data Exchange” block is responsible of all data transfers and uses the high speed Wishbone SoC interconnection Architecture for Portable IP Cores, which makes possible high speed data exchange. A shared bus interconnection with only one Master has been chosen, which controls all transfers in the bus.
- The “Control” block, usually a microcontroller, is the system high level manager, and performs all other tasks. It uses its specific bus to read and write on input and output blocks and any other devices, as well as to communicate with the Wishbone bus.
- The “Host Communication” block is the communication interface with the host part. It can not directly access to the high speed bus and it exchanges information with the frame receiver and transmitter, which is a module on the Wishbone bus.

On the other hand, the SoRC has these connections with the outside: the host communication channel, the memory bus, the data source and / or sink devices interface and the microcontroller side devices interface.
4.1 Communication IP Cores

This core must interface the communication channel. After dealing with a number of different communication channels, the solution we have chosen is:

- If the communication interface needs a very complex controller (Bluetooth, USB) and there is an adequate solution available in ASSP or ASIC format, it is useful and practical to use it. In those cases only the channel interface is implemented into the SoRC.
- For non-complex ones (UARTs, parallel port buses such as IDE or EPP) both the controller and the interface are embedded into the SoC architecture leaving only the physical drivers and protection circuits outside the FPGA.

All the developed cores allow a full duplex communication. These cores have a common interface to the frame receiver/transmitter, which consists of two FIFO memories, one for reception and the other one for transmission. The communication interface presents two control signals to the frame controller to show the status of the FIFOs. The frame controller reads or writes the memories whenever it is needed.

4.2 Data Exchange IP Cores

DATA EXCHANGE CONTROL (DEC): this core allows data transfers between any two Wishbone compatible modules. It is the unique Wishbone master mod-
ule, so it controls all operations on the bus. The system critical task is high speed data exchange, which must be performed in parallel between different origin and destination pairs. To complete any transfer, the DEC must read the data from the origin and then write it in the destination. Many transfer request can be activated concurrently, so the DEC must be capable of serving them. In order to guaranty that no request is blocked by another one, the DEC priories them following a round robin scheme.

The key to the control is to manage the right number of data channels, which must be exactly the number of concurrent data movements that can be accepted. Fig. 3 summarizes the solution adopted for hypothetical case with one data source and one data sink. The data channels are as follows:

- From the frame controller to the microcontroller bridge, in case of commands transmission, or to the memory, if data transmission to a sink.
- From the microcontroller bridge to the frame controller.
- From the memory to a data sink.
- From a data source to the memory.
- From the memory to the frame controller.

The number of channels is three plus one additional channel for each data source or sink. Each channel has three control registers: origin, destination and transfer length. Some of them are fixed and others must be configured by the microcontroller before starting data exchange. Additionally, there are two common registers which contain one bit associated to each channel: the control register to enable or disable transfers, and the start register, which must be asserted by

![Fig. 3. High speed bus data exchange channels](image-url)
the microcontroller, after correctly configuring the three registers of the channel, to start the data transference.

An interruption register is used to acknowledge the termination of the data exchange to the microcontroller. Once the requested data transfer is accomplished, the DEC asserts the interruption register bit associated with the channel. There is only one interruption line, so whenever an interruption occurs, the microcontroller must read the interruption register, process it and deactivate it.

Partial address decoding has been used, so each slave decodes only the range of addresses that it uses. This is accomplished using an address decoder element, which generates all chip select signals. The advantages introduced are: it facilitates high speed address decoding, uses less redundant address decoding logic, supports variable address sizing and supports variable interconnection scheme.

FRAME RX/TX: frame information contains a header, commands for the microcontroller, file configuration, data and a check sequence. The receiver part of this module decodes data frames and sends data to correct destination under the DEC control. The transmitter part is responsible of packaging the outgoing information. This core permits full duplex communication, so receiver and transmitter parts are completely independent.

The high level control block must know about command reception because it configures all transfers. This core generates two interruptions, one in case a command is received and another one whenever a communication error is detected. These are the two only interruptions not generated by the DEC.

When data intensive communication is performed, some kind of data correctness check must be performed. The frame controller is able to perform different kinds of checksum coding and decoding.

MICROCONTROLLER BRIDGE: the microcontroller can not access data on the Wishbone bus directly, so an intermediate bridge between the high speed bus and the microcontroller low speed bus is needed. It must adapt data and control interfaces. Usually the data bus on the high speed side is wider than on the microcontroller side, so one data transfer on the Wishbone side corresponds to more than one operations on the microcontroller side.

MEMORY INTERFACE: data exchange between data source and sink elements is supposed to be performed in asynchronous mode. This is possible using an intermediate data buffer. Large block of RAM memory is needed in data exchange oriented systems and stand alone memories provide good design solutions. The design must be capable of buffering several megabytes, so dynamic memory is needed, and in order to optimize memory access, it must also be synchronous. So synchronous and dynamic memory (SDRAM) controller has been developed [9].

High speed systems like the one presented here must follow synchronous methodology rules. The generation, synchronization and distribution of clock signals is essential. FPGAs designed for SoRC provide high speed, low skew clock distributions through dedicated global routing resources and Delay Locked Loop (DLL) circuits. A DLL works by inserting delay between the input clock and the feedback clock until the two rising edges align. It is not possible to use one DLL
to provide both the FPGA and SDRAM clocks. Using two DLLs with the same clock input and separate feedback signals achieves zero delay between input clock, the FPGA clock, and the SDRAM clock.

DATA SOURCE / SINK: data from a source is written to memory and then transmitted to a sink. The interface to external data source or sink is application dependant.

4.3 High Level Control Unit

This is the slave system central process unit. We have assumed that it is orientated to data exchange, which means that this task is very time consuming and it justifies the specific data exchange control unit. All other tasks can be controlled by a general purpose machine, usually a microcontroller, and it will be chosen in accordance to the application. This multifunction machine uses its own bus to access memory, input/outputs, user interface, other devices, and the high speed bus as well. This bus must be coincident with the one on the bridge core.

A command reception interruption from the frame controller tells the microcontroller about the request from the host. The microcontroller reads it from the bridge, through the DEC, and processes it. If it is a control command, it will send back the answer command. If it is a data command, it will configure the corresponding data channel on the DEC and after this it will send back the acknowledge or answer command to the host. The DEC core will generate the data transfer end interruption when this operation is finished.

Whenever it is detected that data coming from the host is corrupted, the frame controller activates the error interruption. The microcontroller will tell back the host about the failure.

5 Configuration and Verification User Interface

In order to make the reuse and verification of the proposed architecture easier, a user interface application has been developed [10].

The use of a hardware description language like VHDL has allowed doing a parameterizable design. The specifications can be kept open and design alternatives can be evaluated, due to the fact that the design parameters can be modified. Design modularity and cores parameterization greatly improve future reuse possibilities.

To do a generic design, the effort needed at the beginning of the project is bigger than to do a closed design, in which component functionality is fully fixed. But this technique, apart from the advantages mentioned above, could greatly alleviate the unexpected problems that arise in the final stages of the design process.

Some hard coded values in the design have been replaced with constants or generics. In this way, even if the parameter is not going to be changed in the future, code readability is increased. A global package containing the definition of
all parameters has been used. The designer can configure the application specific architecture writing on the global package or using the software interface.

Once the desired architecture is configured, and after designing the application specific cores, the complete system functionality must be validated. All the cores, as well as the high level control machine code, must be co-simulated and co-verified. Modelsim from Mentor Graphics is the simulation tool used. It provides a Tool Command Language and Toolkit (Tcl/Tk) environment offering script programmability. A custom testbench has been created to facilitate the visualization of simulation results. A Tcl/Tk program creates a new display based on the simulator’s output data, where a selection of the signals can be visualized with data extracted from the simulation results. Some buttons have been added so that new functionality is accessible. Dataflow can be graphically analyzed and design depuration is much easier. Host, communication channel, SDRAM and data source and sink functionality have been described using VHDL behavioural architectures. Data transfers on Wishbone bus are automatically analyzed by a supervisor core, which dramatically simplifies simulation.

6 Results and Conclusions

The following lines describe the application of the proposed architecture to the design of two digital systems.

The first one is a video system connected to a host via ethernet communication channel. The slave system controls two motors related to the camera movement and processes incoming control commands. The DEC core performs image data exchange between the analog to digital converter and the host. The SDRAM is used as a ping-pong memory: while a video frame is being captured, the previous one is being transmitted to the host. A general purpose evaluation board from Altera containing the 20K200EFC484 device has been used for prototyping. System features are summarized in Table 1.

The second one corresponds to an industrial plotter that provides high efficiency on continuously working environments. The microcontroller manages one stepping motor, three dc motors, many input/output signals and a simple user interface. The DEC module is dedicated to high volume data exchange from the host to the printer device using a parallel communication channel. Printing information is buffered in the SDRAM. This circuit is based on a Spartan II

<table>
<thead>
<tr>
<th>Features</th>
<th>Video Processor</th>
<th>Industrial Plotter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equivalent gates</td>
<td>127.000</td>
<td>182.000</td>
</tr>
<tr>
<td>Internal RAM bits</td>
<td>16 Kbits</td>
<td>28 Kbits</td>
</tr>
<tr>
<td>User I/O pins</td>
<td>85</td>
<td>94</td>
</tr>
<tr>
<td>Max. DEC freq.</td>
<td>47 MHz</td>
<td>65 MHz</td>
</tr>
<tr>
<td>High level Proc.</td>
<td>Nios 32 bits</td>
<td>MicroBlaze 32 bits</td>
</tr>
</tbody>
</table>

Table 1. Implementation results
family device from Xilinx which offers densities up to 200,000 equivalent gates. System features are summarized in Table 1.

The size, speed, and board requirements of today’s state-of-the-art FPGAs make it nearly impossible to debug designs using traditional logic analysis methods. Flip-chip and ball grid array packaging do not have exposed leads that can be physically probed. Embedded logic analysis cores have been used for system debugging [11].

The results show that our SoRC architecture is suitable for generating hardware/software designs for slave digital systems with much data exchange. The multicore architecture with configuration parameters is oriented to reuse and a user friendly software application has been developed to help on application specific configuration and system hardware/software coverification. The use of a standard and open SoC interconnection architecture on the high speed bus improves the portability and reliability of the system and results in faster time to market.
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Abstract. In this paper, new algorithms and architectures for matrix factorization are presented. Two fully-parallel and block-based designs for LU decomposition on configurable devices are proposed. A linear array architecture is employed to minimize the usage of long interconnects, leading to lower energy dissipation. The designs are made scalable by using a fixed I/O bandwidth independent of the problem size. High level models for energy profiling are built and the energy performance of many possible designs is predicted. Through the analysis of design tradeoffs, the block size that minimizes the total energy dissipation is identified. A set of candidate designs was implemented on the Xilinx Virtex-II to verify the estimates. Also, the performance of our designs is compared with that of state-of-the-art DSP based designs and with the performance of designs obtained using a state-of-the-art commercial compilation tool such as Celoxica DK1. Our designs on the FPGAs are significantly more time and energy efficient in both cases.

1 Introduction

FPGAs have become an attractive option for implementing digital signal processing applications because of their high processing power and customizability [7]. The inclusion of new features in the FPGA fabric, such as a large number of embedded multipliers, further enhance their suitability. Recent FPGAs such as Xilinx Virtex-II(pro) [15] and Altera Stratix [1] offer hundreds of multipliers and large memory on a single chip. FPGAs can now be considered for implementing massively parallel and computationally demanding applications [12]. Also, with the proliferation of portable and mobile devices [2], it has become increasingly important that systems are not only fast, but also energy efficient. Even though state-of-the-art configurable devices offer very few features for power control, we show how to effectively use them to improve energy performance.

In this paper, we consider one of the important signal processing kernels: matrix factorization. For example, matrix factorization is a fundamental kernel in adaptive beamforming [9]. Approaches to future wireless communications such as software defined radio (SDR), require the mapping of such signal processing kernels onto reconfigurable hardware like FPGAs [14]. Moreover, the implementations have to be time and energy efficient. First, we develop a linear array
architecture based design for matrix factorization. Then we investigate and apply algorithmic techniques that use a block based approach to obtain time and energy efficient designs in FPGAs. Performance estimation (based on the time and energy performance models) is used for rapid design space exploration. Since block matrix factorization can be realized using various block sizes, we identify an optimal block size that minimizes the total energy dissipation based on the estimation. Candidate designs are implemented. To the best of our knowledge, there are no FPGA based designs for LU decomposition. Hence for the sake of comparison, we implement the matrix factorization on FPGAs using the state-of-the-art compilation tool, Celoxica DK1, with Handel-C [4] and also implement it in software on TI DSP devices. The performance of our designs is compared with that of the DK1 based design and the TI DSP benchmarks.

The remainder of this paper is organized as follows. In Section 2, we present our algorithms and architectures for matrix factorization. In Section 3, time and energy performance is estimated for the proposed algorithms and architectures. Section 4 presents the implementation details and the performance of these synthesized designs. Also, a comparison with Handel-C based and TI DSP-based implementations is made. Finally, Section 5 summarizes our work and discusses possible areas for future work.

2 Time and Energy Efficient Designs for Matrix Factorization

Several methods are known for factoring a given matrix [5]. In this paper, we choose to implement LU decomposition on FPGAs. Essentially, LU decomposition factors a $b \times b$ matrix into a $b \times b$ lower triangular matrix $L$ (the diagonal entries are all 1) and a $b \times b$ upper triangular matrix $U$.

We propose two designs using two theorems. In Theorem 1, a new algorithm and architecture for LU decomposition is developed for a linear array of processing elements (PEs). Each PE performs computations on the input or intermediate matrix and the results are fed to the neighboring PE. Data dependencies between input and intermediate matrices are solved by efficient and regular scheduling. Each PE uses only two input ports: one for feeding input or intermediate matrices and the other for outputting the decomposed matrix. With this fixed I/O bandwidth regardless of problem size, we achieve an optimal latency of $b^2 + b - 1$ with leading coefficient of 1. The best latency of previously proposed designs [3] is $2b(b + 1)$. In Theorem 2, a new parallel design on FPGAs for block LU decomposition is proposed. The design partitions a large matrix into multiple smaller blocks. To perform a computation for the smaller blocks, the architecture/algorithm in Theorem 1 is re-used. By varying the block size, we achieve time and energy efficient designs.

2.1 LU Decomposition

Let $A$ be a $b \times b$ matrix. $a_{x,y}$ denotes an element of matrix $A$, where $x$ is the row index and $y$ is the column index. Similarly, $l_{x,y}$ ($u_{x,y}$) denotes an element of
matrix $L$ ($U$). We assume that matrix $A$ is a non-singular matrix and, further, we do not consider pivoting. The sequential algorithm in [8] consists of three main steps:

**Step 1:** The column vector $a_{x,1}$ where $2 \leq x \leq b$ is multiplied by the reciprocal of $a_{1,1}$. The resulting column vector is denoted $l_{x,1}$.

**Step 2:** $l_{x,1}$ is multiplied by the row vector $a_{1,y} (= u_{1,y})$ where $2 \leq y \leq b$. The product $l_{x,1} \times u_{1,y}$ is computed and subtracted from the submatrix $a_{x,y}$ where $2 \leq x, y \leq b$.

**Step 3:** Step 1 and 2 are recursively applied to the new submatrix formed in Step 2. An iteration denotes an execution of Step 1 and 2. During the $k$-th iteration, the column vector $l_{x,k}$ and the row vector $u_{k,y}$ where $k+1 \leq x, y \leq b$ are generated. The product $l_{x,k} \times u_{k,y}$ is subtracted from the submatrix $a_{x,y}$ where $k \leq x, y \leq b$ obtained during the $(k-1)$-th iteration.

The time complexity of the sequential algorithm is $\Theta(b^3)$. We propose an architecture and algorithm on a linear array shown in Figure 1 using $b$ PEs. The number of PEs $p$ is the same as the problem size $b$. Essentially, $PE_j$ performs computations for the $j$-th column of matrices $L$ and $U$. Each PE consists of an adder/subtractor, a multiplier, a division lookup table, and a storage $LU$ ($p$ entries per PE). The storage $LU$ of $PE_j$ is used to store the $j$-th column of matrices $L$ and $U$. Each PE has two input ports ($a_{in}$, $LU_{in}$) and two output ports ($a_{out}$, $LU_{out}$). $a_{in}$ and $a_{out}$ are used to feed in and out $a_{x,y}$ or $l_{x,y}$, $LU_{in}$ and $LU_{out}$ are used to output resulting matrices $L$ and $U$ to $PE_b$ in a pipelined manner. Figure 1 (c) shows our algorithm by describing the operations in each PE during each cycle.

![Fig. 1. (a) Overall architecture, (b) architecture of PE, and (c) algorithm for LU decomposition](image-url)
Theorem 1. LU decomposition without pivoting of a non-singular \( b \times b \) matrix can be performed in \( b^2 + b - 1 \) cycles using the architecture and the algorithm in Figure 1 using \( b \) PEs.

Proof. The elements \( a_{x,y} \) of matrix \( A \) are fed in row major order \((a_{1,1}, a_{1,2}, a_{1,3}, \ldots, a_{1,b}, a_{2,1}, \ldots, a_{n,b})\) to \( a_{in} \) of \( PE_1 \). All data are fed from left to right. \( a_{x,y} \) arrives at \( PE_j \) at cycle \( b(x-1) + y + j - 1 \) where \( 1 \leq j \leq b \). Seven operations are performed based on indices \( x, y \) and index \( j \) of \( PE_j \). The indices \( x \) and \( y \) can be realized using counters in each PE. They also can be fed to \( PE_1 \) and propagated in a pipelined manner.

Op 1) Data propagation: \( a_{x,y} \) is passed from \( PE_{j-1} \) to \( PE_{j+1} \) via \( PE_j \) except when \( y = j \) and \( x > j \). If \( y = j \) and \( x > j \), \( l_{x,y} \) is generated at \( PE_j \) and is passed to \( PE_{j+1} \) via port \( a_{out} \). \( l_{x,y} \) is also stored in the \( LU \) of \( PE_j \).

Op 2) Multiplication/Accumulation: If \( y < j \), a multiplication and an accumulation are performed in \( PE_j \). \( a_{x,y} (= l_{x,y} \) generated at \( PE_{j-1} \)\) is fed via port \( a_{in} \).

During the \( k \)-th iteration, \( PE_j \) computes the product of the column vector \( l_{x,k} \) and the \( j \)-th entry from \( u_{k,y} \), where \( l_{x,k} \) is a column vector generated in \( PE_k \) and \( u_{k,y} \) is a row vector generated from \( PE_{k+1} \) to \( PE_b \) during the \( k \)-th iteration \((k + 1 \leq x, y \leq b)\). \( u_{k,y} \) is stored in the \( LU \)s of \( PE_{k+1} \) to \( PE_b \). An accumulation, \( a_{x,y}^{(k)} = l_{x,k} \times u_{k,y} + a_{x,y}^{(k-1)} \), is performed after the multiplication during the same clock cycle. \( a_{x,y}^{(k)} \) denotes the intermediate element of submatrix generated during the \( k \)-th iteration. \( a_{x,y}^{(k)} \) is used either for another accumulation or for normalization (Op 6) and is stored in \( \text{RegT} \). \( \text{RegT} \) is a temporary storage to hold \( a_{x,y} \) during the accumulation. Note that accumulation and subtraction share one adder/subtractor since they do not occur simultaneously.

Op 3) Subtraction: If \( y = j \), a subtraction is performed after all accumulations are complete. This ensures that \( a_{x,y}^{(k)} \) is subtracted from the submatrix \( a_{x,y} \) where \( k \leq x, y \leq b \) during \( k \)-th iteration. For example, \( u_{3,3} \) is computed as \([- (l_{3,1} u_{1,3} + l_{3,2} u_{2,3}) + a_{3,3}] \). In Step 2 of the sequential algorithm, the subtraction is performed after multiplication and the result is stored for the next subtraction. These operations are done repeatedly. For example, \( u_{3,3} \) is computed as \((a_{3,3} - l_{3,1} u_{1,3} - l_{3,2} u_{2,3}) \).

Op 4) Storing: If \( y = j \), \( l_{x,y} \) or \( u_{x,y} \) is generated in \( PE_j \). If \( x \leq j \), \( u_{x,y} \) is stored in \( LU \). If \( x > j \), \( l_{x,y} \) is stored in \( LU \) after normalization (Op 6). This operation ensures that the \( j \)-th column of the decomposed matrices \( L \) and \( U \) is stored in \( PE_j \).

Op 5) Reciprocal: Division is required since the normalization is performed by \( u_{k,k} \) for the column vector \( a_{x,k}^{(k-1)} = (a_{k+1,k}, \ldots, a_{b,k}) \) during the \( k \)-th iteration \((1 \leq k \leq b)\). \( u_{k,k} \) is stored in \( \text{RegT} \) after subtraction (Op 3) and the reciprocal value of \( u_{k,k} \) is stored in \( \text{RegR} \). The reciprocal operation occurs if \( x = y = j \).

Op 6) Normalization: After the subtraction (Op 3), the value is stored in \( \text{RegT} \). If \( y = j \) and \( x > j \), the values in \( \text{RegT} \) and \( \text{RegR} \) are multiplied. This operation generates the column vector \( l_{x,k} \) where \( k + 1 \leq x \leq b \) in \( PE_k \) during the \( k \)-th iteration.
Op 7) Output: This operation sends out the results \( l_{x,y} \) and \( u_{x,y} \) in LU in a pipelined manner. If \( y = j \), \( l_{x,y} \) or \( u_{x,y} \) is sent to port \( \text{LU}_{\text{out}} \). Otherwise, \( l_{x,y} \) or \( u_{x,y} \) from \( PE_{j-1} \) is passed to \( PE_{j+1} \) via port \( \text{LU}_{\text{out}} \).

To satisfy the data dependency of \( l_{x,k} \) being generated during the \( k \)-th iteration and used during the \( (k + 1) \)-th iteration and to obtain the minimum latency, two conditions have to be satisfied. Note that the column vector \( l_{x,k} \) \((k + 1 \leq x \leq b) \) is produced in \( PE_k \) during the \( k \)-th iteration. The first condition is that \( l_{x,k} \) has to propagate from \( PE_k \) to \( PE_{k+1} \) after \( l_{x,k-1} \) (generated during the \( (k - 1) \)-th iteration) propagates to \( PE_{k+1} \) and before \( l_{x,k+1} \) is generated in \( PE_{k+1} \) during the \( (k + 1) \)-th iteration. Let \( T_k(l_{x,j}) \) be the sum of the time when \( l_{x,j} \) is generated in \( PE_j \) and the propagation time when it reaches \( PE_k \), which is \( T_k(l_{x,j}) = b(x - 1) + 2(j - 1) + 1 + k - j \). Then, \( T_{k+1}(l_{x,k-1}) = b(x - 1) + 2k - 1 \), \( T_{k+1}(l_{x,k}) = b(x - 1) + 2k \), and \( T_{k+1}(l_{x,k+1}) = b(x - 1) + 2k + 1 \). Since \( T_{k+1}(l_{x,k-1}) < T_{k+1}(l_{x,k}) < T_{k+1}(l_{x,k+1}) \rightarrow -1 < 0 < 1 \), the condition is satisfied for all \( x \) where \( k + 1 \leq x \leq b \). To define the second condition, let \( l_{u,x,y} \) be \( l_{x,y} \) if \( x > j \), or \( u_{x,y} \) if \( x \leq j \) in \( PE_j \). Note that \( l_{u,x,j} \) is computed in \( PE_j \) every \( b \) cycles. To output the resulting matrices \( L \) and \( U \) without delay, the second condition that \( l_{u,x,j} \) arrives at \( PE_k \) via port \( \text{LU}_{\text{in}} \) and \( \text{LU}_{\text{out}} \) before \( PE_k \) produces any \( l_{u,x,k} \) is required to be satisfied. We assume \( j < k \). Then, \( T_k(l_{x,j}) = b(x - 1) + j + k - 1 \) and \( T_k(l_{u,x,k}) = b(x - 1) + 2k - 1 \). Since \( T_k(l_{u,x,j}) < T_k(l_{u,x,k}) \rightarrow j < k \), the second condition is satisfied for all \( x \) where \( 1 \leq x \leq b \). Total latency is calculated as the time taken for the last result \( l_{u,b,b} \) to be available as output: \( T_{b}(l_{u,b,b}) = b(b - 1) + 2(b - 1) + 1 = b^2 + b - 1 \).

Since our design is a pipelined architecture, the first \( b \) cycles of the computations on the next matrix can be overlapped with the last \( b \) cycles of the computations on the current matrix. For a stream of matrices, one matrix can be decomposed every \( b^2 \) cycles. Thus the effective latency becomes \( b^2 \), which is the time taken to obtain the first output data to the last output data during the current computation.

2.2 Block LU Decomposition

For large matrices, block LU decomposition can be performed. The sequential algorithm is given in [5]. An \( n \times n \) matrix \( A \) is partitioned into four matrices: \( A_{11}, A_{12}, A_{21}, \) and \( A_{22} \). \( A_{11} \) is a \( b \times b \) matrix, \( A_{12} \) is a \( b \times (n - b) \) matrix, \( A_{21} \) is an \( (n - b) \times b \) matrix, and \( A_{22} \) is an \( (n - b) \times (n - b) \) matrix. The algorithm is to decompose \( A \) into two \( n \times n \) matrices, \( L \) and \( U \), such that

\[
\begin{pmatrix}
L'_{11} & 0 \\
L'_{21} & L'_{22}
\end{pmatrix}
\begin{pmatrix}
U'_{11} & U'_{12} \\
0 & U'_{22}
\end{pmatrix}
\]

The steps of the algorithm are as follows:

**Step 1:** Perform a sequence of Gaussian eliminations on the \( n \times b \) matrix formed by \( A_{11} \) and \( A_{21} \) in order to calculate the entries of \( L'_{11}, L'_{21} \), and \( U'_{11} \).

**Step 2:** Calculate \( U'_{12} \) as the product of \( (L'_{11})^{-1} \) and \( A_{12} \).

**Step 3:** Evaluate \( A^{-1}_{22} \leftarrow A_{22} - L'_{21}U'_{12} \).
Step 4: Apply Step 1 to 3 recursively to matrix $A'_{22}$. During the $k$-th iteration, the resulting submatrices $L_{11}^{(k)}$, $U_{11}^{(k)}$, $L_{21}^{(k)}$, $U_{12}^{(k)}$, and $A_{22}^{(k)}$ are obtained. An iteration denotes an execution of Step 1 to 3.

By utilizing the architecture and algorithm in Theorem 1 in combination with a matrix multiplication/subtraction architecture, we propose an architecture for block LU decomposition on FPGAs as shown in Figure 2. The block size $b$ is later used as the parameter to realize time and energy efficient designs. There are two sets of PEs: one set performing a $b \times b$ LU decomposition and the other performing a $b \times b$ matrix multiplication/subtraction. Each set of PEs is linearly pipelined and both sets are connected to a memory bank. The input matrix is stored in the memory bank and fed to both sets of PEs. After computation, the results are stored back to the memory bank and used for next computation. Four different operations are identified: $opLU$, $opL$, $opU$, and $opMMS$. $opLU$ is performed to obtain $L_{11}^{(k)}$, $U_{11}^{(k)}$. $opLU$ from Step 1 is realized by using the algorithm and architecture proposed in Theorem 1. $opL$ from Step 1 is performed to obtain $L_{21}^{(k)}$. The same architecture in Theorem 1 is used. However, the matrix $U_{11}^{(k)}$ and the reciprocal of its diagonal entries are required to perform $opL$. Since $opL$ is performed after $opLU$, all PEs already hold the reciprocals in RegRs. $U_{11}^{(k)}$ is fed via port LUin. We add one more data path that feeds the data from port LUin to storage LU. $opU$ from Step 2 is performed to obtain $U_{12}^{(k)}$. $opU$ also uses the same architecture. It requires $L_{11}^{(k)}$ from $opLU$. $L_{11}^{(k)}$ are fed via port LUin to storage LU. In Step 3, matrix multiplication/subtraction ($opMMS$) is performed. Once $opL$ and $opU$ are complete, $L_{21}^{(k)}$ and $U_{12}^{(k)}$ are available for $opMMS$. We have proposed an architecture for this operation [7]. Since there is matrix subtraction after matrix multiplication, additional subtraction logic is added. The matrix multiplication algorithm takes two $b \times b$ submatrices $C$ from $L_{21}^{(k)}$ and $D$ from
$U_{12}^{(k)}$ and computes the product $E \leftarrow C \times D$. Another $b \times b$ submatrix $F$ is taken from $A_{22}^{(k)}$. Then the final values are obtained by $E \leftarrow F - E$. If $b$ is large, the $b \times b$ matrix multiplication can be decomposed into $(b^3/6)^3 r \times r$ matrix multiplications, where $r$ is the sub-block size.

**Theorem 2.** LU decomposition of an $n \times n$ matrix can be performed in $n^2 + \frac{1}{6} nb^2 \left(\frac{n}{b} - 1\right) \times \left(\frac{2n}{b} - 1\right) + b - 1$ cycles using the architecture in Figure 2 (a) using $b$ PEs for $b \times b$ LU decomposition and $r$ PEs for $r \times r$ matrix multiplication/subtraction, where $b$ is block size and $r$ is sub-block size.

**Proof.** At a given time, only one operation is performed and the schedule is shown in Figure 2 (b). As all matrices are fed as streaming input, the computation on the current matrix and the next matrix can be overlapped. Therefore, each of $opLU$, $opL$, and $opU$ has an effective latency of $b^2$. $opMMS$ has an effective latency of $b^2/6$ [7]. There are $n/b$ iterations to complete the block LU decomposition. During each iteration, only one $b \times b$ $opLU$ is performed. The effective latency of all $opLU$ is $(b^2/6)b^2$. During the $k$-th iteration, $(\frac{n}{b} - k)$ $opL$ and $opU$ for $b \times b$ block size are performed. The effective latency of all $opL$ and $opU$ is $b^2 \sum_{k=1}^{n/b} (\frac{n}{b} - k)$. During the $k$-th iteration, $(\frac{n}{b} - k)^2$ $opMMS$ for $b \times b$ block size are performed. Since $b \times b$ matrix multiplication can be decomposed to $(b^3/6)^3 r \times r$ matrix multiplications, the effective latency of all $opMMS$ is $b^3/3 \sum_{k=1}^{n/b} (\frac{n}{b} - k)^2$. The total latency is $(\frac{n}{b})b^2 + 2b^2 \sum_{k=1}^{n/b} (\frac{n}{b} - k) + b^3/3 \sum_{k=1}^{n/b} (\frac{n}{b} - k)^2 + b - 1$, which includes the time to fill the pipeline stages. \(\square\)

Theorem 2 uses a straightforward schedule since only one set of PEs performs computations at a given time. We can utilize the two sets of PEs in parallel to reduce the total latency.

**Corollary 1.** LU decomposition of an $n \times n$ matrix can be performed in $3bn - 2b^2 + \frac{1}{6} nb^2 \left(\frac{n}{b} - 1\right) \times \left(\frac{2n}{b} - 1\right) + b - 1$ cycles using the schedule in Figure 2 (c).

**Proof.** After $opL$ and $opU$ for the first blocks are performed, the input matrices for $opMMS$ are ready. Thus, $opL$ and $opU$ can be performed in parallel with $opMMS$. The effective latency to complete the $k$-th iteration is $3b^2 + (\frac{n}{b} - k)^2 \cdot b^3/3$. During the $\frac{n}{b}$-th iteration, only one $opLU$ is performed. Thus, the total latency is $\sum_{k=1}^{n/b-1} \left\{3b^2 + (\frac{n}{b} - k)^2 \cdot b^3/3\right\} + b^2 + b - 1 = 3bn - 2b^2 + \frac{1}{6} nb^2 \left(\frac{n}{b} - 1\right) \times \left(\frac{2n}{b} - 1\right) + b - 1$, which includes the time to fill the pipeline stages. \(\square\)

While Corollary 1 reduces the total latency compared with Theorem 2, it does not reduce the amount of computation. Total energy is the sum of the energy used for computation and quiescent energy (the energy for configuration memory, static energy, etc.) used by the device even when the logic is idle. The quiescent energy depends only on the total latency. Since Corollary 1 reduces the latency, the quiescent energy and hence the total energy are reduced. Thus we use the architecture and algorithm in Corollary 1 to obtain both time and energy efficient designs.
3 Performance Estimation and Design Trade-Offs

For a given problem size $n$, varying the parameters such as block size $b$ and sub-block size $r$ creates a large design space. Before implementing the designs and performing low level simulation, we estimate the performance of possible designs, prune the design space, and finally identify “good” candidate designs for time and energy efficiency. The candidate designs were implemented using VHDL (See Section 4).

3.1 High Level Performance Model

To estimate the performance of our designs, we have employed domain-specific modeling proposed in [6]. Domain-specific modeling is a hybrid (top-down plus bottom-up) approach to performance modeling that allows the designer to rapidly evaluate candidate algorithms and architectures in order to determine the design that best meets criteria such as energy, latency, and area. An architecture is divided into RModules and Interconnects. RModules are hardware elements that are assumed to dissipate the same amount of power no matter where they are instantiated on the device and Interconnects are the wires connecting the RModules. From the algorithm, we know when and for how long each RModule is active. With this knowledge, we can calculate the latency of the design. Additionally, with estimates for the power dissipated by each RModule and the Interconnect, we can estimate the energy dissipated by the design. In the top-down portion of the hybrid approach, the designer’s knowledge of the architecture and the algorithm is incorporated, by deriving the performance models to estimate energy, area, and latency. The bottom-up portion is the power estimation of RModules and Interconnects from low level simulations. In our designs, the RModules are multipliers, adders, multiplexers, RAM, reciprocal lookup tables, and registers. The power values of each RModule are as follows. $P_{\text{Mul}}(=11.25 \text{ mW})$ is the power dissipation for a $16 \times 16$ multiplier, $P_{\text{Add}}(=1.34 \text{ mW})$ for a 16-bit adder/subtractor, $P_{\text{Div}}(=7.31 \text{ mW})$ for a division lookup table ($1024 \times 16$ bit), $P_{\text{BSRAM}}(=7.31 \lceil x/1024 \rceil \text{ mW})$ for an on-chip memory where $x$ is the number of entries, $P_{\text{R}}(=1.17 \text{ mW})$ for a 16-bit register, and $P_{\text{Store}}(=0.126 \lceil x/16 \rceil + 2.18 \text{ mW})$ for a storage LU where $x$ is the number of entries. Table 1 lists the performance models of our designs. The latencies are converted to seconds by dividing them by the clock frequency.

3.2 Design Trade-Offs for Time and Energy Efficiency

To achieve time and energy efficient designs, we explore the various design parameters such as frequency, block size, precision, and number of PEs. All parameters contribute to energy dissipation, latency, and area of a design. For example, the latency and energy of Corollary 1 are a function of the block size $b$ and the sub-block size $r$. By choosing $b = r = n$, the minimum latency of $n^2$ (546.1 $\mu$s at 120 MHz for $n = 256$) can be achieved. However, this design does not necessarily have minimum energy dissipation. We explore the parameters,
Table 1. Time and energy performance models

<table>
<thead>
<tr>
<th>Design</th>
<th>Metric</th>
<th>Performance model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theorem 1</td>
<td>Latency</td>
<td>$L_{Thm1} = b^2$</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>$P_{Thm1} = 6bP_R + bP_{Add} + bP_{Mult} + bP_{Store} + bP_{Div} + 2P_{BSRAM}$</td>
</tr>
<tr>
<td></td>
<td>Energy</td>
<td>$E_{Thm1} = L_{Thm1} \cdot P_{Thm1}$</td>
</tr>
<tr>
<td>Theorem 2</td>
<td>Latency</td>
<td>$L_{opLU} = \left(\frac{n}{b}\right)b^2$, $L_{opL} = L_{opU} = \frac{1}{2}(\frac{n}{b})(\frac{n}{b} - 1)b^2$</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>$P_{opLU} = P_{opL} = P_{opU} = P_{Thm1}$</td>
</tr>
<tr>
<td></td>
<td>Energy</td>
<td>$E_{Thm2} = L_{opLU} \cdot P_{opLU} + L_{opL} \cdot P_{opL} + L_{opU} \cdot P_{opU} + L_{opMMS} \cdot P_{opMMS}$</td>
</tr>
<tr>
<td>Corollary 1</td>
<td>Latency</td>
<td>$L_{Cor1} = L_{opLU} + 2\left(\frac{n}{b} - 1\right)b^2 + L_{opMMS}$</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>the same as the ones in Theorem 2</td>
</tr>
<tr>
<td></td>
<td>Energy</td>
<td>$E_{Cor1} = E_{Thm2}$</td>
</tr>
</tbody>
</table>

$b$ and $r$, and determine their values that minimize the energy dissipation. The estimates are based on 120 MHz designs by considering the operating frequency that can be achieved after implementation (See Section 4). Figure 3 (a) shows the energy dissipation as a function of $b$ and $r$ for $n = 256$. The minimum energy is obtained around $r = 16$ and $b = 16$ while the latency is 2743.5 $\mu$sec. Note that the energy optimal design runs 5 times longer than the latency optimal design. Figure 3 (b) shows the energy distribution over four operations when $n = 256$ and $b$ varies. When $b = 16$, we achieve the minimum energy design and $opMMS$ is the dominant source of energy dissipation. Through design space exploration, we found that the energy efficient designs are obtained when $b = r = 16$ for $n \geq 32$. Another interesting results are the energy distribution on the core operation, MAC (multiply-and-accumulate) and the rest of operations. In Figure 3 (c), approximately 50% of the total energy is used by MAC, which is relatively high compared with the a general purpose processor or DSP processor.

![Fig. 3. (a) Energy dissipation as function of $b$ and $r$ for $n = 256$, (b) energy distribution as function of $b$ for $n = 256$, and (c) energy distribution as function of $n$](image-url)
4 Design Synthesis and Simulation Results

To obtain time and energy efficient designs, we briefly discuss the optimization techniques used in our designs. Then the synthesized designs for various problem sizes and the results from low level simulations are presented.

4.1 Optimizations for Time and Energy Efficiency

In this section, we summarize the energy efficient design techniques [7] employed in our designs. First, we have chosen a linear array of PEs. In FPGAs, long wires dissipate a significant amount of power [10]. For energy efficient designs, it is beneficial to minimize the number of long wires using a linear array since each PE communicates only with its nearest neighbors. Additionally, the linear array architecture facilitates the use of parallel processing and pipelining. Both techniques decrease the effective latency of a design and can lead to lower energy dissipation. Another technique is block disabling. We design the algorithm such that it utilizes the clock gating technique [15] to disable modules that are not in use during the computation. In our designs, since opMMS takes longer time than other operations, a set of PEs for opLU, opL, and opU becomes idle and is disabled to save energy. Another technique is choosing the appropriate bindings. In the Xilinx Virtex-II, the storage LU can be implemented as registers, distributed RAM, or embedded Block RAM. When the number of entries > 64, Block RAM is used since it is energy efficient for large memory; otherwise, distributed RAM is used. Similar decisions can be made such as choosing between (embedded) Block multiplier or configured multiplier. We choose Block multiplier since it is energy efficient when both inputs are not constant. To implement the division unit, a lookup table approach is used. This technique is faster and uses less energy compared with other division algorithms [11]. To calculate \( a/b \), we first obtain \( 1/b \) via a lookup table and perform the multiplication \( a \times (1/b) \). The approach is effective if the multiplication is fast. Using Block multipliers, fast multiplication (within one cycle) can be performed. The lookup table for reciprocal is generated as \( \text{Inv}(b) = \text{Round}(2^m/b) \) where \( b \) is the value to be inverted, \( m \) is the number of bits used to represent the output, and \( \text{Round} \) is the rounding function.

4.2 Simulation Results

Using the performance models defined in Section 3, we identified the energy and time efficient designs based on the parameters. By considering different criteria such as area, latency, and energy, we identified several designs. The minimal energy designs are chosen as candidate designs and are implemented in VHDL. The precision of all designs was 16 bits. These designs were synthesized using XST in Xilinx ISE 4.2i and the frequency achieved was 120 MHz. The place-and-route file as an .ncd file was obtained for the Virtex-II XC2V1500 bg575-6 device. The input test vectors for the simulation were randomly generated such that their average switching activity was 50%. Mentor Graphics ModelSim 5.6b was used to
simulate the designs and generate the simulation results as a .vcd file. These .vcd and .ncd files were then used by the Xilinx XPower tool to evaluate the average power dissipation. Energy dissipation was obtained by multiplying the average power by latency. We also compared estimates from Section 3 against actual values based on implemented designs to test the accuracy of the performance estimation. We observed that the energy estimates (See Table 2) were within 10% of the simulation results. The the average power dissipation of the designs on Virtex-II included the quiescent power of 150 mW (from XPower).

We were not aware of any prior FPGA based designs for LU decomposition. Hence, for the sake of comparison, we implemented two baseline designs: one on FPGAs using a state-of-the-art commercial compilation tool and the other, a software implementation on state-of-the-art TI DSPs. The FPGA design was implemented using Handel-C and synthesized using Celoxica DK1.1 [4]. The compilation tool can automatically exploit the parallelism of the algorithm. The synthesized design, with a frequency of 50 MHz, was then implemented with the Xilinx ISE 4.2i. Our designs dissipated 8.8x to 1.2x less energy than the Handel-C based designs.

We also compared the performance of LU decomposition on FPGAs and DSPs. FPGAs are known to be better than DSPs in terms of time and energy performance. Since many target applications for DSP devices and FPGAs are similar, comparing their time and energy performance is beneficial to designers. We chose the TI TMS320C6415 running at 600 MHz as a representative DSP. TMS320C6415 is a high performance DSP and has eight 16-bit MAC units. The LU decomposition was implemented in C and its precision was 16 bits. The matrix multiplication was performed using the function call \texttt{DSP\_mat\_mul} from the TI DSP library. The latency was obtained by using the TI Code Composer 2.1. To compute the energy dissipation, we assumed the 75% high / 25% low activity category of power dissipation for the function call \texttt{DSP\_mat\_mul} since it is a hand-optimized code [13]. The power dissipation for the rest of C code is based on the 50% high / 50% low activity category since the code is optimized by the TI compiler. For the DSP, we chose the block size \( b \), \( 0 < b < \min(n, 16) \) so as to minimize the energy dissipation. As seen from the results in Table 2,
our FPGA implementations perform LU decomposition faster using less energy. While we used the high performance DSP processor, TI also provides low power devices, namely the TMS320VC55xx series. Based on the datasheets, the 55xx series dissipate 150 mW at 300 MHz while the 64xx series dissipate 1500 mW at 600 MHz. The 55xx series have two MACs (600 MIPS) while the 64xx series have eight MACs (4800 MIPS). Thus the scaling factor from 64xx series to 55xx series for energy dissipation can be defined as: $s_e = \frac{P_{55xx}}{P_{64xx}} \times \frac{MIPS_{64xx}}{MIPS_{55xx}} = 0.78$. By applying this scaling factor, the energy dissipation of our designs was determined to be 12.1x to 1.8x less than the TI 55xx series.

5 Conclusion

We developed time and energy efficient designs for LU decomposition on FPGAs. Before implementing the designs, we analyzed the architecture and algorithm to understand the design trade-offs. After pruning the design space, selected designs were implemented using VHDL in the Xilinx ISE design environment. Currently, state-of-the-art FPGAs (e.g., Virtex-II/pro) do not provide low power features such as control for multiple power states or lower static power. The proposed architectures and algorithms are parameterized based on several design parameters. Hence, when more features such as dynamic voltage scaling with dynamic frequency scaling are available, the operations $opL$ and $opU$ can be executed slower than the operation $opMMS$. This might provide the opportunity to use a lower frequency and lower voltage.
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Abstract. We show a systematic methodology to create DSP + field-programmable logic hybrid architectures by viewing it as a hardware/software codesign problem. This enables an embedded processor architect to evaluate the trade-offs in the increase in die area due to the field programmable logic and the resultant improvement in performance or code size. We demonstrate our methodology with the implementation of a Viterbi decoder. A key result of the paper is that the addition of a field-programmable data alignment unit (FPDAU) between the register-file and the computational blocks provides 15%-22% improvement in the performance of a Viterbi decoder on the state-of-the-art TigerSHARC DSP. The area overhead of the FPDAU is small relative to the DSP die size and does not require any changes to the programming model or the instruction set architecture.

1 Introduction

Can we improve the performance and power or memory requirements of a state-of-the-art DSP with programmable logic? Many researchers have addressed this question in the past and many solutions have been proposed including customized instructions, loops [1], reconfigurable functional units, [2] and co-processor [3,4,5,6,7,8]. However most of the existing approaches do not factor the cost of the programmable logic in their evaluation - they tacitly assume that the die size penalty of adding programmable logic is not important. However, in embedded applications where DSPs are used, cost is a very critical factor. So, we would like to find a sweet spot for the programmable logic where a small addition to the die size in the form of programmable logic realizes maximum return in terms of improvements to performance (throughput), power, or memory requirements. For this we believe that the integration of programmable logic with a DSP should be viewed as a hardware/software co-design problem.

We illustrate our proposal using a Viterbi decoder as an example. First we analyze the optimized assembly code for Viterbi decoding on state-of-the-art DSPs and show that it is not the functional units that are the problem but the restrictions on the connection between the register file and the computational units that are the bottleneck which can be elegantly overcome by using a flexible interconnect network that can be realized using field-programmable logic. We call this new hardware block - FPDAU (Field Programmable Data Alignment Unit). This is situated between the register file of a processor and the computational units. This block dynamically re-configures the dataflow between the register file and the functional unit and hence
eliminates a significant fraction of the instructions in the kernels of many important signal-processing algorithms. In order to determine the configuration of the FPDAU the implementation has to be approached as a hardware/software co-design problem. We will show the details of our implementation again using the Viterbi decoder on a TigerSHARC DSP as an example.

The techniques presented are general enough to be used with any other DSP that supports SIMD style processing such as the AltiVec and TI’s TMS320c62xx. Also, we show that this approach is not just meant for Viterbi decoding, it can be used with other algorithms as well. In fact, a variety of DSP oriented computations like vector and matrix operations like transposing a matrix, finding the determinant of a matrix can benefit with the proposed architecture.

1.1 Organization of This Paper

First we will introduce Viterbi decoding and how it is efficiently implemented in assembly language on the TigerSharc that already has support for ACS computation. Then we will show what the bottleneck of the implementation is and its impact on the execution time and memory for $K=5$, 7, and 9 Viterbi decoding. We then propose a simple scheduler and programmable interconnect to rectify the problem. The design of the scheduler is described and its cost in terms of equivalent look-up-tables and die size is estimated. We show how the field programmable interconnect is used by the DSP programmer. The improvements in performance are then presented. We then describe other algorithms that can benefit by the proposed solution to demonstrate that this is not just for Viterbi Decoding. Finally, we compare our approach to related solutions in the area of DSP+PL hybrids and show why our approach is more promising.

2 Overview of Viterbi Decoding and Its DSP Implementation

Viterbi decoding is a critical application in embedded communication systems like 802.11-based wireless LAN; CDMA based cellular technologies and host of other applications that require data communication over noisy channels. It is part of the EEMBC benchmark suite. In spite of special support to execute Viterbi algorithm efficiently modern DSP are unable to meet the high data rate Viterbi decoding requirements imposed by standards such as the 3G and 802.11(a). So, we use Viterbi algorithm as an example in this paper to illustrate our technique.

First, to understand the computational requirements of a Viterbi decoder, it is useful to start with a convolutional encoder. Fig. 1 shows a $\frac{1}{2}$ rate convolutional encoder for constraint length $K=3$. In this encoder, for every input bit, two output bits are transmitted. Each input is convolved through XOR operations with the previous two bits. The circuit in Fig. 1 can also be represented as a state-machine shown in Figure 2.
The goal of a Viterbi decoder is to determine what the most likely inputs were, given an output data stream corrupted by a noisy transmission channel. A trellis is a map of all of the states from the encoder, drawn out to show each step in time. For the K=3 encoder shown in Figure 2, there would be four states in each time instance of the trellis. Fig. 3 shows a trellis used for Viterbi decoding for the K=3 convolutional encoder. Viterbi decoding consists of two tasks - the population of the trellis and the trace back through the trellis to find the path that yields the most likely sequence of states. Population of the trellis works as follows. For each pair of input bits, the distance between the input bits and the expected output for each transition between states is calculated for each of the possible state transitions. In the
K=3 state machine shown in Figure 2, there are a total of 8 possible transitions, two to each state. This distance is represented by the +/- M0 and M1 in the trellis diagram in Fig. 3. The smallest distance to each state is chosen and saved for each state. For the next time instance, the same procedure is used except the chosen smallest distance to each state is added to the previous metric saved for that state. These accumulated distances are referred to as path metrics. This process of adding the input bits against the local path value, comparing the two local path values to find the smallest distance, and selection of the smallest path distance is often referred to as an Add-Compare-Select, or ACS. Many DSPs have custom ACS instructions to accelerate this process.

The traceback of a Viterbi decoder is simply the selection of the smallest accumulated state metric for each of states of the trellis. This computation is mostly serial, and relatively inexpensive in terms of instructions for Viterbi decoders of constraint lengths of 7 or more as a fraction of the total time.

2.1 Altivec Implementation

The Altivec DSP co-processor[9] is a vector processor that operates on 128-bit vectors in 8, 16, or 32 bit SIMD mode. Assuming that path metrics are 32-bit values, we could store the four path-metrics PM0 to PM3 for the ACS kernel for K=3 trellis (shown in figure 3) in one 128-bit vector. Figure 4 shows the pseudo-assembly code for the implementation of the ACS kernel for K=3 where V0, V1, V2, V3, V4 and V5 are 128-bit vector registers. PM(x) denotes a 32-bit value that holds the accumulated path metric of state x. M0 and M1 represent the magnitude of the two different possible distances that may be generated for any input pair of bits. Figure 5 illustrates the flow of data between the registers and the result of the computation. For example, it shows that the least significant 32 bits of register V0 are obtained by adding PM(3) and M1 and so on. Now, in order to compute the new value PM(0) we need to find the minimum of PM(0)+M0 and PM(2)-M0 (please refer to Figure 3), but the vector-min instruction expects the two operands to be in adjacent locations in the vector register. This is an alignment restriction in SIMD processing and is results in simplification of the hardware.

So, the data needs to re-ordered so that the pairs of candidate path metrics are in adjacent sub-word locations in a vector register. This necessitates the need for the two vec_merge instructions shown in the pseudo code in Fig. 4.

![Fig. 4. Altivec Register Mapping of ACS and Pseudo Code](image-url)
2.2 TigerSHARC Implementation

Is this restriction just a limitation of the Altivec processor or is it more general? To investigate this we looked at other DSP architectures (with a completely different architecture style), namely, the TigerSHARC [10] from Analog Devices, which is a statically scheduled superscalar with various SIMD modes of computation and two independent functional units, that operate on 64-bit data. A block diagram of the TigerSHARC computational block is shown in Fig. 7. Each computational block is fed by a 32 entry, 32-bit register file with 4 read ports and 4 write ports. Within each computational block, there are 3 different SIMD modes, allowing for sub-word computations on 32-bit, 16-bit or 8-bit boundaries similar to the Altivec. There are restrictions on which registers may be used in a SIMD instruction. 32-bit SIMD calculations may be completed only on adjacent 32-bit registers. Similar restrictions are placed on 16-bit and 8-bit SIMD computations.

The K=3 trellis (presented in Fig. 3) can be mapped to one of the TigerSHARC computational blocks. Again the pseudo assembly code is shown in Figure 7 and the register dataflow is shown in Figure 8. PM(x) denotes a 32-bit value that holds the accumulated path metric of state x. M0 and M1 represent the magnitude of the two different possible distances that may be generated for any input pair of bits. PM3 and PM2 are stored in register pair R5:4, PM1 and PM0 are stored in register pair R3:2 and M0 and M1 are assumed stored in register pair R1:0. This grouping of registers allows the TigerSHARC to use its 32-bit SIMD mode and represents an efficient implementation of Viterbi on TigerSHARC.

On the right half of Fig. 6, both M0 and M1 as well as PM0 and PM1 can be fetched from the register file in a given cycle. Next, using a special instruction that allows addition and subtraction to operate on a pair of registers, the TigerSHARC can then produce half of all of the possible transitions for this stage of the trellis. The result of this computation is shown in the 128-bit result register R11:8. Likewise, the left half of Fig. 6 shows a similar computation for the other four possible transitions for the same stage of the trellis. Next we need to find the path with the minimum metric for each of the pairs of transitions to each state in the trellis, which can be done by the special vector_min instruction which also supports SIMD mode. However, to utilize the SIMD mode, the vector minimum instruction expects the data to be compared in the same bit locations in both operands. The overlapping arrows in the

\[
\begin{align*}
R15:12 &= \text{Add/Subtract}(R5:4, R1:0); \\
R11:8 &= \text{Add/Subtract}(R3:2, R1:0); \\
R15:12 &= \text{Merge}(R15:14, R11:10); \\
R11:8 &= \text{Merge}(R13:12, R9:8); \\
R15:12 &= \text{VectorMin}(R15:14, R11:10); \\
R11:8 &= \text{VectorMin}(R13:12, R9:8); \\
\end{align*}
\]

Fig. 5. TigerSHARC Viterbi ACS Pseudo-Code
middle of Fig. 6 indicate the required data movement in order to utilize the SIMD vector minimum instruction. The overlapping arrows are realized by the *permutation* instructions that are similar in spirit to the *vec_merge* instructions in Altivec, i.e., they rearrange data in the register file. Finally, we analyzed the Texas Instrument’s C62xx DSP and found that a similar permute instructions are needed to overcome the SIMD restriction [11]. Table 1 shows the performance of the TigerSHARC on various different Viterbi decoders. The %ACS row indicates the fraction of the total cycles the TigerSHARC DSP spends on the trellis population and the %Permuters row indicates the fraction of the total cycles spent on permutations. These cycles are for the entire implementation of the GSM decoder. The fraction of the total cycles spent on ACS and permutations is similar for TI C6x DSP [12] and the Altivec vector processor. From here on out, we will focus on the TigerSHARC architecture as we had access to the simulation tools for this platform.

Is there a more efficient way to address this problem? To investigate this we decided to profile the TigerSHARC implementation of a Viterbi decoder developed for the GSM wireless handset standard, which requires K=5, 16-bit data and 189 bit data frame.

**Table 1.** TigerSHARC Viterbi ACS Performance

<table>
<thead>
<tr>
<th></th>
<th>K=5</th>
<th>K=7</th>
<th>K=9</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACS Cycles</td>
<td>1960</td>
<td>4191</td>
<td>8459</td>
</tr>
<tr>
<td>Traceback Cycles</td>
<td>960</td>
<td>1245</td>
<td>1625</td>
</tr>
<tr>
<td>% Execution Cycles in ACS</td>
<td>67.1%</td>
<td>77.1%</td>
<td>83.9%</td>
</tr>
<tr>
<td>% of ACS Instructions which are Permutes</td>
<td>23.3%</td>
<td>25.0%</td>
<td>26.9%</td>
</tr>
</tbody>
</table>

---

**Fig. 6.** Mapping of Viterbi ACS Dataflow to the TigerSHARC DSP
3 HW/SW Co-design and the FPDAU

The data in Table 1 shows that a significant fraction of the computation cycles in the Viterbi decoder are spent in permute instruction, which are actually not doing anything useful in terms of the Viterbi algorithm. They are merely there to overcome the data flow restrictions to the function units in a typical DSP. So, the problem is not that the DSP do not have the appropriate instructions or the memory bandwidth (as shown in the previous section, most DSP do have special instructions to support Viterbi), but it is the data alignment restriction.

We propose a Field Programmable Data Alignment Unit (FPDAU) to circumvent the need for these permutation instructions. So, the data rearrangement will be done in hardware instead of software as it is being done now. This gives us two key benefits. It eliminates the instructions from the critical kernel of the computation and thereby provides improvements in performance and memory requirements and possibly reduces power and instruction cache pollution. It also gives us additional flexibility, because with a field-programmable hardware unit we can customize the dataflow to the specific algorithm being implemented.

Next we describe the details of the FPDAU and its integration with the DSP architecture and its programming model. We will illustrate this with the TigerSHARC DSP because we have access to their simulation tools. As noted before, a similar structure would work with other DSP as well; the programming model and the interface will differ.

The FP-DAU consists of two parts - a flexible interconnect that connects the register file to the ALU, Shifter and MAC units and a dynamically programmable state-machine to control the configuration of the flexible interconnect. The controller has configuration register that is mapped into the TigerSHARC’s memory space. The placement of the FP-DAU is shown in Fig. 8.
The detailed block diagram of the FPDAU is shown in Fig. 9. To support the data alignment required for Viterbi (the overlapping arrows in the middle of Fig. 6), we need an interconnect that is flexible only on word i.e. 32-bit boundaries. However, since the TigerSHARC does supports operations on bytes, we will design the FPDAU to support byte-wide granularity. The TigerSHARC register file has two 64-bit read ports, as shown in Fig. 8. The FPDAU needs to select one of 16 bytes from the register file and connect each of those bytes to a byte input of the computational unit. This interconnect can be built with 128 16-to-1 multiplexers. The dynamically programmable state machine inside the FPDAU controls the configurations of the multiplexers. As far as the impact of the FPDAU on the DSP critical path goes, there is a delay of an additional 16:1 multiplexer which does endanger the 300 MHz operating frequency of the TigerSHARC DSP. In the future as we move to finer geometries, we expect this to be less of an issue. We propose an identical FPDAU in both of the independent computational blocks of the TigerSHARC DSP.

Next, the design of the dynamically programmable controller or the state machine shown at the top of Fig. 9 is described. The purpose of the controller is to define the configuration of the flexible interconnect of the FPDAU. This controller will be realized on traditional LUT-based fabric to give it maximum flexibility. This state machine will be clocked by the read enable signal of the TigerSHARC register file. In order to minimize the impact of the FPDAU on the instruction set architecture we require that the state machine does not have any additional inputs. Therefore, every time that the read enable is clocked and the FPDAU is active, the state machine will proceed to the next state. This has two consequences. First, we need as many states as there are register reads in the inner most loop of the algorithms that utilize the FPDAU. Secondly, it precludes us from using the FP-DAU in inner loops that have non-linear flow, such as branches or jumps.
Fig. 10. FP-DAU memory map

However, with predicated execution and the tight loops in DSP kernels this is not much of a restriction. Note that this is a design decision to minimize the impact of the FPDAU on the instruction set architecture. If one has the ability to slightly modify the instruction set architecture (define new opcodes) more efficient and more general-purpose programmable state machines can be realized inside the FPDAU, without the restrictions listed above.

The configuration of the state machine has to be generated during the compilation of the application to the DSP processor. This will allow the data flow between the register file and the ALU to change (in customized way) every clock. The configuration space is memory mapped into the TigerSHARC’s internal memory address space, as shown in Fig. 10. This allows the state of the programmable logic to be saved to memory, and also allows new states to be saved and restored by the TigerSHARC. In addition, the FPDAU needs a control register (one bit) that defines whether the FPDAU is active or not.

As noted in the beginning of the paper, the main objective of our work is to minimize the amount of programmable logic to achieve a certain level of performance improvement. That is why we did not advocate a new functional unit or a coprocessor to execution. So, how much area is required for the FPDAU? This requires the estimation of the area for the programmable state machine that is implemented in LUTs. For flexible interconnect structure (that gives us byte-wide data realignment), we need 128 16:1 multiplexers that results in 64 bits for each state of the state machine. Let us assume we have 64 states for the state machine, which should be sufficient to cover a wide range of applications (the inner loops for most applications have fewer than 64 instructions). Each state must have 6 bits to indicate which is the next state. Fig. 10 shows how the state machine of the FP-DAU is memory mapped into the TigerSHARC architecture. Table 2 summarizes the overhead of the FPDAU. The maximum initialization overhead should only be incurred if all 64 states of the
FPDAU’s controller are used. The start overhead is the overhead of writing to the configuration register of the FPDAU’s controller to start or stop the operation of the FPDAU. The hardware overhead cost is relatively minor when compared to a typical DSP die area of about 1 sq. cm. In the hardware overhead, we assumed that the FPDAU’s controller is resident inside 4-LUTs. However, the controller could also use configuration SRAM, which would decrease the number of 4-LUTs needed dramatically. Finally, other functions could be included in the FPDAU, like zero/one insertion, bit reversal or any other simple operation. These added functions could marginally increase the needed hardware for the FPDAU, but would allow us to leverage the strengths of programmable logic on a DSP platform.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization Overhead</td>
<td>72 cycles, Maximum</td>
</tr>
<tr>
<td>Start Overhead</td>
<td>2 cycles per ACS Trellis Frame</td>
</tr>
<tr>
<td>Hardware Overhead</td>
<td>128 16:1 Muxes and 200 4-LUTs</td>
</tr>
</tbody>
</table>

### 3.1 Programming the FPDAU

Next we will describe how the programmer or the compiler uses the FPDAU, using the ACS computation of Viterbi as an example. The configuration for the FPDAU is generated from the register-transfer level assembly code. From the pseudo code shown in Fig. 5 (Viterbi decoder with K=3) we can see that if we omit the permute instructions; we only need four cycles to complete a single stage of the ACS trellis update. Since each of these four instructions accesses the register file, we will need a state-machine with four states to control the flexible interconnect. Note that typically a branch would be executed at the bottom of the loop, but it is omitted from the pseudo code in Fig. 5 for simplicity. Since the branch does not access the register file, it will not clock the state machine so we can ignore it from the perspective of configuring the FPDAU. Figure 11 shows the resultant state machine for Viterbi ACS derived from Figure 7. The register reads for the two add/subtract instructions are done in normal i.e. without any permutation. They are indicated by state A and state B in Figure 11. The two vector_min instructions are executed in states C and D of the state machine which requires the FPDAU to program the flexible interconnect to permute the data corresponding to the pattern shown at the bottom of Fig. 6. The new pseudo code required to complete a single stage of the ACS trellis update is also shown in Figure 11, as expected it eliminates the two permute instructions.

Finally, it is important to note that the FP-DAU should be disabled and the configuration of the FP-DAU is saved and restored upon entering interrupt routines. If the FP-DAU is to be utilized inside an interrupt service routine, the states of the FP-DAU must be saved and restored to the TigerSHARC’s on-chip memory upon entering and exiting the interrupt, respectively. In most cases the entire configuration memory is not utilized, so the overhead of saving the FPDAU is typically a few cycles, especially given that the TigerSHARC has the ability to read/write 128-bits to memory in a given cycle. However, if the entire configuration space of the FP-DAU does indeed have to be saved, the maximum penalty is around 72 cycles to save the entire FP-DAU state.
4 Results from Viterbi Implementation

In this section we will summarize the results of the implementation of the Viterbi decoder on the TigerSHARC enhanced with the FPDAU. As noted before, the programmable logic is configured at compile time i.e. statically by analyzing the kernel of the computation, which in the case of this decoder has 20 instructions. Using the simple compilation scheme described above would translate into 20 states for the FPDAU programmable state machine. The one time overhead of writing to the FP-DAU configuration register and programming the states in the FP-DAU is 16 cycles. Two additional cycles are needed to turn on/off the FP-DAU when entering/exiting the ACS inner loop. Table 3 shows the performance improvements of the TigerSHARC DSP with the FP-DAU on Viterbi decoders of different lengths. Note that the improvement in terms of cycles saved is quite impressive (15 % to 23%) given that the TigerSHARC is already optimized to implement Viterbi efficiently. Also, note improvement also results in improvements to code density, which is quite useful in embedded applications. It may also result in power savings but the FPDAU itself will consume some power but we do not have access to the gate-level netlists of the TigerSHARC to evaluate exactly what the savings would be.

The additional area required for 64 16-to-1 Muxes is Y, incurring a total delay of Z in W process technology. The state machine in the FP-DAU requires the equivalent of X number of CLBs, at an area estimate of A um2 in W process technology.

Table 3. TigerSHARC Viterbi Performance with FP-DAU

<table>
<thead>
<tr>
<th>L=190 Bits</th>
<th>K=5</th>
<th>K=7</th>
<th>K=9</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACS</td>
<td>1506</td>
<td>3146</td>
<td>6183</td>
</tr>
<tr>
<td>Traceback</td>
<td>960</td>
<td>1245</td>
<td>1625</td>
</tr>
<tr>
<td>Total Cycles</td>
<td>2466</td>
<td>4391</td>
<td>7808</td>
</tr>
<tr>
<td>% Speed Up</td>
<td>15.5%</td>
<td>19.2%</td>
<td>22.6%</td>
</tr>
</tbody>
</table>
5 Other Applications of FPDAU

Even though the focus of this paper was the implementation of a Viterbi decoder, it should be pointed out that the FPDAU concept is quite general and it has many applications. Basically, the FPDAU restores some flexibility of a Vector, VLIW, or SIMD mode processor by allowing the functional units to operate on any data in the register file. Without the FPDAU one has to waste valuable CPU cycles and power in rearranging the data so that a given instruction can execute properly. We have found applications for FPDAU in a variety of DSP applications especially those that involve matrix operations like Reed-Solomon decoding, finding the minimum or maximum in a vector, data interleaving and de-interleaving and matrix transpose. In each of these applications the FPDAU can be used, but exactly how it is used is determined by the hardware/software co-design of the application, as illustrated in this example. The interface and the programming model of the FPDAU will be the same but the configuration of the state machine will be different in each case and depending on the application the amount of improvement will also vary. For example, in an experiment with matrix transpose on the AltiVec we found that only half the merge instructions in the inner loop can be eliminated with the FPDAU. So, it is important to note that not all permute (or data rearrangement) operations can be eliminated with the FPDAU; this is the trade-off between the amount of configurable logic inside the FPDAU and its interface and the amount of flexibility. We deliberate restrict the inputs to the FPDAU to two and byte-level reconfigurability to minimize the area overhead of the FPDAU and its impact on the critical path of the processor.

6 Related Work and Conclusions

The idea of utilizing field programmable logic to accelerate computations is not new. Starting with the PRISC project in Harvard [13] and the work in BYU[3] on integration of DSP and reconfigurable logic and more recently the reconfigurable functional unit idea in the Chimera project in Northwestern University[2], there have been numerous efforts at integrating programmable logic with a processor. The key difference between those efforts and the proposed solution is in two areas (a) we treat DSP + programmable logic integration as a hardware/software co-design problem, hence what we propose is a methodology rather than a specific solution. So, it can be applied to any processor and any application (b) unlike the previous efforts we focus on the cost issue, which precludes us from using a co-processor or a new functional unit because that would add to the cost and change the instruction set architecture of the underlying processor – which poses problems in terms of adoption in embedded processors especially in the commercial arena. We believe that the solution proposed here finds a sweet spot in terms of return on investment in terms of the amount of programmable logic and the improvement in performance achieved. Also, it has minimal impact on the instruction set architecture and the programming model of a DSP, so it can be ignored without significant penalty if the application domain does not required it.

Also, if one has more chip area to spend on the programmable logic the FPDAU can be expanded to include other operations in the LUT area that is currently being
used to only implement the programmable state machine. For example, one could have a bit-level operations support that could help in encryption algorithms like DES and AES. So, again the proposal here is a co-design methodology for the DSP + programmable logic platform, where the architect can choose how much chip area to spend on programmable logic and what operations to implement there with the FPDAU providing a general framework for programming and interface. If it is expanded further it will resemble the RFU idea in Chimera or the co-processor concept in the BYU project or Riverside project[1].
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Abstract. The present paper describes a fully parameterized Discrete Wavelet Packet Transform (DWPT) architecture based on a folded Distributed Arithmetic implementation, which makes possible to design any kind of wavelet bases. The proposed parameterized architecture allows different CDF wavelet coefficient with variable bit precision (data input and output size, and coefficient length). Moreover, by combining different blocks in cascade, we can expand as many complete stages (wavelet packet levels) as we require. Our architecture need only two FIR filters to calculate various wavelet stages simultaneously, and specific VIRTEX family resources (SRL16E) have been instantiated to reduce area and increase frequency operation. Finally, a DWPT implementation for CDF(9,7) wavelet coefficients is synthesized on VIRTEX-II 3000-6 FPGA for different precisions.

1 Introduction

For years, the Discrete Wavelet Transform (DWT) has been used in a wide range of applications, including signal analysis and coding, data compression, image and video compression, numerical analysis, statistics, physics… Recently, new studies propose opening the high-pass branches in the DWT (see Fig. 1). This fact trades new data compression capability when the information is distributed in low and higher frequency ranges. New designs with this structure have been successfully applied in 1D data processing, such as in medical audio processing [1], in ECG compression [2], and in digital modulations systems like CDMA or OFDM [3]. Two-dimensional applications of these structures are employed when images have strong high-pass components, e.g., the fingerprint images and high-contrast medical images. This wavelet structure is called Wavelet Packet Transform (WPT) due to the frequency ‘packets’ obtained in the output of its binary tree. In [4], Coifman introduced the adaptive tree structure concept using packets as an evolution of wavelet for signal and image compression. He proposed to expand the wavelet tree selecting the best wavelet bases.

This work describes a new methodology to implement different DWPT structures, depending on bit precision (data input, coefficients and data output) and wavelet bases selected. Distributed Arithmetic (DA) technique has been applied to implement
easily-parameterized structures and gives optimum results on FPGA devices. This work is organized as follows: next section introduces the DA by using a finite-impulse response (FIR) filter implementation. In section three, we explain the DWPT architecture based on DA and Polyphase Decomposition. Fourth and fifth sections present the modular DWPT architecture and results. Finally, the conclusions are exposed.

Fig. 1. (a) Three stages Discrete Wavelet analysis filter bank and (b) Two stages Packet Wavelet analysis filter bank

2 Distributed Arithmetic Technique on FPGA Device

The Distributed Arithmetic technique is an efficient procedure for computing sum-of-products (inner products) between a fixed and a variable data vector. The basic principle is owed to Croisier et al. [5], but Peled and Liu [6] have independently presented a similar method. This arithmetic trades memory for combinatory elements, resulting ideal to implement custom digital signal processors in look-up table (LUT-based) FPGA [7]. In addition to a DA implementation, the designer also can select from a bit-serial to a full-parallel implementation [8].

DWT and its packet version are based on a cascade of FIR filters. The operation of these filters involves inner products of the equation 1 type. The inner product can be rewritten as equation 2 with two’s complement representation for coefficient ($\alpha_i$) and data input ($x_i$). The data input are scaled so that $|x_i| \leq 1$.

$$y = \sum_{i=1}^{N} \alpha_i \cdot x_i$$  \hspace{1cm} (1)

$$y = \sum_{i=1}^{N} \alpha_i \cdot \left[ -x_{i0} + \sum_{k=1}^{Wd-1} x_{ik} \cdot 2^k \right]$$  \hspace{1cm} (2)

The symbols $x_{ik}$ represent the $kth$ bit in $x_i$ data input, and $Wd$ is the number of bits of the data. By modifying the order of the summations we get

$$y = \left[ \sum_{i=1}^{N} \alpha_i \cdot x_{i0} \right] + \sum_{k=1}^{Wd-1} \sum_{i=1}^{N} \alpha_i \cdot x_{ik} \cdot 2^{-k}$$  \hspace{1cm} (3)
The elements in brackets take only a finite number of values, $2^N$, so we compute and store these values in a look-up table (LUT).

Fig. 2 shows a block diagram for computing an inner product according to previous equation. Since the output is divided by 2, by the inherent shift, the circuit is called *shift-accumulator*. Bits $x_{ik}$ are the address of the LUT which store the binary coefficient additions. Data inputs $x_i$ are shifted one-bit at a time (1BAAT) generating a bit-serial DA structure. Of course, we can implement a parallel form of DA by allocating a LUT to each term in brackets in equation 3. Our work computes DA in bit-serial fashion using the minimum resources into the FPGA. On the other hand, we save half of the area resources in DA implementations, when a FIR filter has symmetric coefficients.

Moreover, using shift registers LUT mode (SRL16E and SRLC16E primitives, see Fig. 3.) we can reduce a 50% on area when original design has a higher number of flip-flops. Virtex family can configure any LUT as a 16-bit shift register without using the flip-flops available in each slice. Shift-in operations are synchronous with the clock, and output length is dynamically selectable. A dedicated output allows the cascading of any number of 16-bit shift registers to create whatever size shift register is needed. Nevertheless, the configurable 16-bit shift register cannot be set or reset.
Wavelet Packet and Polyphase Decomposition

The theory of wavelet signal decomposition was firstly introduced by S.G. Mallat [9]. In his work, he computes the wavelet representation with a Pyramidal Algorithm (PA) based on convolutions with Quadrature Mirror Filters (QMF) filters (the basic wavelet cell showed in Fig. 4a) and decimators. In this figure, G represents the high-pass filter that obtains the signal details whereas H obtains the coarser resolution (low-pass component) of the input signal. In addition, the decimator can be translated to the input of the filters obtaining the commutator model [10] for the QMF cell (Fig. 4b).

\[ H(z) = \alpha_0 \cdot z^{-4} + \alpha_1 \cdot (z^{-3} + z^{-5}) + \alpha_2 \cdot (z^{-2} + z^{-6}) + \alpha_3 \cdot (z^{-1} + z^{-7}) + \alpha_4 \cdot (1 + z^{-8}) \] (4)

By repeating in cascade this algorithm the wavelet representation of a signal \( A \) on \( J \) resolution levels (or stages) is computed. Since the filter outputs are decimated in the basic DWT elementary cell, we apply the polyphase decomposition of the filter banks. For example, the algorithm expresses the symmetric 9-tap filter \( H(z) \),

\[ H(z) = H_0(z^2) + z^{-1} \cdot H_1(z^2) \] (5)

where

\[ H_0(z) = \alpha_0 \cdot z^{-2} + \alpha_2 \cdot (z^{-1} + z^{-3}) + \alpha_4 \cdot (1 + z^{-4}) \] (6)

\[ H_1(z) = \alpha_1 \cdot (z^{-1} + z^{-3}) + \alpha_3 \cdot (1 + z^{-3}) \]

To compute the DWT, M.Vishwanath [11] proposed an alternative to the PA algorithm called Recursive Pyramidal Algorithm (RPA). Basically, RPA consists of rearranging the order of the outputs such that an output is scheduled at the earliest instance that it can be scheduled. To compute the 2-level DWPT, we propose an RPA-modified algorithm. It consists of rearranging the low-pass and high-pass outputs in order to open 2-levels DWPT (see Fig. 5).
The sampling grid for the DWPT obtains the output schedule by push down all the horizontal lines of samples until they form a single line. The order of the outputs obtained gives us the output schedule.

Taking profit of bit rate, we can expand as many complete levels as we need, by replying blocks in cascade (see Fig. 6). Using the free time slots, we can expand two additional stages by means of 4-Stages block (4-S). This 4-Stages block has similar structure than 2-Stages block (2-S) described before. The differences are located on the number and length of the registers, as we will see in next section.

Our proposed architecture is fully parameterized and modular. We can select the different modules to implement different discrete wavelet packets. In Fig. 7, we present a DWPT structure for a CDF(9,7) wavelet bases. CDF is chosen because it has been applied in most of the previously mentioned applications. These fixed coefficients can be referenced as CDF(G,H), representing the number of taps in the high-pass and the low-pass filter coefficients.
In Fig. 7 the parallel input sequence for even \((x_0)\) and odd \((x_1)\) paths are serialized by the Parallel to Serial converter (P/S) and then introduced to the \(z^{-1}\) filter registers of \(W_d\) bits. The adders perform both the symmetry coefficients in each filter and the shared additions between two sub-filters. Next, the LUT and the scaling-accumulator are performed for each sub-filter.

Our basic cell can be RPA characterized by increasing the registers in both the input feedback data from the previous stage and the registers in the scaling-accumulator of the DA structure (see Fig. 5 scheduling). The idea is that filters work at double frequency than the odd/even input data-rate by using free time slots. These registers allow us to accept the input at a uniform rate taking profit of decimation by two. Applying the RPA principles, the output to next level is connected to feedback input \((x_i)\).

The scheduling generated from these additional registers is described in next figures.

### 4.1 Parallel to Serial Converters

The Parallel to Serial Converters have a special functionality as Fig. 8 shows. In 2-Stages block, it converts parallel data \((X_i\) inputs with \(T\cdot W_d\) period, really \(2\cdot T\cdot W_d\) because we select the odd or even inputs) and \(L_i\) and \(H_i\) with \(2\cdot T\cdot W_d\) period \((4\cdot T\cdot W_d\) odd/even period) to bit serial data with \(T\) period. Fig. 8 shows a detailed version of the P/S converter with its synthesis results.
Fig. 8. Parallel to Serial Converter with scheduling registers for 2-Stages block. Notation (for Wd = 4 bits): Xi = (X3,i X2,i X1,i X0,i)

The $z^{-1}$ and $z^{-3}$ are included to fix the low-pass and high-pass feedback inputs ($L_i$ and $H_i$, respectively) between $x_i$ bits of the data. The vertical dotted lines represent the scheduling points (A, B, C, D, E) explained in Fig. 9. The cutset D represents the $z^{-2Wd}$ delays needed to synchronize new data inputs $x_i$ with the inputs from the previous stages.

<table>
<thead>
<tr>
<th>Time</th>
<th>15</th>
<th>14</th>
<th>13</th>
<th>12</th>
<th>11</th>
<th>10</th>
<th>9</th>
<th>8</th>
<th>7</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cutset B</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
</tr>
<tr>
<td></td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
<td>$L_{i+2}$</td>
</tr>
<tr>
<td>Cutset C</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
<td>$H_{i+2}$</td>
</tr>
<tr>
<td>Cutset D</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
<td>$X_{i+2}$</td>
</tr>
<tr>
<td></td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
<td>$L_{i+1}$</td>
</tr>
<tr>
<td>Cutset E</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
<td>$H_{i+1}$</td>
</tr>
</tbody>
</table>

Fig. 9. Scheduling of P/S Converter for Wd = 4 bits. Notation: Xi = (X3,i X2,i X1,i X0,i) Li = (L1,i L2,i, L3,i, L4,i) and Hi = (H1,i H2,i, H3,i, H4,i)

Fig. 10. Parallel to Serial Converter for 4-Stages block
The P/S Converters for the 4-Stages block have 4 inputs and 8 feedbacks inputs. We have to replicate four times the Fig. 8 structure. The input rates are divided by 4 because the decimators. Fig. 10 represents the structure with the synthesis results.

4.2 Delay Blocks

The delay blocks are detailed in Fig. 11a, and Fig. 12 describes its scheduling. Paying attention on the synchronization between F outputs and the previous C outputs, the delay blocks for the 4-Stages block only differ in the register length (see Fig. 11b).

4.3 Symmetrical Adders

The use of different data flows (X, L and H) implies the design of three registers (one per flow) in the symmetrical adders (see Fig. 13). We have pipelined the adder’s output to increase the frequency operation.
4.4 Memory ROMs (LUTs)

As usual, in DA technique, the symmetry of $G_0$, $G_1$, $H_0$ and $H_1$ halves the LUT size in their physical implementation. LUT-area depends on coefficient length ($W_c$), not on number of stages. Only four memories of $W_c$ LUT are needed in the overall design.

4.5 Adder/Subtract Accumulators

Finally, we have to use the accumulator registers to keep the inner products results of the different subbands. The structure (see Fig. 14) is similar then the Fig. 13.
5 Implementation Results and Conclusions

We have synthesized and implemented a CDF(9,7) DWPT into a XILINX Virtex-II 3000-6 FPGA device. For 2-Stages DWPT and Wd=Wc=8, the clock frequency reaches 130 MHz with a hardware cost of 255 Flip-flops and 495 LUTs.

In Fig. 15, we have estimated the occupation area in Slice FF and LUTs for different CDF DWPT structure (CDF(2,2) with 5 and 3 coefficients and CDF(9,7) with 9 and 7 coefficients). The maximum clock frequency results always over 100 MHz.

Fig. 15. Data length vs. Number of LUTs and Flip-flops in (a) 2-Stages blocks and (b) 4-Stages blocks
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Abstract. We propose a new FPGA system for the high speed extraction, normalization and classification of moment descriptors. Moments are extensively used in computer vision, most recently in the MPEG-7 standard for the region shape descriptor. The computational complexity of such methods has been partially addressed by the proposal of custom hardware architectures for the fast computation of moments. However, a complete system for the extraction, normalization and classification of moment descriptors has not yet been suggested. Our system is a hybrid, relying partly on a very fast parallel processing structure and partly on a custom built, low cost, reprogrammable processing unit. Within the latter, we also propose FPGA circuits for low cost double precision floating-point arithmetic. Our system achieves the extraction and classification of invariant descriptors for hundreds or even thousands of intensity or color images per second and is ideal for high speed and/or volume applications.

1 Introduction

The theory of moments is among the most commonly used methodological frameworks in computer vision applications such as document analysis and OCR [1], object recognition [2] and, recently, for the specification of the MPEG-7 region shape descriptor [3]. Moments are projections of the image function onto a basis function and different basis functions have given rise to different types of moments, such as geometric, Zernike and Legendre [4], each type with distinct characteristics with regards to its information content, ease of normalization to image transformations, etc. Geometric moments are among the most commonly used, mainly due to their ease of calculation in relation to other types of moments. Nevertheless, even geometric moments are computationally demanding in terms of their extraction, in spite of the increasing performance of computer systems. This is especially troublesome for high speed and/or volume systems. A lot of effort has been devoted to the development of algorithmic modifications and custom hardware structures to alleviate this computational complexity problem. Thus, there are techniques which allow the fast calculation of moments based solely on simple integer arithmetic operations. Nevertheless, in order for moment descriptors to be used in image processing applications, e.g. object
recognition and image retrieval, they usually require a set of normalization procedures and a classification framework. Such processes are usually assigned to “host” microprocessors, such as CPUs, due to their extended arithmetic processing capabilities and their reprogrammability, which facilitates algorithmic enhancements over time. This partly negates the benefit of the custom hardware implementation, e.g. for applications where a CPU does not actually exist, such as intelligent sensors.

In this paper we propose a new FPGA architecture for the high speed extraction, normalization and classification of moment descriptors. We have chosen an FPGA as our implementation vehicle because it combines the reprogrammability advantage of general purpose processors with the parallel processing and speed advantages of custom hardware. The proposed system has a hybrid form, comprising a parallel processing structure working alongside a low cost, custom built, reprogrammable processing unit. The latter can be reprogrammed for different normalization and classification functions, or even different image processing problems. In the context of this general processing unit we also propose low cost FPGA circuits for 64-bit double precision floating-point arithmetic operations, i.e. addition/subtraction, multiplication, division and square root. Such circuits have been investigated by researchers but only for 32-bit single precision or, more commonly, lower precision custom formats. Our system achieves the extraction and classification of invariant moment descriptors for hundreds or even thousands of intensity or color images per second, making it ideal for high speed and/or volume applications.

2 Algorithmic Framework

The theory and normalization procedures of moments are only briefly presented here to place the subsequent designs in context. A more detailed analysis can be found in [2]. For a grayscale image \( g(x,y) \), with \( x = 0, 1, \ldots, M \) and \( y = 0, 1, \ldots, N \), the geometric moments \( m_{pq} \) of order \( p+q \) are defined as

\[
m_{pq} = \sum_{x=0}^{M} \sum_{y=0}^{N} x^{p} \cdot y^{q} \cdot g(x,y)
\]

Translation invariance is achieved by calculating the central moments given by

\[
\mu_{pq} = \sum_{r=0}^{p} \sum_{s=0}^{q} \frac{p!}{r! (p-r)!} \cdot \frac{q!}{s! (q-s)!} \cdot g(r, s) \cdot (-\bar{x})^{r} \cdot (-\bar{y})^{s} \cdot m_{p-r,q-s}, \quad \text{with} \quad \bar{x} = \frac{x_{00}}{m_{00}}, \quad \bar{y} = \frac{y_{00}}{m_{00}}
\]

Invariance with respect to isometric scale and to scalar intensity changes (which arise from uniform illumination intensity changes) is achieved by \( n_{pq} \), using

\[
n_{pq} = \frac{\mu_{pq}}{\mu_{00}} \cdot \left( \frac{\mu_{00}}{\mu_{20} + \mu_{02}} \right)^{\frac{p+q}{2}}
\]

Invariance with regards to in-plane rotations and/or reflections is more involved, and a number of feature sets exist. The complex moment magnitudes give rise to a concise yet powerful rotation and reflection invariant descriptor, and will be considered here. The complex moments \( C_{pq} \) can be calculated from \( n_{pq} \) of using
\[ C_{pq} = \sum_{r=0}^{p} \sum_{s=0}^{q} \binom{p}{r} \binom{q}{s} \cdot i^{p+q-r-s} \cdot (-1)^{r-s} \cdot n_{r+s,p+q-r-s} \]  

The complex moment magnitudes are then calculated as

\[ |C_{pq}| = \sqrt{\left(C_{pq}^{\text{real}}\right)^2 + \left(C_{pq}^{\text{imag}}\right)^2} \]  

Thus, the above descriptor is normalized with respect to translation, isometric scale, illumination intensity changes, in-plane rotation and reflection. A classification function is also required to compare it to the descriptors of the given templates, e.g. for image retrieval. With moment-based methods, distance-based classification functions are most commonly used. An example is the weighted Euclidean metric, defined between an unknown sample descriptor \( X \) and the descriptor of the \( i \)th template \( Y_i \) as

\[ d_i = \sqrt{\sum_{j=1}^{n} w_j (X_j - Y_{ij})^2} \]  

where \( n \) is the dimensionality of the descriptors. The weight \( w \) is commonly given by an expression which takes into account the variance for each feature and for the different templates when multiple samples represent each template, or it can be 1 for single sample templates, giving rise to the simple Euclidean metric.

The algorithms presented here have been used mostly in the processing of binary and grayscale images. In [2], a framework is proposed for the processing of color images based on the above methodology or, indeed, using any type of moments and normalization procedures. This entails the treatment of each color plane as an isolated grayscale image for the derivation of invariant descriptors followed by a fusion stage. Different fusion schemes are examined in [2], such as descriptor aggregation followed by classification or single plane classification followed by decision fusion. Furthermore, because for RGB images changes in the intensity or spectral power distribution of the incident illumination result in an independent scalar change of each color plane, this framework achieves invariance not only to geometric and illumination intensity changes but also to changes in the color of the incident illumination.

3 Parallel Moment Computation Circuit

The fast calculation of the geometric moments of an intensity image relies on a parallel computation structure. Our module is based on Hatamian’s work [5] towards the implementation of a VLSI moment calculation chip and is, effectively, a cascaded accumulator structure. The organization of the moment computation module for the calculation of moments up to the fifth order can be seen in Figure 1. The row processing elements (RPEs) process each pixel of each image row \( y \) and produce the outputs \( Y_0(y) \ldots Y_5(y) \). The column processing elements (CPEs) process the results produced by the RPEs for each row \( y \) and produce outputs for the entire image.
The RPEs have been implemented as parallel accumulators, to achieve a pixel per cycle processing rate. Each RPE has a different size, from 17 bits for RPE\textsubscript{0} up to 53 bits for RPE\textsubscript{5}. These values were chosen so that an overflow is guaranteed not to occur for an 8-bit intensity image with rows of up to 512 pixels. The CPEs have been implemented as identical 64-bit serial accumulators, giving rise to a CPE systolic array. This facilitates a straightforward implementation and simple control logic. The serial implementation is the preferred design choice, since the CPEs operate at the image row level and need not be as fast as the RPEs. The serial accumulators have been implemented using the FPGA’s function generator RAMs (LUTRAMs) instead of registers, drastically reducing the circuit size. The 64-bit accumulator size has been chosen so that an overflow is guaranteed not to occur for 512×512 pixel 8-bit intensity images. As for the calculation of moments of higher than fifth order, this can be easily achieved by extending the RPE chain and the CPE systolic array. The reconfigurability of the FPGA device allows the redeployment of such modified modules. The CPE structure considered here is more efficient than the one proposed by Hatamian, which requires almost twice the resources because it calculates not only the moments up to the required order, but also incomplete sets of higher order moments.

Note that the values produced by this circuit are not, in fact, the geometric moments of the image. The moments $m_{pq}$ are derived through the simple algebraic combination of the $Y_{pq}$ outputs. These equations are not included here, but they are can be found in [2]. Of relevance here is the fact that the calculation of $m_{pq}$ from $Y_{pq}$ involves a total of 45 multiplications of $Y_{pq}$ values with 8-bit integers followed by 45 additions of these products. Although this processing is quite simple, no custom component was created because it will performed by the processing units described next.

Table 1 shows the implementation statistics of the complete moment computation module on a XILINX® XCV1000 Virtex™ FPGA of –6 speed grade [6]. At 4.56% usage, the circuit is quite small. These figures also include 53 I/O synchronization
Table 1. Circuit statistics for the moment computation module

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>535</td>
</tr>
<tr>
<td>Slice flip-flops</td>
<td>628</td>
</tr>
<tr>
<td>4-input LUTs</td>
<td>664</td>
</tr>
<tr>
<td>Dual Port LUTRAMs</td>
<td>84</td>
</tr>
<tr>
<td>GCLKs</td>
<td>1</td>
</tr>
<tr>
<td>Total equivalent gate count</td>
<td>21,287</td>
</tr>
</tbody>
</table>

registers. The circuit can operate at up to 50MHz, the critical path lying on the RPE chain and comprised of 62.3% and 37.7% logic and routing delays respectively. Thus, for an image of an $M \times N$ pixels, the frame rate is $(50 \times 10^6)/(M \times N)$ frames/sec., e.g. ~3051 frames/sec. for 128×128 pixel images and ~190 frames/sec. for 512×512 pixel images. This is ~750 times faster than a direct implementation and ~100 faster than a recursive addition implementation on a SUN UltraSPARC10 server.

4 Floating-Point Arithmetic Unit

The design and implementation of FPGA floating-point arithmetic circuits has been examined by various researchers [7-11]. Although such circuits cannot match the performance of the floating-point units of state-of-the-art microprocessors, they are extremely useful in systems and applications which benefit from custom parallel processing structures, but also require floating-point capabilities, such as the system considered in this paper. Thus, this section presents FPGA circuits for all the common floating-point operations, i.e. addition/subtraction, multiplication, division and square root, the last two being the least investigated in the literature. While previous work addressed the implementation of operators in the 32-bit single precision or even lower precision custom formats, in order to reduce the circuit costs and increase their speed, our aim was the creation of low cost operators that provide 64-bit double precision arithmetic. Furthermore, our circuits are IEEE-754 [12] compliant, implementing round-to-nearest-even rounding, able to handle infinities and NaNs, etc. Because the detailed treatment of this material is not feasible here, this section will focus only on the circuit statistics and performance of the units, while a very detailed description of these designs and implementations can be found in [2]. The implementation statistics of all four operators on the aforementioned device are shown in Table 2.

Addition and subtraction are, in general, the most frequent floating-point operations in scientific computing. Our double precision floating-point adder aims at a low implementation cost combined with a low latency. A non-pipelined design was adopted, so that key components may be reused, with a fixed latency of three clock cycles. At 5.49% usage, the circuit is quite small. These figures also include 194 I/O synchronization registers. The circuit can operate at up to 25MHz, the critical path lying on the significand processing path and comprised of 41.1% and 58.9% logic and routing delays respectively. Since the design is not pipelined and has a fixed latency of three clock cycles, this gives rise to a performance in the order of 8.33MFLOPS. Obviously, the implementation considered here is small enough to allow multiple instances to be incorporated in a single FPGA device if needed.
The double precision floating-point multiplier also aims at a low implementation cost while maintaining a relatively low latency, considering the scale of the significand multiplication involved. A non-pipelined design was adopted with a fixed latency of ten cycles. The circuit operates on two clocks, a primary or global clock (CLK₁), to which the ten clock cycle latency corresponds, and an internal secondary clock (CLK₂), which is twice as fast as the primary clock and is used by the significand multiplier. The overall circuit is quite small, occupying only 4.03% of the device. These figures also include 193 I/O synchronization registers. The primary clock CLK₁ can be set to a frequency of up to 40MHz, its critical path comprised of 36.4% and 63.6% logic and routing delays respectively, while the secondary clock CLK₂ can be set to a frequency of up to 75MHz, its critical path comprised of 36.8% and 63.2% logic and routing delays respectively. Since the circuit is not pipelined with a fixed latency of ten CLK₁ cycles, a frequency of 33MHz and 66MHz for CLK₁ and CLK₂ respectively gives rise to a performance in the order of 3.3MFLOPS.

In general, division is much less frequent than the previous operations. Because of this, our double precision floating-point divider aims mainly at a low implementation cost. A non-pipelined design was adopted, incorporating an economic significand divider, with a fixed latency of 60 clock cycles. The circuit is very small, occupying only 2.73% of the device, which also includes 193 I/O synchronization registers. This circuit can operate at up to 60MHz, the critical path comprised of 42.8% and 57.2% logic and routing delays respectively. Since the design is not pipelined and has a fixed latency of 60 clock cycles, this gives rise to a performance in the order of 1MFLOPS.

The square root function is the least frequent of the operations considered here. As for the divider, our double precision floating-point square root circuit aims at a low implementation cost. A non-pipelined design was adopted with a fixed latency of 59 cycles. The circuit is very small, occupying only 2.83% of the device, which also includes 129 I/O synchronization registers. The circuit can operate at up to 80MHz, the critical path comprised of 53.0% and 47.0% logic and routing delays respectively. Since the implementation considered here is not pipelined and has a fixed latency of 59 clock cycles, this gives rise to a performance in the order of 1.36MFLOPS.

The above discussion and the associated implementation statistics illustrate that our aim was the implementation of high precision operators at a low cost rather than with a very high performance. Our floating-point unit can perform a few million double precision operations per second and is meant to complement custom FPGA architectures, such as the one of Section 3, eliminating the need for integrating a microprocessor into the system. Furthermore, the circuits sizes allow the integration of multiple operators on the same device if necessary, while their self-contained implementation allows one to choose only the required operators for a given system.
5 System Architecture

The system that we have implemented for the processing of intensity images based on the components of the previous sections is illustrated in Figure 2(a). The first main stage in our architecture is the parallel processing structure of Section 3, the moment computation module. The input to this module can be a video signal directly from a camera, some other image delivery mechanism, or some other pre-processing module, e.g. a noise filter. The second main stage is a custom FPGA general processing unit which, in turn, comprises two main parts. The first main part is a double precision floating-point unit (FPU) which includes the circuits of the previous section. Two additional modules, which we did not describe earlier due to the simplicity of their implementation, are an integer to floating-point converter and a floating point comparator. The converter is very small, occupying ~1% of the device, has a variable latency of 1 to 15 clock cycles and a maximum clock speed of 145MHz. The comparator also occupies ~1% of the device, has a fixed latency of 1 cycle (input buffering) and a maximum clock speed of 135MHz. The second main part of the general purpose processing unit is a controller module, the main components of which are a control logic unit, an instruction RAM and a data RAM. The data RAM is an 8-bit address 64-bit data memory, implemented using the dedicated RAM blocks of the FPGA (BRAMs). This memory is used by the FPU, as well as for externally provided constants and statistics. Clearly, external RAM modules may very easily be used if large storage is required or if no RAM is available in the FPGA device. The instruction RAM is a 10-bit address 28-bit data memory, also implemented using BRAMs. This memory stores all the operations required for the calculation and classification of the invariant descriptors in the form of FPU commands.

In order to assess how the custom processing unit compares to the fast and parallel moment computation circuit, consider the following scenario. Assume that all the normalization procedures of Section 2 are desired. Obviously, these equations are not stored in the closed forms examined earlier, but must be expressed in an explicit form. Once expressed in such a form, one also discovers that there exists a great amount of redundancy and duplication of calculations, which can be eliminated. Note that the system is not restricted to these normalization and classification functions. By changing the contents of the instruction and/or data RAMs, different functions may be implemented or even different types of moments based on geometric moments. Furthermore, assume that the target application is a 10-way classification problem, i.e. assigning an unknown image to one of ten different templates. This affects the complexity of the classification function. The entire general processing unit has a fixed latency, with the floating-point converter being the only exception, for which we can assume a constant worst case latency. With the above scenario, all the processing, i.e. from the delivery of the results of the moment computation circuit up to a classification decision being delivered, requires 6806 clock cycles. The derivation of this figure is not included here but may be found in [2]. During all of this time, the moment computation module can carry on with the processing of the next image. Now, compare that with the processing time of the moment computation module, which has a pixel per cycle processing rate, e.g. 16384 cycles for 128×128 pixel images and 262144 cycles for 512×512 pixel images. In both cases, the latency of the moment
computation module completely overshadows the latency of all the other circuits. The timing analysis indicates that the entire system can be clocked at up to 25MHz, the speed of the floating point adder being the determining factor. However, one can adopt a dual clock strategy and clock the moment computation circuit at 50MHz, which is feasible based on the results of Section 3. In that case, the entire system has the same processing rates with the moment computation module, i.e. \(~3051\) frames/sec. for \(128 \times 128\) pixel images and \(~190\) frames/sec. for \(512 \times 512\) pixel images. These speeds certainly satisfy the requirements for real-time systems or for multiple camera systems or for other high volume applications. The implementation statistics of this system can be seen in Table 3. Occupying 27.97\% of the aforementioned XCV1000 device, the design is not negligible, but it is certainly feasible.
With regards to the processing of color images based on the information fusion framework briefly described in Section 2, a number of choices are available. Thus, one can use the hardware described above (its speed certainly allows that, even for real-time processing) for the sequential processing of the color planes, storing different sets of statistics for each plane for use by the classifier. Alternatively, one can employ three moment computation modules and a single general processing unit, and so on. The system outlined in Figure 2(b) is yet another possibility. There, three moment computation modules are used along with three complete FPUs, the FPUs sharing a common control logic and instruction register but each having its own data RAM. The sharing of the control and instruction logic is possible because all the color planes are processed in the same manner and the different components of the system have a fixed latency (the worst case latency must be enforced on the floating-point converters). Assuming a descriptor aggregation scheme for the fusion step, the actions performed by this system are basically the same as before, with some additional steps in the instruction RAM to implement the fusion framework. With a dual clock strategy, this system can also process \(~3051\) frames/sec. and \(~190\) frames/sec. for \(128\times128\) pixel and \(512\times512\) pixel 24-bit RGB images respectively. Alternatively, the same organization can be used for the parallel processing of grayscale images, achieving \(~9153\) frames/sec. and \(~570\) frames/sec. for \(128\times128\) pixel and \(512\times512\) pixel grayscale images respectively. The statistics of this system are also shown in Table 3. Occupying 79.96\% of the device, the system requires the best part of the chosen FPGA, but is still feasible within a single chip.

6 Discussion and Conclusions

We have presented a new FPGA architecture for the high speed extraction, normalization and classification of moment descriptors. FPGAs are ideal for the implementation of such systems because they combine the reprogrammability advantage of general purpose processors with the parallel processing and speed advantages of custom hardware. Our system relies on a custom parallel moment computation module working alongside a custom low cost general processing unit. The specific characteristics of the moment computation module, such as highest moment order and maximum image dimensions, can be easily changed and the module redeployed by reconfiguring the FPGA. The reprogrammable general processing unit, on the other hand, allows the easy deployment of different normalization and classification functions and can be programmed for different recognition problems without any design modifications. Even if such changes are required, the reconfigurability of the FPGA makes such a task feasible. In this manner, one can always implement the exact processing unit required for a system. It is interesting to note that the design of this general processing unit was actually straightforward once all the modules had been created. In terms of design effort, the design and implementation of the double precision floating-point operators was probably the most involved task, these circuits also involving the most laborious testing procedures. It is for this reason that we have implemented each operator as a low cost standalone unit instead of implementing an FPU that shares hardware components between the operators. That is, so that one can choose only the operators needed for a given system, image processing or not, and also have multiple instances of individual operators if necessary. The performance of our overall archi-
tecture, in the order of hundreds or thousands of binary, grayscale or color images per second, makes it suitable for high speed and/or volume applications, e.g. for image recognition, detection and retrieval, while its self-contained implementation also allows its deployment in small standalone systems.
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Abstract. This paper presents the design and implementation of a novel architecture for FIR filters on Xilinx Virtex FPGAs. The architecture is particularly useful for handling the problem of signal boundaries filtering, which occurs in finite length signal processing (e.g. image processing). It cleverly exploits the Shift Register Logic (SRL) component of the Virtex family in order to implement the necessary complex data scheduling, leading to considerable area savings compared to the conventional implementation (based on a hard router), with no speed penalty. Our architecture uses bit parallel arithmetic and is fully scalable and parameterisable. A case study based on the implementation of the standard low filter of the Daubechies-8 wavelet on Xilinx Virtex-E FPGAs is presented.

1 Introduction

Finite Impulse Response (FIR) filters are widely used in digital signal processing. An N-tap FIR filter is defined by the following input-output equation [1]:

\[ \text{out}(n) = \sum_{i=0}^{N-1} x(n - i) h(i) \]  

(1)

where \{h(i): i = 0,..., N-1\} are the filter coefficients.

Figure 1 shows the two conventional structures (the direct and the inverse form) of an FIR filter [2]. Both structures of Fig 1 seek to align the products \( x(n-i)h(i) \) of equation (1) in time before accumulation.

Fig. 1. Two conventional FIR filter structures
An FIR filter implements a convolution operation [1], which is often built on the assumption of infinite length signals e.g. continuous audio signal. Finite length signals (e.g. images) on the other hand, have discontinuities at the boundaries (see Fig 2). Thus emerges the problem of which values to use at these regions.

![Fig. 2. Boundary problem when filtering an image](image)

Although, this problem could be ignored for a one-stage convolution, it cannot be discarded when implementing a multi-stage convolution as in Discrete Wavelet Transform [3]. A usually recommended solution to this problem is to extend each row by reflection at the signal boundary [4] as shown in Fig 3.

![Fig. 3. A finite 2-D signal (image) filtering with boundary extension by reflection](image)

For an N-Tap FIR, the minimum number of extra samples to be introduced is constant and equal to N-1. This is because P+(N-1) input samples are required to generate P output samples. However, the number of samples to be added at the left border of the input signal (referred to by $\alpha$) or the right one (referred to by $\mu$) can be variable, i.e. not a constant.

To handle the problem of boundary processing in hardware, Chakrabati [5] proposed the use of a router (or switcher) to feed the appropriate data, in parallel, to the multipliers (see Fig 4).

![Fig. 4. A conventional FIR architecture with a hard-router to handle the boundary processing](image)

The hard router is implemented using multiplexers. A controller is needed to drive the appropriate multiplexers’ selection signals. A minimum of $W\left(\sum_{i=2}^{N+1}\left|i/2\right|+\sum_{j=2}^{N-\alpha}\left|j/2\right|\right)$
LUTs are required to implement the router for an N-tap FIR filter if its input signal is extended by $\alpha$ samples at its left side. This represents an $O(N^2W)$ hardware complexity and therefore requires considerable area and routing resources which will have a negative effect on the speed performance of the implementation.

To overcome this high area cost of the Hard Router, we have presented in [6] a novel architecture for symmetric FIR filter family. The suggested structure is parameterised and scalable. It led to considerable area saving but with speed penalty as it requires the use of clock doubler. The actual paper overcomes this problem and addresses basically a general FIR filter. Nonetheless, the results provided in this paper can be tailored for the symmetric FIR filter type. Unfortunately, because of the paper size limit, this will not be detailed in this paper. The following will explain our approach for a general FIR filter.

Our suggested architecture is tailored to the Xilinx Virtex FPGA family. It exploits mainly the Virtex Shift Register Logic component: SRL16 [7]. SRL16 is implemented by the Virtex slices’ LUT (see Fig 5). There are two LUTs in every Virtex slice. Each one can be configured to create a shift register (SRL16) that varies in length from 1 to 16 bits. Longer shift register length can be implemented with multiple chained SRL16. As shown in Fig 5, the SRL16 configuration consists of a chained delay with a multiplexer at the output. The input address $Addr[3:0]$ selects which bit in the chained delay to be output hence controlling the length of the shift register from 1 to 16. Note that each SRL16 can be immediately pipelined by using the flip-flop available on the same slice logic cell [7].

The remaining of this paper will first present the basic architecture of our novel FIR architecture regardless of the signal boundaries filtering. It then shows how this basic architecture can be easily extended to handle signal boundaries processing with little hardware penalty. A detailed approach will be given. Then, area measurements of our novel architecture will be presented and compared with the corresponding results from a conventional hard-router based FIR implementation. Timing and area results of a case study implementation will be provided. Finally conclusions will be drawn.

Throughout the remaining of the paper, we will assume the use of bit parallel arithmetic. The term SRL will correspond to either one SRL16 component or a chained SRL16 components if required. The abbreviation ‘cc’ denotes the term clock cycle and the term $SRL_{(i)}$ refers to the SRL associated with the filter coefficient $h_i$.

\[
\sum_{i=1}^{N} \alpha = N(N + 1)/2 = O(N^2)
\]
2 Our Novel FIR Filter Architecture

In order to handle the boundary filtering efficiently, we suggest the novel architecture shown in Fig 6. The input data samples (X) in this figure structure are first multiplied in parallel with the filter coefficients. Then, the multiplication results \( x(n-i)h(i) \) of equation (1) are skewed and aligned in time properly using the SRL to produce the filter output.

The SRL layer in Fig 6 structure aims to skew the products and align them properly in time before parallel accumulation as shown in Fig 7. In fact, unlike Fig 1.a structure, our structure does not include an input samples chained delay and therefore the supply of the products onto the adder tree needs to be synchronised by the SRL layer before parallel accumulation.

**Fig. 6.** Our novel FIR filter structure for signal borders processing using symmetry extension

**Fig. 7.** Data Dependence Graph (DDG) of N-tap FIR filter. The horizontal arrows show the SRLs’ delays length (the filled circles represent the relevant products \( x(n-i)h(i) \))

Table 1 gives the SRLs delay length. Each SRL delay length is equal to the projection length of its associated product instant on the time axis abscise “n+1”(see Fig 7).

<table>
<thead>
<tr>
<th>SRL(0)</th>
<th>SRL(1)</th>
<th>SRL(2)</th>
<th>….</th>
<th>SRL(N-2)</th>
<th>SRL(N-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>….</td>
<td>N-1</td>
<td>N</td>
</tr>
</tbody>
</table>

It is worth noting that the SRLs in Fig 6 structure can be placed before or after the multipliers (thus skewing the product \( x(n-i)h(i) \) or the multiplicands \( x \)). If the filter coefficients are fractional and truncation is carried out at the output of the multipliers, the multipliers' output word lengths could be smaller than their input ones. Thus, for
area optimisation, the SRLs should be placed at the multipliers output. On the other hand, if the filter coefficients values are greater than 1, the multipliers’ output word lengths will be greater than their inputs. Therefore, placing the SRLs before the multipliers will lead to a more compact implementation.

Besides from being able to implement a convolution operation, our structure seeks primarily to handle signal boundaries processing. This is handled efficiently with very little hardware overhead, thanks to the SRLs dynamic skewing feature. The following sections will detail our own approach to achieve this goal.

Throughout, the term $P_i$ denotes the FIR DDG’s product associated with the multiplier $h_i$. In particularly, $P_{N-1}$ ($P_0$) denotes the first (last) FIR DDG’s node.

### 3 An Extension to Handle Signal Boundaries

To handle signal boundary filtering, no alteration on the architecture of Fig 6 is necessary. In fact, it is handled efficiently by a proper skewing of the products $P_i$ through a dynamic SRLs addressing. For this purpose, we will present an algorithm, which allows us to find the required SRLs delay length values according to the filter length, $N$, and the symmetry-filtering axis. The latter is defined through the number of input samples, $\alpha$, which should be added at the left side of the signal, and to the number of input samples, $\mu$, which should be introduced at its right side, where $\alpha + \mu = N - 1$.

Fig 8 shows a 4-tap FIR filter DDG at the boundary regions. The dashed arrows show where the signal extension using symmetry reflection is applied. The deduction of such graphs will be detailed later in the section. In this figure, the filled circles refer to the filter products whereas the shaded rectangle shows the boundary region between the two sequences I and (I-1). Sequence-I refers to the actual sequence of samples, whereas Sequence-(I-1) to its previous one. The negative values (-1, -2, -3...) will denote all instants before instant 0 of sequence I. The boundary DDGs associated with sequence-I represent actually the DDGs at the left side signal boundary, whereas the ones of sequence-(I-1) represent the ones at its right side edge.

From Fig 8, and as a general rule we can see that the regular DDG (a straight line as depicted in Fig 7) of a generic N-tap filter ends at the $P_{N-1}$ of instant “–N” (= -4 in Fig 8), and starts from the $P_0$ of instant N-1 (= 3 in Fig 8). Between those two values, the DDG becomes irregular.

![Fig. 8. Data dependence graph of a 4-tap FIR filter (N=4) using boundary processing with symmetry extension](image-url)
We will refer to the irregular DDG \textit{deflection point} by the term $\text{Hub}$. The term $P_{\text{Hub}}$ will represent its associated product whereas $P_{\text{Hub}+i}$ ($P_{\text{Hub}+i}$) represent the $i$\textsuperscript{th} DDG's product that comes before (after) the Hub ($i$ is a positive integer).

Because of the DDG irregularity at the signal boundary, the SRLs delay length given in table 1 should then be updated. We therefore suggest the following approach.

\textbf{An Approach to Determine the SRLs Delay Length when Using the Symmetry Signal Extension}

Once the filtering symmetry axis (i.e. $\alpha$ and $\mu$, where $\alpha+\mu=N-1$) is determined, the updated SRLs’ delays length could be deduced using two main steps associated respectively with the left side and the right side input signal.

Fig 9.a (Fig 9.b) shows the DDG at the left (right) side boundary of sequence-I input signal, where $\alpha$ ($\beta$) samples are introduced through symmetry reflection (see the arced arrows). This was needed since the $P_{\text{Hub}+i}$ ($P_{\text{Hub}+i}$) multiplicands at this boundary region correspond to sequence–(I-1) (sequence–(I+1)) samples (see the dashed line).

\begin{center}
\begin{tabular}{c}
(a) Left side signal boundary \\
(b) Right side signal boundary
\end{tabular}
\end{center}

\textbf{Fig. 9.} The irregular DDG for an FIR filter when using symmetry extension.

For the proper functionality of the Fig 6 structure, all the DDG products should feed the adder tree at the same time. In fact, the parallel accumulation can’t start till all the products have been computed. Table 1 gives the SRLs delay length when no boundary processing is handled. The values given assume implicitly the instant of computation of $P_0$ as a reference (see Fig 7). The question that arises: will this reference needs to be changed if we process the border filtering?

Fig 10 shows two cases where $P_0$ and $P_{N-1}$ are computed in different relative order. We can see from Fig 10.b that the accumulation can’t start one cc after the computation of $P_0$ if this latter is calculated earlier than $P_{N-1}$. Instead, the accumulation can start one cc after the computation of $P_{N-1}$ (instant $t_i$ rather than $t_i$ see Fig 9.b). The change in time ($t_2-t_1$) denotes the difference between the computation instants of $P_{N-1}$ and $P_0$. We therefore define a variable $\xi$ such that:

$$\xi=\max[(t(P_{N-1})-t(P_0)),0]$$

This variable value should then be added to the SRLs delay length values given in table 1. In fact, when $t(P_{N-1})-t(P_0)<0$ (see Fig 10.a), $\xi$ is equal to zero, since no update is needed (the accumulation starts one cc after the computation of $P_0$ as assumed...
implicitly in table 1). However, when \( t[P_{N-1}] - t[P_0] > 0 \) (see Fig 10.b), \( \xi = t[P_{N-1}] - t[P_0] \) which is equal to the required SRLs delays length increment as explained in the last paragraph.

![Fig. 10. The effect of \( P_{N-1} \) and \( P_0 \) relative time order on the start of accumulation instant](image)

It is worth noting that if we extend the input signal by \( \alpha \) samples at its left side, \( \xi = \max[2\alpha+1-N,0] \) since \( t[P_{N-1}] = \alpha \) and \( t[P_0] = N - (\alpha + 1) \). This will correspond to the SRLs delay length update value for the first filter output. However, since all the filter outputs are produced regularly in time (delayed by one cc), the same update value (\( \xi \)) needs to be added to the SRLs delays length associated with the second, third etc filter outputs, and in particular to the SRLs delays length associated with the non-boundary regions. Therefore, we can represent the delays length of the SRLs list in the non-boundary region by a \( \text{RegSkew} \) list where:

\[
\text{RegSkew}= [\lambda, \lambda-1, \lambda-2, \ldots, \xi+3, \xi+2, \xi+1], \text{ where } \lambda=N+\xi
\]  
(2)

This list values are applied on tap-(N-1) to tap-0.

Nonetheless, the individual SRLs delay length at the boundary regions need still to be determined because of the DDGs irregulaity. For this sake, we consider in the following the left side of the signal and then its right side.

**Left Side Signal Boundary Extension**

Taking into account Fig 7 structure as a reference, we can see from Fig 9.a that the \( P_{hub-i} \) products are advanced in time relatively to the accumulation instant. Thus, their associated regular delays length should be decreased. From this figure, we can see that \( P_{N-1} \) is computed at instant \( \alpha \) instead of \( (-\alpha) \). This represents a change of \( 2\alpha \) cc’s delay. Logically, the associated SRL delay length should be decremented by this value. Similarly \( P_{N-2} \) is computed at instant \( \alpha-1 \) instead of \( (-\alpha+1) \). This represents a change of \( 2(\alpha-1) \) cc’s delay. The associated SRL delay length should be then decremented by this value. Following the same reasoning, we can conclude easily that if \( \alpha \) samples are introduced at the left side of the input signal, the \( P_{hub-i} \) (\( i \in [\alpha, \alpha-1, \ldots, 0] \)) delays length value for the first filter output should be updated by the \( L_i \) list values:

\[
L_i = [-2\alpha, -2(\alpha-1), \ldots, -2, 0]
\]
The same reasoning can be applied on the second boundary filter output. The latter corresponds to \( P_{N-1} \) of instant \((\alpha-1)\). The reader can verify easily that the update list \( L_2 \) for the \( P_{\text{hub}} \) SRLs delay length is:

\[
L_2 = \{-2(\alpha-1), -2(\alpha-2), \ldots, -2, 0\}
\]

These updates lists \( L_1, L_2, \ldots \) should be added to the regular skew list \( \text{RegSkew} \) (equation 2) to deduce the final SRLs delay length.

By applying the same reasoning on the remaining \( \alpha \) boundary outputs, the SRLs delay length at the boundary region can be represented with a Left-Matrix matrix expression such that:

\[
\text{Left-Matrix} = [\alpha_{\text{Matrix}} | \text{Tail}(\alpha, N-\alpha-1)]
\]

where:

- \( \text{Tail}(\alpha, N-\alpha) \) is a matrix of size \([\alpha, N-\alpha-1]\), where each of its rows is equal to:

\[\lambda-\alpha-1, \lambda-\alpha-2, \lambda-\alpha-3, \ldots, \xi+2, \xi+1\]

- \( \alpha_{\text{Matrix}} \) is a matrix of size \([\alpha, \alpha+1]\), where:

\[
\alpha_{\text{Matrix}} = \frac{\begin{array}{cccccc}
\lambda - 2a & \lambda - 2a + 1 & \lambda - 2a + 2 & \ldots & \lambda - a - 2 & \lambda - a - 1 & \lambda - a \\
\lambda - 2a + 2 & \lambda - 2a + 3 & \lambda - 2a + 4 & \ldots & \lambda - a + 2 & \lambda - a + 1 & \lambda - a \\
\lambda - 2a + 4 & \lambda - 2a + 5 & \lambda - 2a + 6 & \ldots & \lambda - a + 2 & \lambda - a + 1 & \lambda - a \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\lambda - 6 & \lambda - 5 & \lambda - 4 & \lambda - 3 & \ldots & \lambda - a + 2 & \lambda - a + 1 & \lambda - a \\
\lambda - 4 & \lambda - 3 & \lambda - 2 & \lambda - 3 & \ldots & \lambda - a + 2 & \lambda - a + 1 & \lambda - a \\
\lambda - 2 & \lambda - 1 & \lambda - 2 & \lambda - 3 & \ldots & \lambda - a + 2 & \lambda - a + 1 & \lambda - a
\end{array}}{\text{...}}
\]

The underlined elements in this matrix expression refer to the delay length of the \( \text{SRL}_{\text{Hub}} \). All the matrix elements put on bold refer to the pre-hub SRLs delay length. They form an upper triangular matrix.

**Right Side Signal Boundary Extension**

We can see from Fig 9.b that because of the irregularity of the DDG, \( P_0 \) is computed at instant \((-\beta)\) instead of \( \beta \). This represents a change of \( 2\beta \) cc’s delay. Logically the associated SRL delay length should be increased by this value. Similarly \( P_1 \) is computed at instant \((-\beta+1)\) instead of \( (\beta-1) \). This represents a change of \( 2(\beta-1) \) cc’s delay. Logically the associated SRL delay length should be incremented by this value. Following the same reasoning we can conclude easily that if \( \beta \) samples are introduced at the right side of a signal, the \( \text{SRL}_{\text{Hub}} \) \((0 \leq i \leq \beta)\) delays length of the first output should be updated by the following list, \( R_i \),

\[
R_i = [0, 2, 4, 6, \ldots, 2\beta]
\]

This update list should be added to the RegSkew list expression (equation 2) to deduce the final SRLs delays length. By doing so for every \( \beta \) value in the \([1, \mu]\) interval, the SRLs delay length at the boundary region can be represented by a Right-Matrix matrix expression such that:

\[
\text{Right-Matrix} = [\text{Head}(\mu, N-\mu-1) | \mu_{\text{Matrix}}]
\]

where:

\[
\text{Head}(\mu, N-\mu-1)
\]

is a matrix of size \([\mu, N-\mu-1]\), such that each of its row is equal to:
\[ [\lambda, \lambda-1, \ldots, \xi+\mu+2] \]

**\( \mu \_Matrix \)** a matrix of size [\( \mu, \mu+1 \)], where:

\[
\mu \_Matrix = \begin{bmatrix}
\xi+\mu & \xi+\mu-1 & \xi+\mu-2 & \ldots & \xi+3 & \xi+2 & \xi+1 \\
\xi+\mu & \xi+\mu-1 & \xi+\mu-2 & \ldots & \xi+3 & \xi+4 & \xi+5 \\
\xi+\mu & \xi+\mu-1 & \xi+\mu-2 & \ldots & \xi+5 & \xi+6 & \xi+7 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\xi+\mu+1 & \xi+\mu & \xi+\mu-1 & \xi+\mu-2 & \ldots & \xi+2 & \xi+3 & \xi+4 & \xi+5 & \xi+6 & \xi+7 \\
\end{bmatrix}
\]

The underlined elements in this matrix expression refer to the delay length of the SRL\(_{\text{hub}}\). All the matrix elements put in bold refer to the post-hub SRLs delay length. They form a lower triangular matrix. By using the \( \text{Left} \_\text{Matrix}, \text{Right} \_\text{Matrix} \) matrices and the \( \text{RegSkew} \) list expressions, all the required delays length for the SRL layer of Fig 6 structure are determined.

### 4 Area Measurements

In this section, we will compare the area cost of our structure and Fig 4’s architecture. Table 2 lists the resources used by those two structures where \( N \) is the filter length and \( W \) is the input wordlength.

<table>
<thead>
<tr>
<th>Table 2. Logic resources consumed by different FIR structures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Multipliers</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>Fig 4 Architecture</td>
</tr>
<tr>
<td>BenKrid Architecture</td>
</tr>
</tbody>
</table>

From table 2, we can see clearly that our architecture consumes as many multipliers as Fig-4 structure. Our structure does not infer input samples delays unlike with Fig-4 structure saving thus a \((N-1)\) parallel word delays resource. However, it consumes as much hardware as Fig 4 structure for the accumulation task. The last remaining resource in table 2 is related to the router functionality. As explained in section 1, the hard router consumes \( W(\sum_{i=2}^{N-1}i/2) + \sum_{j=1}^{N/2}j \) LUTs. With our structure, the routing functionality is implemented through the SRL layer. For each SRL, we need to determine its maximum delay length (DL) value. This can be deduced easily from the expression of the \( \text{Left} \_\text{Matrix}, \text{Right} \_\text{Matrix} \) and \( \text{RegSkew} \) expression. If this value is less or equal to 16, one SRL16 (one LUT) can be used. However, if more depth is needed, more SRL16 should be chained, thus increasing the required number of LUTs. The number of the required LUTs is simply equal to \( \left\lceil \frac{\text{DL}}{16} \right\rceil \). If we omit the area cost of the SRLs' address generators (which indeed can be considered negligible
in front of the final filter area), our SRL layer cost area will depend solely on the number of SRLs used.

For different $\alpha$, $\mu$ and $N$ values, Fig 11 depicts the router functionality area cost evolution. It shows clearly that the hard router consumes much more area than our suggested structure.

Therefore, we can conclude that our novel architecture consumes fewer resources than the conventional structure of Fig 4. The next section presents the real hardware implementation results for the standard low filter of the Daubechies-8 wavelet (8 taps) [3] on the Xilinx Virtex family FPGAs. These will be compared to an implementation of Fig 4 architecture (i.e. a conventional FIR architecture with a hard router).

![Graph showing router area cost evolution](image)

**Fig. 11.** Router area cost evolution when implemented using an SRL layer and a multiplexer layer (Hard Router), $W=1$

## 5 Case Study

In the following, we assume a bit parallel arithmetic. The FIR filters were implemented using 9-bit input word length, 8-bit coded coefficients and a 2-bit intermediate and final precision results. Our adders and multipliers were designed using the dedicated carry logic of the Virtex Xilinx CLBs. Since the filter coefficients are constant, the Canonic Signed Digit (CSD) representation based approach was used to design the multipliers [8]. Timing constraints were applied to determine the maximum achievable frequency.

Table 3 shows the performances achieved from implementing the Daubechies-8 FIR filter with no boundary processing. The structures of Fig 1 are used as well as ours (Fig 6). We can see that when using Fig 1.a structure, the implementation delivers higher speed but requiring more area comparing to the inverse form structure of Fig 1.b. Those two effects are due to the input chained delay of Fig 1.a structure, which will increase its area (since Fig 1.b structure does not include such resources) and will avoid using long routing line to feed the multipliers as in Fig 1.b structure. Our structure with no boundary processing delivers the same speed as for the conventional inverse FIR structure. However, it consumes more area because of the SRL layer.
Table 3. Performance of a low Daubechies-8 FIR filter implementation using two different architectures on Xilinx XCVE50-8 FPGA with no boundary processing

<table>
<thead>
<tr>
<th></th>
<th>Fig 1-a architecture</th>
<th>Fig 1-b architecture</th>
<th>Benkrid architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area (Slices)</td>
<td>147</td>
<td>113</td>
<td>146</td>
</tr>
<tr>
<td>Speed (Mhz)</td>
<td>~167</td>
<td>~159</td>
<td>~159</td>
</tr>
</tbody>
</table>

When handling the signal boundaries processing, the architecture of Fig 4 is implemented and compared to our structure. The SRLs Layer in our structure get addressed dynamically by the values of the $Left\_Matrix$, $Right\_Matrix$ and $RegSkew$ expression values. To implement the SRLs' address generators, we can conclude from section 3 that the SRL addressing can be subdivided into two categories:

**Boundary regions**: that will corresponds to N-1 states (corresponding to $Left\_Matrix$, $Right\_Matrix$ rows). These states can be stored in the slices distributed RAMs.

**Non-boundary regions**: the address will be constant. It corresponds to a $RegSkew$ element value.

A counter line and multiplexer are needed to flag the boundary transition instant.

Table 4 lists the performances achieved. The second column of table 3 and 4 shows the effect of the Hard Router on Fig 1.a structure. It involves the use of 78 extra slices with ~6 Mhz speed penalty. On the other hand, by comparing the performance of our structure with and without boundary processing, we can see clearly that the dynamic skewing of the SRL layer does introduce a slight area penalty (12 slices) with no speed penalty.

Table 4 shows clearly that our architecture is more compact in area (almost 70 slices less) and run at the same speed range. It is worth noting that the Hard Router has been implemented at word level therefore seeking its highest speed implementation.

Table 4. Performance of a low Daubechies-8 FIR filter implementation using two different architectures on Xilinx XCVE50-8 FPGA with boundary processing

<table>
<thead>
<tr>
<th></th>
<th>Fig 4 architecture</th>
<th>Benkrid architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area (Slices)</td>
<td>225</td>
<td>158</td>
</tr>
<tr>
<td>Speed (Mhz)</td>
<td>~161</td>
<td>~159</td>
</tr>
</tbody>
</table>

6 Conclusion

In this paper, we have presented a novel architecture for FIR filters with signal boundary handling. This architecture is tailored to Xilinx Virtex FPGAs family. It cleverly exploits the SRL16 component to implement the FIR filters. The problem of signal boundary processing, which occurs in finite length signals filtering, is smartly and efficiently handled by an appropriate skewing of input data, rather than using the conventional brute force hard-router. The architecture is fully scalable and parameterisable. Its real hardware implementation on FPGAs leads to a very compact configuration compared to a hard-router based implementation, with no speed penalty. Moreover, unlike the conventional architecture, our architecture allows the use of multiplier blocks or sub-expression sharing, leading therefore to more compact implementation.
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Abstract. A self-reconfiguring platform is reported that enables an FPGA to dynamically reconfigure itself under the control of an embedded microprocessor. This platform has been implemented on Xilinx Virtex II™ and Virtex II Pro™ devices. The platform’s hardware architecture has been designed to be lightweight. Two APIs (Application Program Interface) are described which abstract the low level configuration interface. The Xilinx Partial Reconfiguration Toolkit (XPART), the higher level of the two APIs, provides methods for reading and modifying select FPGA resources. It also provides support for relocatable partial bitstreams. The presented self-reconfiguring platform enables embedded applications to take advantage of dynamic partial reconfiguration without requiring external circuitry.

1 Introduction

This paper presents a self-reconfiguring platform (SRP) for Xilinx Virtex II™ and Virtex II Pro™ devices [1]. It begins by reviewing the motivation for developing the SRP, before presenting the first detailed description of the two core software components, the ICAP API and the Xilinx Partial Reconfiguration Toolkit (XPART). Recent improvements and revisions to the SRP hardware architecture are also described in more detail.

Dynamic reconfiguration and self-reconfiguration are two of the more advanced forms of FPGA reconfigurability. Dynamic reconfiguration implies that an active array may be partially reconfigured, while ensuring the correct operation of those active circuits that are not being changed. Self-reconfiguration extends the concept of dynamic reconfigurability. It assumes that specific circuits on the logic array are used to control the reconfiguration of other parts of the FPGA. Clearly the integrity of the control circuits must be guaranteed during reconfiguration, so by definition self-control is a specialized form of dynamic reconfiguration.

Both dynamic reconfiguration and self-reconfiguration rely on an external reconfiguration control interface to boot an FPGA when power is first applied or the device is reset. Once initially configured, self-control requires an internal reconfiguration interface that can be driven by the logic configured on the logic array. On Xilinx Virtex II and Virtex II Pro parts, this interface is called the internal configuration access port (ICAP)[2].

The hardware component of SRP is composed of the ICAP, control logic, a small configuration cache, and an embedded processor. The embedded processor can be Xilinx’s MicroBlaze™, which is a 32-bit RISC soft microprocessor core[3]. The hardware...
PowerPC on the Virtex II Pro can also be used as the embedded processor. The embedded processor provides intelligent control of device reconfiguration at runtime. The integration of this functionality is especially attractive for embedded systems. This lightweight approach maximizes flexibility while minimizing additional external circuitry.

The software component of SRP defines two APIs. The lower level one is the ICAP API. The ICAP API provides access to the configuration cache and controls reading and writing the cache to the device. The higher level API is Xilinx Partial Reconfiguration Toolkit (XPART). XPART is derived from the JBits API work[4]. Like the JBits API it abstracts the bitstream details providing seemingly random access to select FPGA resources. XPART also contains methods for relocating partial bitstreams.

SRP opens up a number of interesting possibilities. Firstly it gives more reconfiguration options to the designer. Adding SRP to a system allows an application to get reconfiguration data from any peripheral and partially reconfigure the device. For example if the system has a network connection partial bitstreams could be pulled off the network. Secondly the embedded processor could manipulate the data before reconfiguring the device. This could permit custom encryption or compression of bitstreams. Thirdly the XPART API enables fine grain reconfiguration control over select FPGA resources. This allows tuning of MGTs (multi-gigabit transceiver), or constant folding achieved by modifying LUTs. Finally it is envisioned that a subsystem like SRP could play an important role in an embedded operating system running on a platform FPGA. SRP could help the OS manage hardware tasks. It could provide the capability to swap tasks in and out of hardware. It would also allow these tasks to be relocated to different regions on the device[5].

The paper is arranged as follows: Section 2 reviews previous work relating to SRP. Section 3 looks at the details of the ICAP and the reconfiguration mechanisms of the Virtex line of FPGAs. This provides the background necessary for an appreciation of the SRP hardware and software infrastructure that are described in sections 4 and 5. Sections 5.1 and 5.2 describe the APIs in the software layers. Section 6 presents future work and concludes the paper.

2 Related Work

Dynamic reconfiguration implies that an active array may be partially reconfigured, while ensuring the correct operation of those active circuits that are not being changed. Much research has been done on dynamic reconfiguration which shows it can be used to reduce circuit complexity, increase performance and simplify system design[6].

Self-reconfiguration is a special case of dynamic reconfiguration where the configuration control is hosted within the logic array that is being dynamically reconfigured. The part of the array containing the configuration control remains unmodified throughout execution. A formal definition of self-reconfiguration is presented in [7]. There are several desirable features of such an arrangement. Firstly the control logic is as close to the logic array as possible, thus minimizing the latencies associated with accessing the configuration port. Secondly, fewer discrete devices are required, reducing the overall system complexity[8].
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For a device to support self-reconfiguration it must be dynamically reconfigurable. A second desirable, but not required, characteristic is the device provides internal access to the configuration port. This way, the configuration stream does not have to exit the chip and use board level resources to gain access to the configuration port. The Xilinx XC6200 family of devices first provided both of these features, newer devices from Xilinx such as the Virtex II and Virtex II Pro families are both dynamically reconfigurable and provide access to the configuration port to internal logic.

The first references to self-reconfiguration using FPGAs in the literature was in [9] where a small amount of static logic is added to a reconfigurable device in order to produce a self-reconfiguring processor. The Flexible URISC[10] defined an abstract model of virtual circuitry that had self-configuring capability. A pattern-matching algorithm was used to investigate the viability of systems that exhibit self-control of reconfiguration management[8]. A number of applications mapped using self-reconfiguration have been shown to improve performance over existing approaches[9][11].

Xilinx application note 662 describes a method for using self-reconfiguration on a Virtex II Pro device to update MGT (multi-gigabit transceiver) parameters[12]. These attributes must be modified to optimize the MGT signal transmission prior to and after a system has been deployed in the field. The work presented in this paper extends the framework described in Xilinx application note 662 to enable a general purpose self-reconfiguring platform.

The XPART software layer is derived from Xilinx’s JBits API work. XPART provides a lightweight, minimal set of JBits API features implemented in the C language. XPART also provides some basic functionality for supporting relocatable modules. A relocatable module is a partial bitstream that can be relocated to multiple places on the FPGA. This functionality has also been called Dynamic Hardware Plugins(DHP) and was used for implementing multiple networking applications in hardware for high-performance programmable routers[13]. The methods that XPART provide are very similar to PARBIT (PARtial Bitfile Transformer)[14]. The tool JBitsDiff also provides the ability to create relocatable modules directly from bitstreams[15]. The added benefit XPART provides is these functions can run on an embedded processor.

3 Virtex I/II/II Pro Configuration Architecture

SRAM based FPGAs are configured by loading application specific data into configuration memory. All Virtex™ series devices (Virtex I, Virtex II and Virtex II Pro) have their configuration memory segmented into frames. These devices are partially reconfigurable and a frame is the smallest unit of reconfiguration. There are multiple frames per CLB column. For example Virtex devices have 48 frames per CLB column. Frames are one bit wide and differ in length depending on the number of CLB rows in the device. For example an XC2V40 has 832 bits per frame and an XC2V1000 has 3392 bits per frame.

Virtex II and Virtex II Pro devices have an internal reconfiguration access port (ICAP) which can be controlled by internal FPGA logic. The ICAP interface is a subset of the SelectMAP™ interface. Figure 1 shows a comparison between the two interfaces. The ICAP interface has fewer signals than the SelectMAP interface because it does not have to do full configurations and it does not have to support different configuration modes.
It also differs in that the SelectMAP bi-directional $D$ port is split into an $I$ data port and an $O$ data port. One other item to note is the functionality provided by the ICAP $CE$ pin is equivalent to the SelectMAP $CS$ pin.

The eight bit data $I$ port on the ICAP allows faster reconfiguration than serial modes of reconfiguration. The maximum frequency that the SelectMAP and ICAP interfaces can be clocked at without checking the BUSY signal is 66MHz[16].

Virtex I/II/II Pro FPGAs require a pad frame be added to the end of the configuration data. This pad frame flushes out the reconfiguration pipeline. Therefore to write one frame to the device it is necessary to clock in two frames, the data frame plus a pad frame. Thus the minimal time to reconfigure over ICAP a single XC2V40 frame at 66MHz is 3.2us. It would take 13us to reconfigure a single XC2V1000 frame at 66MHz.

4 The SRP Hardware Architecture

SRP’s hardware component is composed of the ICAP, some control logic, a small configuration cache, and an embedded processor. These peripherals communicate over the CoreConnect™ Open Peripheral Bus (OPB)[17]. Figure 2A shows a block diagram of the current hardware subsystem implementation.

In this implementation a 32 bit register is used to interface to the ICAP port. Figure 2A shows how this register is mapped to the ICAP signals. The control logic for reading and writing data to the ICAP is implemented in a low level software driver. This driver defines methods for reading and writing to the ICAP interface register. There are also methods for reading and writing blocks of data to the ICAP. This methodology is similar to the XVPI register JBits SDK used to access the SelectMAP interface[18].

The BlockRAM (BRAM) shown is Figure 2A is used to cache configuration data. To keep the SRP hardware as lightweight as possible only one BRAM is used. One Virtex II BRAM can store 16K bits of data. Since the largest Virtex II Pro device, the XC2VP125, has a frame length of 11K bits, one BRAM can easily store a whole frame of even this largest Virtex II Pro device.
This hardware system has been implemented on both Virtex II and Virtex II Pro devices. On the Virtex II device the MicroBlaze soft processor was used. On Virtex II Pro the embedded PowerPC was targeted. The Xilinx Embedded Developer Kit (EDK) and Xilinx 5.1i ISE tools were used to build these hardware platforms.

The next generation of the hardware system will provide much better performance. Figure 2B shows this system. This will be achieved via a few changes. Firstly the ICAP control logic will move from being in software (hardware drivers) to being implemented directly in hardware. This move also means there will be less communication over the system bus. Secondly, the configuration cache BRAM will be moved inside the ICAP control peripheral. This will allow the dual ported nature of the BRAM to be exploited. One port of the BRAM will be exposed to the system bus. The other port will be accessed by the ICAP control logic. This way the ICAP control logic will not take up system bus cycles to transfer data to and from the configuration cache. The embedded processor will still be able to access the configuration cache BRAM over the system bus. Thirdly, the ICAP control peripheral will be a master peripheral. This way the peripheral will be able to fetch configuration data directly from external memory without requiring the processor be involved. Lastly, we plan to implement the peripheral as a Xilinx IPIF (IP Interface) peripheral. IPIF peripherals can interface to both the OPB and the faster PLB (Processor Local Bus).

5 The SRP Software Architecture

The software components of SRP are designed in layers. Figure 3 shows the different software layers. The software layers are divided into hardware dependent and hardware independent parts. This division is enabled by the ICAP API. This API defines methods for transferring data between the configuration cache implemented in BRAM and the active configuration memory. It also provides methods for accessing the configuration cache.
We have created two implementations of the ICAP API. The first uses the SRP hardware described in the previous section to enable embedded applications to readback or modify the active configuration of the FPGA. The second implementation emulates the active configuration store and the configuration cache entirely in software. This emulated version of the ICAP API can then be compiled for a Windows or Unix workstation.

The Xilinx Partial Reconfiguration Toolkit (XPART) is built on top of the ICAP API. Thus XPART is hardware independent and can be compiled for an embedded system, or for a Windows or Unix system. This portability also applies to applications that use XPART and/or the ICAP API.

One advantage of this portability is one can do a degree of debug on a standard workstation before moving to the target embedded platform. It is also possible to use XPART on a workstation, manipulate partial bitstreams, then write them to the computer’s hard drive instead of the physical FPGA device.

5.1 The ICAP API

The ICAP API defines methods for accessing configuration logic through the ICAP port. The main methods move data between the configuration cache (BRAM) and the active configuration memory (the device). Other methods allow the processor to read and write to the configuration cache. Finally the setDevice() method indicates which device is being targeted. This method allows the designer to retarget their application to a different device by changing one line in the code. All Virtex II and Virtex II Pro family members are supported. Table 1 gives an outline of the methods in the ICAP API.

5.2 XPART – Xilinx Partial Reconfiguration Toolkit

The Xilinx Partial Reconfiguration Toolkit (XPART) has been built on top of the ICAP API. The purpose of this toolkit is to allow embedded processors to modify resources and relocate modules. Currently this toolkit has four methods. Table 2 gives an overview of these methods.
### Table 1. The ICAP API

<table>
<thead>
<tr>
<th>Routines</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>setDevice()</td>
<td>Indicates the target device.</td>
</tr>
<tr>
<td>storageBufferWrite()</td>
<td>Writes data to the configuration storage buffer</td>
</tr>
<tr>
<td>storageBufferRead()</td>
<td>Reads data from the configuration storage buffer</td>
</tr>
<tr>
<td>deviceWrite()</td>
<td>Transfers specified number of bytes from storage buffer to ICAP_IN</td>
</tr>
<tr>
<td>deviceRead()</td>
<td>Transfers specified number of bytes from ICAP_OUT to storage buffer</td>
</tr>
<tr>
<td>deviceAbort()</td>
<td>Aborts the current operation</td>
</tr>
<tr>
<td>deviceReadFrame()</td>
<td>Reads one or more frames from the device into the storage buffer</td>
</tr>
<tr>
<td>deviceWriteFrame()</td>
<td>Writes one or more frames to the device from the storage buffer</td>
</tr>
<tr>
<td>setConfiguration()</td>
<td>Loads a configuration from memory</td>
</tr>
<tr>
<td>getConfiguration()</td>
<td>Writes current configuration to memory</td>
</tr>
</tbody>
</table>

### Table 2. XPART Methods

<table>
<thead>
<tr>
<th>Routines</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>getCLBBits()</td>
<td>Reads back the state of a selected CLB resource.</td>
</tr>
<tr>
<td>setCLBBits()</td>
<td>Reconfigures the state of a selected CLB resource.</td>
</tr>
<tr>
<td>setCLBModule()</td>
<td>Place the module at a particular location on the device</td>
</tr>
<tr>
<td>copyCLBModule()</td>
<td>Given a bounding box copy it to a new location on the device</td>
</tr>
</tbody>
</table>

XPART provides functions for on the fly resource modification. This is done through the `getCLBBits()` and `setCLBBits()` methods. These methods abstract the bitstream and provides seemingly random access to selected resources. Currently XPART has the capability to read or modify all Virtex II CLB logic and routing resource. It currently does not have access to IOB, DCM, MGT, BRAM or other non CLB resources.

The strategy employed is to do a read/modify/write of configuration data. The following lists the steps that `setCLBBits()` would perform to update a resource like a LUT:

1. Calculate the target frame
2. Find LUT bits in target frame
3. read target frame from device and put in storage buffer using `deviceReadFrame()`
4. Modify the LUT bits in the storage buffer using `writeStorageBuffer()`
5. Reconfigure the device with new LUT bits using `deviceWriteFrame()`

The memory elements that define the content of a LUT in Virtex II are all located in one frame. This is not true with all resources. Some resources have their configuration bits scattered across multiple frames. The `setCLBBits()` and `getCLBBits()` methods are optimized so they will not have to read or write the same frame twice during the same call. Figure 4 shows sample code that updates the content of a LUT.

XPART provides some basic functionality for supporting relocatable modules. A relocatable module is a partial bitstream that can be relocated to multiple places on the FPGA. XPART provides two methods for dealing with relocatable modules. The two methods are `setCLBModule()` and `copyCLBModule()`. The `setCLBModule()` method works on regular partial bitstreams that contains information about all of the rows in the
```c
#include <XPART.h>
#include <LUT.h> /* Bitstream resource library for LUTs */

int main(int argc, char *args[]) {
    char* value;
    int error, i, row, col, slice;
    setDevice(XC2VP7); // Set the device type

    ... [initialize row, col, slice and value to desired values] ...

    error = setCLBBits(row, col, LUT.RES[slice][LE_F_LUT], value, 16);
    return error;
} /* end main() */
```

*Fig. 4. Code to update LUT contents*

![Diagram](image1)

*Fig. 5. Illustration of Module Methods*

included frames. It works by modifying the header of the partial reconfiguration packet. Figure 5A illustrates the setCLBModule() command.

The copyCLBModule() function copies any sized rectangular region of configuration memory and writes it to another location. The copied region contains just a subset of the rows in a frame. This allows the designer to define dynamic regions that have static regions above or below it. Figure 5B shows an illustration of copyCLBModule().

The copyModule() function employs a read/modify/write strategy like the resource modification functions. This technique enables changing select bits in a frame and leaving the others bits to their current configured state. The Virtex II provides glitchless configuration logic, meaning if a bit stays the same between two configurations no glitch will occur. For example a frame may be modified that contains a routing resource. If the value of the bits controlling that routing resource remain the same between the old and new configurations, no glitch will occur on that routing resource.
6 Future Work and Conclusions

Several extensions and applications of the system are in progress. As noted earlier we are working on a more efficient implementation of our SRP hardware architecture. In the current implementation the ICAP control logic is implemented in software via device drivers. This implementation requires 10ms to modify a LUT value on an XC2V1000 device with MicroBlaze running at 50MHz. The next version of the SRP hardware should allow us to clock configuration data into and out of the device at the maximum no handshake frequency of 66MHz. Modifying one LUT on the XC2V1000 will take 13us for the read, negligible time for the modify, and 13us for the write for a total of approximately 26us. This is over two orders of magnitude faster than the existing SRP hardware architecture.

We are currently using SRP to develop a reconfiguration controller for a high I/O reconfigurable crossbar switch[19]. The original reconfiguration controller was implemented using external logic and memory. The data for the reconfiguration controller was generated offline using JBits SDK. SRP should allow us to implement the reconfigurable crossbar and controller on the same chip.

In conclusion, we have described a self-reconfigurable platform. SRP has an intelligent subsystem for lightweight reconfiguration of Xilinx Virtex II and Virtex II Pro FPGAs in embedded systems. The system enables self-reconfiguration under software control within a single FPGA. SRP has a layered hardware and software architecture that permits a variety of different interfaces to maximize flexibility and ease-of-use.

References

Heuristics for Online Scheduling Real-Time Tasks to Partially Reconfigurable Devices

Christoph Steiger, Herbert Walder, and Marco Platzner

Swiss Federal Institute of Technology (ETH) Zurich, Switzerland, platzner@tik.ee.ethz.ch

Abstract. Partially reconfigurable devices allow to configure and execute tasks in a true multitasking manner. The main characteristics of mapping tasks to such devices is the strong nexus between scheduling and placement. In this paper, we formulate a new online real-time scheduling problem and present two heuristics, the horizon and the stuffing technique, to tackle it. Simulation experiments evaluate the performance and the runtime efficiency of the schedulers. Finally, we discuss our prototyping work toward an integration of scheduling and placement into an operating system for reconfigurable devices.

1 Introduction

Today’s reconfigurable devices provide millions of gates capacity and partial reconfiguration. This allows for true multitasking, i.e., configuring and executing tasks without affecting other, currently running tasks. Multitasking of dynamic task sets can lead to complex allocation situations which clearly asks for well-defined system services that help to efficiently operate the system. Such a set of system services forms a reconfigurable operating system [1] [2]. This paper deals with one aspect of such an operating system (OS), the problem of online scheduling hard real-time tasks.

Formally, a task $T_i$ is modeled as rectangular area of reconfigurable logic blocks given by its width and height, $w_i \times h_i$. Tasks arrive at arbitrary times $a_i$, require execution times $e_i$, and carry deadlines $d_i, d_i \geq a_i + e_i$. The reconfigurable device is also modeled as rectangular area $W \times H$ of logic blocks. We focus on non-preemptive systems – once a task is loaded onto the device it runs to completion.

The complexity for mapping tasks to such devices depends heavily on the used area model. We use two different area models, a 1D and a 2D model as shown in Figure 1. In the simpler 1D area model, tasks can be allocated along the horizontal device dimension; the vertical dimension is fixed. The 1D area model suffers badly from two types of fragmentation. The first type is the area wasted when a task does not utilize the full device height. The second type occurs when the remaining free area is split into several unconnected vertical
Fig. 1. Reconfigurable resource models

stripes. Fragmentation can prevent the placement of a further task although a sufficient amount of free area exists. The more complex 2D area model allows to allocate tasks anywhere on the 2D reconfigurable surface and suffers less from fragmentation.

The main contribution of this paper is the development of online hard real-time scheduling heuristics that work for both the 1D and the 2D area model. The limitations of the models and related work are discussed in Section 2. Section 3 states the online scheduling problem and presents the two heuristics. An experimental evaluation is done in Section 4. Section 5 shows our work toward a prototype implementation and, finally, Section 6 summarizes the paper.

2 Limitations and Related Work

Our task and device models are consistent with related work in the field [1] [3] [4] [5] [6]. However, we also have to discuss the limitations when it comes to practical realization on currently available technology. The main abstraction is that tasks are modeled as relocatable rectangles. While the latest design tools allow to constrain tasks to rectangular areas, the relocatability rises questions concerning the i) device homogeneity, ii) task communication and timing, and iii) partial reconfigurability.

We assume surface uniformity which is in contrast with modern FPGAs that contain special resources such as block memories and embedded multipliers. However, a reconfigurable OS takes many of these resources (e.g., block RAM) away from the user task area. Tasks must use predefined communication channels to access such special resources [7][2]. Further, the algorithms in this paper can easily be extended to handle additional placement constraints for tasks, e.g., to relocate tasks at different levels of granularity or even to place tasks at fixed positions. The basic problems and approaches will not change, but the resulting performance.

Arbitrarily relocated tasks that communicate with each other and with I/O devices would require online routing and delay estimation of their external signals, neither of which is sufficiently supported by current tools. The state-of-the-art in reconfigurable OS prototypes [7] [2] overcomes this problem by using a
slightly different area model that partitions the reconfigurable surface into fixed-size blocks. These OSs provide predefined communication interfaces to tasks and asynchronous intertask communication. The same technique can be applied to our 1D area model. For the 2D model, communication is an unresolved issue. Related work mostly assumes that sufficient resources for communication are available [4].

The partial reconfiguration capabilities of the Xilinx Virtex family, which reconfigures a device in vertical chip-spanning columns, fits perfectly the 1D area model. While the implementation of a somewhat limited 2D area model on the same technology seems to be within reach, ensuring the integrity of non-reconfigured device areas during task reconfiguration is tricky.

In summary, given current technology the 1D area model is realistic whereas the 2D model faces unresolved issues. Most of the related work on 2D models targets the (meanwhile withdrawn) FPGA series Xilinx XC6200 that is reconfigurable on the logic block level and has a publicly available bitstream architecture. Requirements for future devices supporting the 2D model include block-based reconfiguration and a built-in communication network that is not affected by user logic reconfigurations. As we will show in this paper, the 2D model has great advantages over the 1D model in terms of scheduling performance. For these reasons, we believe that it is worthwhile to investigate and develop algorithms for both the 1D and 2D area models.

3 Scheduling Real-Time Tasks

3.1 The Online Scheduling Problem

The online scheduler tries to find a placement and a starting time for a newly arrived task such that its deadline is met. In the 1D area model a placement for a task $T_i$ is given by the $x$ coordinate of the left-most task cell, $x_i$, with $x_i + w_i \leq W$. The starting time for $T_i$ is denoted by $s_i$. The main characteristics of scheduling to dynamically reconfigurable devices is that a scheduled task has to satisfy intertwined time and placement constraints:

**Definition 1 (Scheduled Task).** A scheduled task $T_i$ is a task with a placement $x_i$ and a starting time $s_i$ such that:

1) \[(x_i + w_i) \leq x_j \lor (s_i + e_i) \leq s_j \lor [x_i \geq (x_j + w_j)] \lor [s_i \geq (s_j + e_j)] \]
\[\forall T_j \in \mathcal{T}, T_j \neq T_i \text{ (scheduled tasks must not overlap in space and time, } \mathcal{T} \text{ denotes the set of scheduled tasks)} \]
2) \[s_i + e_i \leq d_i \text{ (deadline must be met)} \]

We consider an online hard real-time system that runs an acceptance test for each arriving task. A task passing this test is guaranteed to meet its deadline. A task failing the test is rejected by the scheduler in order to preserve the schedulability of the currently guaranteed task set. The scheduling goal is to minimize the number of rejected tasks. Accept/reject mechanisms are typically adopted in dynamic real-time systems [8] and assume that the scheduler’s environment
can react properly on a task rejection, e.g., by migrating the task to a different computing resource.

Our scheduling problem shares some similarity with orthogonal placement problems, so-called strip packing problems. Strip packing tries to place a set of two dimensional boxes into a vertical strip of width $W$ by minimizing the total height of the strip. Translated to our scheduling problem, the width of the strip corresponds to the device width and the vertical dimension corresponds to time. The offline strip packing problem is NP-hard \cite{9} and many approximation algorithms have been developed for it. There are also some online algorithms with known competitive ratios. However, to the best of our knowledge, there is no published online algorithm with a proven competitive ratio for the problem described in this paper which differs in following characteristics: First, our optimization goal is to minimize the number of rejected tasks, based on an acceptance test that is run at task arrival. Second, time proceeds as tasks are arriving. We cannot schedule tasks beyond the current timeline, i.e., into the past. Finally, tasks must not be rotated or otherwise modified.

The simplest online method is to check whether a newly arrived task finds an immediate placement. If there is none, the task is rejected. This crude technique needs to know only about the current allocation situation but will show a low performance. We include this method as a reference point in our experimentation. Sophisticated online methods increase the acceptance ratio by planning, i.e., looking into the future. We may delay starting a task for its laxity (until $s_{i-\text{latest}} = d_i - e_i$) and still meet its deadline. The time interval $[a_i, s_{i-\text{latest}}]$ is the planning period for a task. In the following sections we discuss two online methods, the horizon technique and stuffing technique. These planning methods are runtime efficient as they do not reschedule previously guaranteed tasks.

3.2 The Horizon Technique

The horizon technique implements scheduling and placement by maintaining two lists, the scheduling horizon and the reservation list. The scheduling horizon is a set of intervals that fully partition the spatial resource dimension. Each horizon interval is written as $[x_1, x_2]@t_r$, where $[x_1, x_2]$ denotes the interval in $x$-dimension and $t_r$ gives the last release time for the corresponding reconfigurable resources. The set of intervals is sorted according to increasing release times.

Figure 2 shows an example for a device of width $W = 10$. At time $t = 2$, two tasks ($T_1, T_2$) are running on the device and further four tasks ($T_3, T_4, T_5, T_6$) are scheduled. The resulting scheduling horizon is given by the four intervals shown in Figure 3a) and indicated as dotted lines in Figure 2.

When a new task arrives, the scheduler walks through the list of intervals and checks whether the task can be appended to the horizon. When a horizon interval $[x_1, x_2]@t_r$ is hit that is large enough to accommodate the task, the task is scheduled to placement $x_1$ and starting time $t_r$ and the planning process stops. Otherwise, the scheduler tries to merge the interval with already released and adjacent horizon intervals to form a larger interval. If this larger interval does not fit either, the next interval in the horizon is considered. Should several
Fig. 2. 1D allocation with scheduling horizon (dotted lines) before accepting $T_7$ and placements for $T_7$ in the horizon ($T_7^h$) and stuffing methods ($T_7^s$)

Fig. 3. Horizon method: scheduling horizon and reservation list

intervals fit at some point, the scheduler applies the best-fit rule to select the interval with the smallest width.

In the example of Figure 2, a new task $T_7$ arrives with $(a_7, w_7, e_7, d_7) = (2, 3, 2, 20)$ which gives a planning period of $[a_7, (d_7 - e_7) = [2, 18]$. The first horizon interval to be checked is $[7, 7] @ 3$, which is too small to fit $T_7$. The scheduler proceeds to $[6, 6] @ 8$, which is too small again. Then, these two intervals are temporarily merged to $[6, 7] @ 8$ which is still insufficient. The next interval is $[1, 5] @ 18$ which allows to schedule $T_7$ to $(x_7, s_7) = (1, 18)$.

The reservation list stores all scheduled but not yet executing tasks. The list entries are denoted as $T_i(x_i, s_i)$ and hold the placement and starting time. The reservation list is sorted in order of increasing starting times. The horizon technique ensures that new tasks are only inserted into the reservation list when they do not overlap in time or space with other tasks in the list. The scheduler is activated whenever a new task arrives, a running task terminates, or a scheduled task is to be started. On each event, the horizon is updated. For the example of Figure 2, the reservation list at time $t = 2$ is displayed in Figure 3a). Figure 3b) shows the updated horizon and reservation lists after scheduling and accepting $T_7$ at time $t = 2$.

The central point of the horizon scheduler is that tasks can only be appended to the horizon. Particularly, it is not possible to schedule tasks before the hori-
zon, as the procedure maintains no knowledge about the time-varying allocation between the current time and the horizon. The advantage of this technique is that maintaining the horizon is simple compared to maintaining the complete future.

3.3 The Stuffing Technique

The stuffing technique schedules tasks into arbitrary free rectangles that will exist in the future. The implementation uses again two lists, the free space list and the reservation list. The free space list is a set of intervals \([x_1, x_2]\) that denote currently unused resource rectangles with height \(H\). The free spaces are ordered according to their \(x\)-coordinates.

On arrival of \(T_i\), we assume \(n\) tasks are executing on the device and \(m\) tasks are waiting in the reservation list. Two types of events occur during the planning period of \(T_i\). First, \(n', n' \leq n\) tasks terminate which generates new free areas. Second, \(m', m' \leq m\) previously guaranteed tasks are started which reduces the free area. When a new task \(T_i\) arrives, the scheduler starts walking through the task's planning period, simulating all future allocations of the device by mimicking task terminations and placements together with the underlying free space management. On arrival of \(T_i\) and the termination of the \(n'\) placed tasks, the placer is called to find a feasible interval. If one is found, the scheduler accepts and adds a new reservation for \(T_i\), and planning stops. If no sufficient interval is found, the scheduler proceeds until \(s_{i,latest}\). During the planning process, the scheduler merges adjacent free spaces. Should several intervals fit, the best-fit rule is applied.

For \(T_7\) in the example of Figure 2 planning proceeds until time \(t = 8\), where the free space list contains the interval \([4, 7]\) which fits \(T_7\). The stuffing technique leads to improved performance over the horizon method. The drawback is the increased complexity as we need to simulate future task terminations and planned starts to identify free space. Both schedulers use two lists. They differ, however, in the planning process for an arriving task. While the horizon method updates the horizon list only once per task arrival, the stuffing method updates the free space list for \(n' + m'\) times.

3.4 Extension to the 2D Area Model

The concepts and methods discussed so far extend naturally to the 2D area model. A 2D placement is given by the coordinates of the task’s bottom-left cell, \((x_i, y_i)\), with \(x_i + w_i \leq W\) and \(y_i + h_i \leq H\), and the resulting scheduling problem relates to 3D strip packing problems [6]. The main difference compared to the 1D model lies in the placer. Instead of keeping lists of intervals, we need to manage lists of rectangles. The 2D scheduling horizon is a set of rectangles that fully partition the device rectangle, together with the last release time for each rectangle. The 2D stuffing method maintains the free space as a list of free rectangles. The placers we use to implement the 2D horizon and stuffing
methods are based on the approach presented by Bazargan et al. [5] and have been described in [10].

3.5 Runtime Efficiency

The runtime efficiency of the schedulers depends largely on the underlying placer implementation. Both our 1D free space list and the 2D Bazargan placer [5] keep \( O(n) \) free areas for \( n \) currently placed tasks. Thus, the asymptotic worst-case runtime complexity is the same for 1D and 2D area models. The reference scheduler that considers only immediate placements has a complexity of \( O(n) \). It can be shown that the horizon scheduler’s complexity is given by \( O(n + m) \), where \( m \) denotes the number of guaranteed but not yet scheduled tasks. The complexity of the stuffing method amounts to \( O(n^2m) \).

4 Evaluation

4.1 Simulation Setup

To evaluate the online schedulers, we have devised a discrete-time simulation framework. Tasks are randomly generated. We have simulated a wide range of parameter settings. The results presented in this section are typical and are based on following settings: The simulated device consists of \( 96 \times 64 \) reconfigurable units (Xilinx XCV1000). The task areas are uniformly distributed in \([50, 500]\) reconfigurable units; task execution times are uniformly distributed in \([5, 100]\) time units. The aspect ratios are distributed between \([5, 0.2]\). We have defined three task classes \( A, B, C \), with laxities uniformly distributed in \([1, 50]\), \([50, 100]\), and \([100, 200]\) time units, respectively. Runtime measurements have been conducted on a Pentium-III 1000MHz, taking advantage of Visual C++’s profiling facilities. All the simulations presented below use 95 % confidence level with an error range of ±3 percent.

4.2 Results

Scheduling to the 1D Area Model: Figure 4a) compares the performance of the reference scheduler with the horizon and stuffing techniques. The aspect ratios are distributed such that 50 % of the tasks are taller than wide (standing tasks) and 50% are wider than tall (lying tasks). The reference scheduler does not plan into the future. Hence, its performance is independent of the laxity class. As expected, the stuffing method performs better than the horizon method which in turn is superior to the reference scheduler. The differences between the methods grow with increasing laxity because longer planning periods provide more opportunity for scheduling. For laxity class C, the horizon scheduler outperforms the reference by 14.46 %; the stuffing scheduler outperforms the reference by 23.56 %.
Figure 4b) shows the number of rejected tasks as function of the aspect ratio, using laxity class B. For the 1D area model standing tasks are clearly preferable. The generation of such tasks can be facilitated by providing placement and routing constraints. In Figure 4b), a percentage of tasks with aspect ratio > 1 of 100 % denotes an all standing task set. The results demonstrate that all schedulers benefit from standing tasks. The differences again grow with the aspect ratio. For 100 % standing tasks, the horizon method results in a performance improvement over the reference of 32%, the stuffing method even in 58.84 %.

Comparison of 1D and 2D Area Models: Figure 5a) compares the performance between the 1D and 2D area models for the stuffing technique. The aspect ratios are distributed such that 50 % of the tasks are standing. The results clearly show the superiority of the 2D area model. For laxity class A, the performance
improvement in going from 1D to 2D is 75.57%; for laxity class C it is 98.35%. An interesting result (not shown in the figures) is that the performance for the 2D model depends only weakly on the aspect ratio distribution. Due to the 2D resource management, both mixed and standing task sets are handled well.

Runtime Efficiency: Figure 5b) presents the average runtime required to schedule one task for the 2D stuffing method, the most complex of all implemented techniques. The runtime increases with the length of the planning period. However, with 1.8 ms at most the absolute values are small. Assuming a time unit to be 10 ms, which gives us tasks running from 50 ms to 1 s, the runtime overheads for the online scheduler and for reconfiguration (in the order of a few ms) are negligible. This justifies our simulation setup which neglects these overheads.

5 Toward a Reconfigurable OS Prototype

Figure 6(a) shows the 1D area model we use in our current reconfigurable OS prototype. The reconfigurable surface splits into an OS area and a user area which is partitioned into a number of fixed-size task slots. Tasks connect to predefined interfaces and communicate via FIFO buffers in the OS area. The hardware implementation is done using Xilinx Modular Design [11]. The prototype runs an embedded networking application and has been described elsewhere in more detail [2]. The application is packet-based audio streaming of encoded audio data (12kHz, 16bit, mono) with an optional AES decoding. A receiver task checks incoming Ethernet packets and extracts the payload to FIFOs. Then, AES decryption and audio decoding tasks are started to decrypt, decode and stream the audio samples. The task deadlines depend on the minimal packet inter-arrival time and the FIFO lengths. Our prototype implements rather small FIFOs and guarantees to handle packets with a minimal inter-arrival time of 20 ms.

Our prototype proves the feasibility of multitasking on partially reconfigurable devices and its applicability to real-time embedded systems. However,
the 1D block-partitioned area model differs from the model used in this paper which requires task placements to arbitrary horizontal positions as shown in Figure 6(b). While task relocation is solved, prototyping a communication infrastructure for variably-positioned tasks, as proposed by [3], remains to be done.

6 Conclusion and Further Work

We discussed the problem of online scheduling hard real-time tasks to partially reconfigurable devices and developed two online scheduling heuristics for 1D and 2D area models. Simulations show that the heuristics are effective in reducing the number of rejected tasks. While the 1D schedulers depend on the tasks’ aspect ratios, the 2D schedulers do not. In all cases, the 2D model dramatically outperforms the 1D model. Finally, the scheduler runtimes are so small that the more complex stuffing technique will be the method of choice for most application scenarios.
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Abstract. Dynamically Reconfigurable Hardware (DRHW) can take advantage of its reconfiguration capability to adapt at run-time its performance and its energy consumption. However, due to the lack of programming support for dynamic task placement on these platforms, little previous work has been presented studying these run-time performance/power trade-offs. To cope with the task placement problem we have adopted an interconnection-network-based DRHW model with specific support for reallocating tasks at run-time. On top of it, we have applied an emerging task concurrency management (TCM) methodology previously applied to multiprocessor platforms. We have identified that the reconfiguration overhead can drastically affect both the system performance and energy consumption. Hence, we have developed two new modules for the TCM run-time scheduler that minimize these effects. The first module reuses previously loaded configurations, whereas the second minimizes the impact of the reconfiguration latency by applying a configuration prefetching technique. With these techniques reconfiguration overhead is reduced by a factor of 4.

1 Introduction and Related Work

Dynamically Reconfigurable Hardware (DRHW), that allows partial reconfiguration at run-time, represents a powerful and flexible way to deal with the dynamism of current multimedia applications. However, compared with application specific integrated circuits (ASICs), DRHW systems are less power efficient. Since power consumption is one of the most important design concerns, this problem must be addressed at every possible level; thus, we propose to use a task concurrency management (TCM) approach, specially designed to deal with current dynamic multimedia applications, which attempts to reduce the energy consumption at task-level.

Other research groups have addressed the power consumption of DRHW, proposing a technique to allocate configurations [1], optimizing the data allocation both for improving the execution time and the energy consumption [2], presenting an energy-
conscious architectural exploration [3], introducing a methodology to decrease the voltage requirements [4], or carrying out a static scheduling [5]. However, all these approaches are applied at design-time, so they cannot tackle efficiently dynamic applications, whereas our approach selects at run-time among different power/performance trade-offs. Hence, we can achieve larger energy savings since our approach prevents the use of static mappings based on worst-case conditions.

The rest of the paper is organized as follows: sections 2 and 3 provide a brief overview of the ICN-based DRHW model and the TCM methodology. Sect. 4 discusses the problem of the reconfiguration overhead. Sect. 5 presents the two modules developed to tackle this problem. Sect. 6 introduces some energy considerations. Sect. 7 analyses the experimental results and Sect. 8 presents the conclusions.

2 ICN-Based DRHW Model

The Interconnection-Network (ICN) DRHW model [6] partitions an FPGA platform into an array of identical tiles. The tiles are interconnected using a packet-switched ICN implemented using the FPGA fabric. At run-time, tasks are assigned to these tiles using partial dynamic reconfiguration. Communication between the tasks is achieved by sending messages over the ICN using a fixed network interface implemented inside each tile. As explained in [6], this approach avoids the huge Place & Route overhead that would be incurred when directly interconnecting tasks. In the latter case, when a new task with a different interface is mapped on a tile, the whole FPGA needs to be rerouted in order to interconnect the interface of the new task to the other tasks. Also the communication interfaces contain some Operating System (OS) support like storage space and routing tables, which allow run-time migration of tasks from one tile to another tile or even from an FPGA tile to an embedded processor.

Applying the ICN model to a DRHW platform greatly simplifies the dynamic task allocation problem, providing a software-like approach, where tasks can be assigned to HW resources in the same way that threads are assigned to processors. Thus, this model enables the use of the emerging Matador TCM methodology [7].

3 Matador Task Concurrency Management Methodology

The matador TCM methodology [7, 9] proposes a task scheduling technique for heterogeneous multiprocessor embedded systems. The different steps of the methodology are presented in figure 1. It starts from an application specification, composed of several tasks, called Thread Frames (TF). These TFs are dynamically created and deleted and can even be non-deterministically triggered. Nevertheless, inside each TF only deterministic and limited dynamic behavior is allowed.

The whole application is represented using the grey-box model, which combines Control–Data Flow Graphs (CDFG) with another model (called MTG*) specifically designed to tackle dynamic non-deterministic behavior. CDFGs are used to model the
TFs, whereas MTG* models the inter-TF behavior. Each node of the CDFG is called a Thread Node (TN). TNs are the atomic scheduling units.

TCM accomplishes the scheduling in two phases. The first phase generates at design-time a set of near-optimal scheduling solutions for each TF called a Pareto curve. Each solution represents a schedule and an assignment of the TNs over the available processing elements with a different performance/energy tradeoff. Whereas this first step accomplishes separately the design-space exploration of each TF, the second phase tackles their run-time behavior, selecting at run-time the most suitable Pareto point for each TF. The goal of the methodology is to minimize the energy consumption while meeting the timing constraints of the applications (typically, highly-dynamic multimedia applications). TCM has been successfully applied to schedule several current multimedia applications on multiprocessor systems [8, 9].

![Matador Task Concurrency Management Methodology](image)

**Fig. 1.** Matador Task Concurrency Management Methodology

### 4 Dynamic Reconfiguration Overhead

Fig. 2 represents the Pareto curve obtained using the existing TCM design scheduler for a system with a SA-1110 processor coupled with a Virtex2 v6000 FPGA. The TF corresponds to a motion JPEG application. In the figure optimal, and non-optimal schedules are depicted, but only the optimal ones are included in the Pareto curve. This curve is one of the inputs for the run-time scheduler. Thus, the scheduler can select at run-time between different energy/performance trade-offs. For instance, if there is not a tight timing constraint, it will select the least energy consuming solution, whereas, if the timing constraint changes (for instance if a new task starts), the run-time scheduler will look for a faster solution which meets the new constraint (with the consequent energy penalty).
In this example, assuming that 80% of the time the most energy-efficient solution can be selected TCM can achieve a 47% energy saving (on average 11*0.2+5*0.8= 5.78 J/iteration) than a static worst-case approach while providing the same peak performance (the worst-case consumes 11 J/iteration). Hence, the TCM approach can drastically reduce the overall energy consumption while still meeting hard real-time constraints. However, current TCM scheduling tools neglect the task context-switching overhead, since for many existing processors it is very low. However, the overhead due to the load of a configuration on a FPGA is much greater than the aforementioned context-switching overhead, e.g. reconfiguring a tile of our ICN-based FPGA consumes 4 ms (assuming that a tile occupies one tenth of a XC2V6000 FPGA and the configuration frequency is 50 MHz). The impact of this overhead on the system performance greatly depends on the granularity of the TNs. However, for current multimedia applications, TN average execution time is likely to be in the order of magnitude of milliseconds (a motion JPEG application must decode a frames in 40 ms). If this is the case, the reconfiguration overhead can drastically affect both the performance and the energy consumption of the system, moving the Pareto curve to a more energy and time consuming area. Moreover, in many cases, the shape of the Pareto curve changes when this overhead is added. Therefore, if it is not included the TCM schedulers cannot take the optimal decisions. To address this problem, we have added two new modules to the TCM schedulers, namely: configuration reuse, and configuration prefetch. These modules are not only used to accurately estimate the reconfiguration overhead, but also to minimize it. Configuration reuse attempts to reuse previously loaded configurations. Thus, if a TF is being executed periodically, at the beginning of each iteration the scheduler checks if the TNs loaded in the previous iteration are still there, if so, they are reused preventing unnecessary reconfigurations. Configuration prefetch [10] attempts to overlap the configurations of a TN with the computation of other TNs in order to hide the configuration latency. A very simple example is presented in figure 3, where 4 TNs must be loaded and executed on an FPGA with 3 tiles. Since current FPGAs do not support multiple simultaneous reconfigurations, configurations must be load sequentially. Without prefetching, the best on-demand schedule result is depicted in 3(a) because TN3 cannot be loaded before the loading of TN2 is finished and TN4 must wait until the execution of both TN2 and TN3 is finished. However, applying prefetch (3b), the loads of TN2 and TN4 overlap with the execution of TN1 and TN3. Hence, only the loads of TN1 and TN3 penalize the system execution time.
Run-Time Minimization of Reconfiguration Overhead

Clearly, this powerful technique can lead to significant execution time savings. Unfortunately, deciding the best order to load the configurations is a NP-complete problem. Moreover, in order to apply this technique in conjunction with the configuration reuse technique, the schedule of the reconfiguration must be established at run-time, since the number of configurations that must be loaded depends on the number of configurations that can be reused and typically this number will differ from one execution to another if the system behavior is non-deterministic. Therefore, we need to introduce these techniques in the TCM run-time scheduler while attempting to keep the resulting overhead to a minimum.

5 Run-Time Configuration Prefetch and Reuse

The run-time scheduler receives as an input a set of Pareto curve and selects a point on them for each TF according to timing and energy considerations. Currently, at run-time we never alter the scheduling order imposed by the design-time scheduler, thus, in order to check if a previous configuration can be reused we just look for the first TN assigned to every FPGA tile in the given schedule (we use the term initial for those TNs). Since all tiles created by the use of the ICN in the FPGA are identical, the actual tile in which a TN is executed is irrelevant. When the run-time scheduler needs to execute a given TF, it will first check whether the initial TNs are still present in any of the FPGA tiles. If so, they are reused (avoiding the costly reconfiguration). Otherwise the TNs are assigned to an available tile. For instance in the example of Fig. 3, the run-time scheduler will initially check if the configurations of TN1, TN2, and TN3 are still loaded in the FPGA, in this case TN1, and TN3 will be reused. The run-time scheduler will not check if it can reuse the configuration of TN4 since it knows that even when this TN could remain loaded in the FPGA it will be overwritten by TN2.

The run-time configuration reuse algorithm is presented in figure 4.a, its complexity is $O(NT*I)$, where $NT$ is the number of tiles and $I$ the number of initial TNs. Typically $I$ and $NT$ are small numbers and the overhead of this module is negligible.

Once the run-time scheduler knows which TN configurations can be reused, it has to decide when the remaining configurations are going to be loaded. The pseudo-code of the heuristic developed for this step is presented in figure 4.b. It starts from a given design-time schedule that does not include the reconfiguration overhead and updates it according to the number of reconfigurations needed. Then, it schedules the reconfigurations by applying prefetching to try to minimize the execution time.
We have developed a simple heuristic based on an enhanced list-scheduling. It starts by scheduling all the nodes that do not need to be configured on the FPGA, i.e. those assigned to SW or those assigned to the FPGA whose configuration can be reused. After scheduling a TN, the heuristic attempts to schedule its successors. If they do not need to be loaded on to the FPGA the process continues, otherwise, a reconfiguration request is stored in a list. When it is impossible to continue scheduling TNs, one of the requests is selected according to the following criteria:

- If, at a given time $t$, there is just one configuration ready for loading this configuration is selected. A configuration is ready for loading if the previous TN assigned to the same FPGA tile has already finished its execution.
- Otherwise, when several configurations are ready, the configuration with the highest weight is selected.

The weight of a configuration is assigned at design-time and represents the maximum time-distance from a TN to the end of the TF. This weight is computed carrying out an ALAP scheduling in the TF. Those configurations corresponding to nodes in the critical path of the TF will be heavier than the other ones. The complexity of this module is $O(N*C)$ where $N$ is the number of TNs and $C$ the number of configurations to load.

Since these two techniques must be applied at run-time, we are very concerned about their execution time. This time depends on the number of TN, FPGA tiles and configurations that must be loaded. The configuration-prefetch module is much more time-demanding that the configuration-reuse module. However we believe that the overhead is acceptable for a run-time scheduler. For instance a TF with 20 nodes, 4 FPGA tiles and 13 configurations to be loaded is scheduled in less than 2.5 $\mu$s using a Pentium-II running at 350MHz. This number has been obtained starting from a C++ initial code, and disabling all the compiler optimizations. We expect that this time will be significantly reduced when starting from C code and applying optimization compiler techniques. But even if is not reduced, it will be compensated by the prefetching time-savings if the heuristic hides the latency of one reconfiguration at least once every 1600 executions (assuming that the reconfiguration overhead is 4ms). In our experiments the heuristic has exhibited much better results than this minimum requirement. Although we believe that the overhead due to the prefetch module is acceptable, it is not always worthwhile to execute it. For instance, when all the configurations of a design are already loaded in the FPGA there will be no gains applying

**Fig. 4.** a) Configuration reuse pseudo-code. b) Configuration prefetch pseudo-code

| a) for (i=0; i < Number of initial TNs; i++){
| while (not found) and (j < Number of FPGA tiles){
|     found = look_for_reuse(i, j);
|     if (found) {assign the TN i to actual tile j; j++;}}
| Assign the remaining TNs to actual tiles;
|   |
| b) If there are TN configurations to load{
|     schedule the TNs that do not need to be loaded
|   for (i=0; i < Number of configurations to load; i++){
|     select & schedule a configuration;
|     schedule its successors that do not need to be loaded on to the FPGA;}}
prefetch. Thus, in this case the module will not be executed, preventing unnecessary computation. There is another common case where this run-time computation can be substituted by design-time computation; this is when all the configurations must be loaded. This case happens at least once (when the TF is loaded for the first time), and it can be very frequent if there is a great amount of TNs competing for the resources. Hence, we can save some run-time computation analyzing this case at design-time. However, this last optimization duplicates the storage space needed for a Pareto point, since now for each point in the Pareto curve two schedules are stored. Hence, if the system has a very limited storage space, this optimization should be disabled. The run-time scheduling will follow the steps depicted in figure 5.

![Pseudo-code](image)

**Fig. 5.** Run-time evaluation process pseudo-code. Schedules 1 and 2 are computed at design time. Both of them share the same allocation of the TNs on the system processing elements, but they have different execution time and energy consumption since schedule 1 assumes that all the TNs assigned to the FPGA have been previously loaded, whereas schedule 2 includes the reconfiguration overhead of these TNs.

### 6 Energy Considerations

TCM is an energy-aware scheduling technique. Thus, these two new modules should not only reduce the execution time but also the energy consumption. Clearly, the configuration reuse technique can generate energy savings, since loading a configuration to an FPGA involves both an execution time and an energy overhead. According to [5], when a FPGA is frequently reconfigured, up to 50% of the FPGA energy consumption is due to the reconfiguration circuitry. Hence, reducing the number of reconfigurations is a powerful way to achieve energy savings.

Configuration prefetch can also indirectly lead to energy savings. If we assume that loading a configuration on to a tile has a constant overhead Ec, and a given schedule involves 4 reconfigurations, the energy overhead due to the reconfigurations will be 4*Ec independently of the order of the loads. However, configuration prefetch reduces the execution time of the TFs and the run-time scheduler can take advantage of this extra time to select a slower and less energy consuming Pareto point. Fig. 6 illustrates this idea with one TF.
Fig. 6. Configuration prefetch technique for energy savings. Before applying prefetching, s2 was the solution that consumes less energy meeting the timing constraint. After applying prefetching the time saved can be used to select a more energy efficient solution (s3).

Fig. 7. Set of TFs generated using the Task Graph For Free (TGFF) system [11]. Inside each node its name (a letter from A to G), and the number of TNs assigned to HW are depicted. When there are different execution paths, each one is tagged with the probability of being selected. We assume that this set of TF is executed periodically.

7 Results and Analysis

The efficiency of the reuse module depends on the number of FPGA tiles, the TNs assigned to these tiles and on the run time events. Figure 8 presents the average reuse percentage for the set of TFs depicted in figure 7 for different number of FPGA tiles. This example contains 15 TNs assigned to HW, although not all of them are executed every iteration. The reuse percentage is significant even with just 5 FPGA tiles (29%). Most of the reuse is due to the TFs A and G, since they are executed every iteration. For instance, when there are 8 tiles, 48% of the configurations are reused and 30% are due to TF A and TF G (5 TNs). When there are 17 tiles, only the 71% of configurations are reused, this is not an optimal result since as long as there are more tiles than TNs it should be possible to reuse 100% of the configurations. However, we are just applying a local reuse algorithm to each TF instead of applying a global one to the whole set of TFs. We have adopted a local policy because it creates almost no runtime overhead, and can be easily applied to systems with non-deterministic behavior. However, we are currently analyzing how a more complex approach could lead to higher percentages of reuse with an affordable overhead.
We have performed two experiments to analyze the prefetch module performance. Firstly, we have studied how good the schedules computed by our heuristic are. To this end we have generated 100 pseudo-random TFs using the TGFF system, and we have scheduled the configuration loads both with our heuristic, and with a branch&bound (b&b) algorithm that accomplishes a full design space exploration. This experiment shows that the b&b scheduler finds better solutions (on average 10% better) than our heuristic. However, for TFs with 20 TNs, it needs 800 times more computational time to find these solutions. Hence, our heuristic generates almost optimal schedules, in an affordable time.

The second experiment presents the time-savings achieved due to the prefetch module for three multimedia applications (table 1). It assumes that the whole application is executed on an ICN-like FPGA, with 4 tiles that can be reconfigured in 4 ms, which is currently the fastest possible speed. However, even with this fast reconfiguration assumption, it is remarkable how the reconfiguration overhead affects the system performance, increasing up to the 35% the overall execution time. This overhead is drastically reduced (in average a factor of 4) when the prefetch module is applied.

8 Conclusions

The ICN-based DRHW model provides the dynamic task reallocation support needed to apply a TCM approach to heterogeneous systems with DRHW resources. With this model both the DRHW and the SW resources can be handled in the same way, simplifying the tasks of the TCM schedulers. We have identified that the DRHW reconfiguration overhead significantly decreases the system performance and increases the energy consumption. Hence, we have developed two new modules for the TCM run-time scheduler (namely configuration reuse and configuration prefetch) that can reduce this problem while improving at run-time the accuracy of the execution time and energy consumption estimations.

Configuration reuse attempts to reuse previously loaded configurations, leading to energy and execution time savings. Its efficiency depends on the number of FPGA tiles, and TNs assigned to these tiles. However, the module exhibits significant reuse percentage even with 15 TNs competing for 5 FPGA tiles. Configuration prefetch schedules the reconfigurations to minimize the overall execution time. The results show that it reduces the execution time reconfiguration overhead by a factor of 4.
Table 1. Reconfiguration overhead with and without applying the prefetch module for three actual multimedia applications. TNs is the number of TNs in the application, Init T is the execution time of the application assuming that no reconfigurations are required. Prefetch and Overhead are the percentage of the execution time increased due to the reconfiguration overhead, when all the configurations are loaded in the FPGA, with and without the prefetch module. The first two applications are different implementations of a JPEG decoder, the third application computes the Hough transform of a given image in order to look for certain patterns

<table>
<thead>
<tr>
<th>Application</th>
<th>TNs</th>
<th>Init T</th>
<th>Overhead</th>
<th>Prefetch</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPEG decoder</td>
<td>4</td>
<td>81ms</td>
<td>+25%</td>
<td>+5%</td>
</tr>
<tr>
<td>Enhanced JPEG decoder</td>
<td>8</td>
<td>57ms</td>
<td>+35%</td>
<td>+7%</td>
</tr>
<tr>
<td>Pattern Recognition</td>
<td>6</td>
<td>94ms</td>
<td>+17%</td>
<td>+4%</td>
</tr>
</tbody>
</table>
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Abstract. In complex reconfigurable SoCs, the dynamism of applications requires an efficient management of the platform. To allow run-time allocation of resources, operating systems and reconfigurable SoC platforms should be developed together. The operating system requires hardware support from the platform to abstract the reconfigurable resources and to provide an efficient communication layer. This paper presents our work on interconnection networks which are used as hardware support for the operating system. We show how multiple networks interface to the reconfigurable resources, allow dynamic task relocation and extend OS-control to the platform. An FPGA implementation of these networks supports the concepts we describe.

1 Introduction

Adding reconfigurable hardware resources to an Instruction Set Processor (ISP) provides an interesting trade-off between flexibility and performance in mobile terminals. Because these terminals are dynamic and run multiple applications, design-time task allocation is clearly not an option. Additional dynamism may arise from changing bandwidth availability in networked applications and from intra-application computation variation as in MPEG-4. Tasks must therefore be mapped at run-time on the resources. We need an operating system to handle the tasks and their communications in an efficient and fair way at run-time.

In addition to supporting all the functionality of traditional OSes for ISPs, an Operating System for Reconfigurable Systems (OS4RS) has to be extended to manage the available reconfigurable hardware resources. Hardware support for an OS targeting reconfigurable SoCs is required for two reasons. On the one hand, we have to avoid inefficiencies inherent to software management of critical parts of the system, such as inter-task communication. On the other hand, the ISP needs physical extensions to access, in an unified way, the new functions of all components of a reconfigurable SoC. Interconnection networks are the solution we advocate as hardware support for the operating system.

* Part of this research has been funded by the European Commission through the IST-AMDREL project (IST-2001-34379) and by Xilinx Labs, Xilinx Inc. R&D group.
In this paper we use a system composed of an ISP running the software part of the OS4RS, connected to an FPGA containing a set of blocks, called tiles, that can be individually reconfigured to run a hardware task, also called an IP-block. The concepts developed herein are not restricted to FPGAs and are meant to be extended to other reconfigurable SoC architectures as well.

The remainder of this paper is organized as follows. Section 2 introduces related work. Section 3 lists the requirements of operating systems for reconfigurable SoCs and introduces a novel Network on Chip (NoC) architecture able to fulfill these requirements. Section 4 describes our implementation of this NoC architecture to give efficient OS4RS hardware support. Section 5 discusses our implementation results. Finally, conclusions are drawn in Section 6.

2 Related Work

Dally advises in [7] the usage of NoCs [10] in SoCs as a replacement for top-level wiring because they outperform it in terms of structure, performance and modularity. Because we target reconfigurable SoCs we have an extra-reason to use NoCs: they allow dynamic multitasking [2] and provide HW support to an OS4RS.

Simmler addresses in [6] “multitasking” on FPGAs. However, in his system only one task is running on the FPGA at a time. To support “multitasking” he sees the need for task preemption, which is done by readback of the configuration bitstream. The state of the task is extracted by performing the difference of the read bitstream with the original one, which has the disadvantages of being architecture dependent and adding run-time overhead. We address the need for high-level task state extraction and real dynamic heterogeneous multitasking.

In [5], Rijpkema discusses the integration of best-effort and guaranteed-throughput services in a combined router. Such a combined system could be an interesting alternative to our physically separated data and control networks (Sect. 3.3).

The following two papers are tightly related to the work presented here. In [1], Nollet explains the design of the SW part of an OS4RS by extending a Real-Time OS with functions to manage the reconfigurable SoC platform we present in this paper. He introduces a two-level task scheduling in reconfigurable SoCs. The top-level scheduler dispatches tasks to schedulers local to their respective processors (HW tiles or ISP). Local schedulers order in time the tasks assigned to them. Task relocation (Sect. 3.1) is controlled in SW by the top-level scheduler.

Finally, Mignolet presents in [3] the design environment that allows development of applications featuring tasks relocatable on heterogeneous processors. A common HW/SW behavior, required for heterogeneous relocation is obtained by using a unified HW/SW design language such as OCAPI-XL [8]. OCAPI-XL allows automatic generation of HW and SW versions of a task with an equivalent internal state representation. Introduction of switch points is thus possible and allows a high level abstraction of task state information.
3 Multiple NoCs Are Required for OS4RS HW Support

This section first lists the requirements of an OS4RS in terms of hardware support. It then recalls how a single NoC enabled us to partially support an OS4RS and demonstrate dynamic multitasking on FPGAs in [2]. A proposal for complete OS4RS HW support is discussed in the last sub-section.

3.1 OS4RS Requirements in Terms of HW Support

In a heterogeneous reconfigurable platform, traditional tasks of operating systems are getting more complex. The following paragraph enumerates typical functions of the OS and explains why hardware support is required when adding reconfigurable hardware computing elements to an ISP.

**Task creation/deletion:** This is clearly the role of an operating system. In addition to the traditional steps for task setup in an operating system, we need to partially configure the hardware and to put it in an initial state. OS access to the reconfiguration mechanism of the hardware is therefore required.

**Dynamic heterogeneous task relocation:** Heterogeneous task relocation is a problem that appears when dealing with the flexible heterogeneous systems, that we target (ISP + reconfigurable hardware). The problem is allowing the operating system to seamlessly migrate a task from hardware to software (or vice-versa) at run-time\(^1\) [1]. This involves the transfer of internal state of the task (contents of internal registers and memories) from HW to SW (or vice-versa).

**Inter-task communication:** Inter-task communication is traditionally supported by the operating system. A straightforward solution would be to pass all communications (HW to HW as well as HW to SW) through the OS running on the ISP. On a heterogeneous system, this solution clearly lacks efficiency, since the ISP would spend most of its time copying data from one location to another. Hardware support for intra-task data transfers, under control of the OS, is a better solution [2].

**Debug ability:** Debugging is an important issue when working with hardware/software systems. In addition to normal SW debug, the operating system should provide support to debug hardware tasks. This support, in terms of clock stepping, exception generation and exception handling is local to the HW tile and cannot be implemented inside the ISP running the OS. Specific hardware support is thus required.

**Observability:** To keep track of the behavior of the hardware tasks, in terms of usage of communication resources and of security, the operating system requires access to various parts of the SoC. It is inefficient for the central ISP to monitor the usage of communication resources and check whether the IPs are not creating security problems by inappropriate usage of the

---

\(^1\) HW to HW relocation may also be required to optimize platform resource allocation and keep communications local within an application.
platform. A hardware block that performs this tracking and provides the OS with communication statistics and signals security exceptions is therefore essential.

3.2 Single NoC Allows Dynamic Multitasking on FPGAs, but Has Limitations

In [2] we demonstrated that using a single NoC enables dynamic multitasking on FPGAs. Separating communication from computation enables task creation/deletion by partial reconfiguration. The NoC solves inter-task communication by implementing a HW message-passing layer. It also partially solves the task relocation issue by allowing dynamic task migration thanks to run-time modification of the Destination Look-up Tables (Sect. 4.1) located in the network interface component (NIC)\(^2\). These concepts have been implemented in the T-ReCS Gecko demonstrator [3, 9].

As explained in [1] dynamic task relocation requires preemption of the task and the transfer of its state information (contents of its internal registers and memories) to the OS. This state information is then used to initialize the relocated task on a different computation resource (another HW tile or a software thread on the ISP [3]) to smoothly continue the application.

Experimentation on our first setup showed some limitations in the dynamic task migration mechanism. During the task-state transfer, the OS has to ensure that pending messages, stored in the network and its interfaces, are redirected in-order to the computation resource the task has been relocated to.

This process requires synchronization of communication and is not guaranteed to work on our first platform [2]. Indeed, OS Operation And Management (OAM) communication and application data communication are logically distinguished on the NoC by using different tags in the message header. Because application-data can congest the packet-switched NoC, there is no guarantee that OS OAM messages, such as those ensuring the communication synchronization during task relocation, arrive timely.

To support general dynamic task relocation, we have to enhance our system described in [2] to allow the OS to synchronize communications within an application. An interesting approach is to physically separate OS communication from application communications by means of separate NoCs and is discussed in the following section. Additional extensions are required to provide full HW support to the OS4RS as defined in Section 3.1. We need mechanisms to retrieve/restore state information from a task, to control communication load, handle exceptions and provide security and debug support. These extensions are discussed in Sections 4.1 and 4.2.

\(^2\) This acronym overloads Network Interface Card because our NIC serves the similar role of abstracting a high-level processor from the low level communication of the network.
3.3 Reconfigurable Hardware Multitasking Requires Three Types of Communication

On the reconfigurable platform we presented in [2], the FPGA executes a task per reconfigurable tile and is under the control of an operating system running on the ISP. The OS can create tasks both in hardware and software [1, 3]. For such a system, as Section 3.2 explains, there are two distinct types of communication: OS OAM data and application data. Furthermore, reconfigurable systems have a third logical communication channel to transmit the configuration bitstreams to the hardware tasks.

Each tile in our reconfigurable SoC has therefore three types of communication: reconfiguration data, OS OAM data and application data. Because application data requires high bandwidth whereas OS OAM data needs low latency, we have decided to first implement each communication type on a separate network to efficiently interface the tiles to the OS running on the ISP: a reconfiguration network, a data network and a control network (Fig. 1). The services implemented on these three networks compose the HW support for the OS4RS. In addition to efficiency, a clean logical separation of the three types of communications in three communication paths, ensures independence of application and OS. The OS does not need to care about the contents of the messages carried on the data network and an application designer does not need to take into account OS OAM interactions.

Fig. 1. Three NoCs are required: reconfiguration network, a data network and a control network.

4 Implementation of a Novel NoCs Architecture Providing HW Support to an OS4RS

This section explains how each of the NoCs introduced in section 3.3 plays its role as HW support for an OS4RS and gives the implementation details.

4.1 Application Data Network

By application data, we mean the data transferred from one task to another inside an application. Tasks communicate through message passing. These mes-
sages are sent through the Data Network\(^3\) (DN) if the sender and/or the receiver are in a HW tile. A similar message passing mechanism is used for two software tasks residing in the ISP [2]. For performance reasons, application data circulates on the NoC independently of the OS. Nevertheless, the DN must provide hooks for the OS to enable platform management. These hooks, detailed in the next subsections, are implemented in the NIC of the DN and compose a part of the HW support for OS4RS.

**Fig. 2.** Application Task Graph showing Input-Output port connections.

**Fig. 3.** Destination Look-up Tables for every task in the graph.

*Data NIC supports dynamic task relocation.* Inter-task communication is done on an input/output port basis [2]. Figure 2 shows an example of an application task graph with the input/output port connections between tasks. Each application registers its task graph with the OS upon initialization [1].

For each task in the application, the OS assigns a system-wide unique logic address and places the task on the platform, which determines its physical address (Fig. 3). For every output port of a task the OS defines a triplet (destination input port, destination logic address, destination physical address). For instance, task C (Fig. 2) has two output ports, hence is assigned two triplets, which compose its Destination Look-Up Table (DLT) (Fig. 3). In our system a task may have up to 16 output ports, thus there are 16 entries in a DLT.

The OS can change the DLT at run-time, by sending an OAM message on the Control Network (CN) (Sect. 4.2). Dynamic task relocation in reconfigurable SoCs is enabled by storing a DLT in the data NIC of every tile in the system [2].

*Data NIC monitors communication resources.* The usage of communication resources on the DN is monitored in the data NIC of every tile. Figures such as number of messages coming in and out of a specific tile are gathered in the NIC in real time and made available to the OS. Another important figure available is the average number of messages that have been blocked due to lack of buffer space in the NIC. These figures allow the OS to keep track of the communication usage on the NoC. Based on these figures and on application priorities, the OS4RS can manage communication resources per tile and thus ensure Quality of Service (QoS) on the platform [1].

---

\(^3\) The data network is very similar to the NoC we described in a previous FPL paper [2].
Data NIC implements communication load control. The maximum amount of messages an IP is allowed to send on the network per unit of time can be controlled by the OS. To this end we have added an injection rate controller in the data NIC. As explained in [2], outgoing messages from an IP are first buffered in the NIC and are then injected in the network as soon as it is free (Best Effort service).

The injection rate controller adds an extra constraint on the time period when the messages may be injected in the NoC. It is composed of a counter and a comparator. The OS allows the NIC to inject messages only during a window of the counter time. The smaller the window, the less messages injected into the NoC per unit of time, freeing resources for other communications. This simple system, introduces a guarantee on average bandwidth usage in the NoC and allows the OS to manage QoS on the platform.

Data NIC adds HW support for OS security. Security is a serious matter for future reconfigurable SoCs. Thanks to reconfiguration, unknown tasks may be scheduled on HW resources and will use the DN to communicate. We must therefore perform sanity checks on the messages circulating on the DN and notify the OS when problems occur. Communication related checks are naturally performed in the NIC. We check whether the message length is smaller than the maximum transfer unit, that messages are delivered in order and especially that IPs do not breach security by sending messages on output ports not configured in the DLT by the OS.

4.2 Control Network

The control network is used by the operating system to control the behavior of the complete system (Fig. 1). It allows data monitoring, debugging, control of the IP block, exception handling, etc. OS OAM messages are short, but must be delivered fast. We therefore need a low bandwidth, low latency CN.

CN uses Message-Based Communication. To limit resource usage and minimize latency we decided to implement the CN as a shared bus, where the OS running on the ISP is the only master and all control network NICs of tiles are slaves. The communication on this bus is message-based and can therefore be replaced by any type of NoC.

The control NIC of every tile is memory-mapped in the ISP. One half of this memory is reserved for ISP to control-NIC communication and the other one for NIC to ISP communication. To send a control OAM message to a tile, the OS first writes the payload data, such as the contents of a DLT (Fig. 3) and finishes by writing a command code on the CN, in this case UPDATE_DLT. The control NIC reads the command opcode and processes it. When done, it writes a status opcode in the NIC to NoC memory, to indicate whether the command was successfully processed and posts an interrupt. The OS retrieves this data and clears the interrupt to acknowledge the end of command processing.

---

4 As long as the data NIC buffers are not permanently saturated.
CN Controls the DN Section 4.1 lists the capabilities of the data NIC in terms of control the OS has over the communication circulating on the DN. The OS commands, to enforce load control or synchronize DN communication, are actually sent over the CN to avoid interference with application data. It is in the control NIC, that statistics and security exceptions from the data NIC are processed and communicated to the OS. It is also through the CN that the OS sends destination look-up tables or injection-rate windows to the data NIC.

Fig. 4. Reconfigurable Tiles interface to all three NoCs through data and control NICs.

CN implements HW OS support to control IPs Another very important role of the CN is to allow control and monitoring of the IP running on a reconfigurable tile. To clearly understand the need for OS control here, let us consider the life-cycle of a reconfigurable IP block in our SoC platform.

Before instantiating the IP block in a tile by partial reconfiguration, we must isolate the tile from the communication resources, to ensure the IP does not do anything harmful on the DN before being initialized. To this end, the control NIC implements a reset signal and bit masks to disable IP communication (Fig. 4). After reconfiguration, the IP needs to be clocked. However, its maximum clock speed might be less than to that of our DN. Because we do not want to constrain the speed of our platform to the clock speed of the slowest IP (which can always change as new IP-blocks are modified at run-time), the OS can set a clock multiplexer to feed the IP with an appropriate clock rate.

The IP can now perform its computation task. At some stage it might generate an exception, to signal for instance a division by zero. The control NIC implements a mechanism to signal IP exceptions to the OS (Fig. 4). The OS can also send exceptions to an IP, as it can send signals to processes running on the ISP. One usage of these exceptions is to perform IP debugging.

Later on, the OS might decide to relocate the IP to another HW tile or as a process on the ISP [1–3]. The NIC implements a mechanism to signal task switching to the IP and to transmit its internal state information to the OS. The NIC also implements a mechanism to initiate an IP with a certain internal state, for instance when switching from SW to HW.
4.3 Reconfiguration Network

Our reconfigurable SoC targets a Xilinx VIRTEX-2™ PRO as an implementation platform. IPs are instantiated on tiles by partially reconfiguring the chip. In this case, the reconfiguration network is already present on the platform as the native reconfiguration bus of the VII-Pro. The reconfiguration bus is accessed through the internal reconfiguration access port (ICAP) and is based on the technology presented by Blodget in [4]. The main difference resides in the fact that our platform is driving the ICAP through the OS4RS, running on a PowerPC, instead of a dedicated soft core like the MicroBlaze™.

5 Implementation Results

This section presents results about our enhanced HW support of an OS4RS, in terms of latencies induced by HW OS processing time and in terms of area overhead.

5.1 HW OS Reaction Time

The SW part of our OS4RS [1] is running on an ISP and controls the HW OS extensions located in the data and control NICs, through the control network (Sect. 4). Figure 5 shows the processing in SW and HW, when the OS4RS resets a reconfigurable IP block running on a HW tile. We assume that the control NIC is clocked at 22MHz and that the ISP can access the 16-bit wide control network at 50MHz. The SW part of the OS4RS sends the atomic RST_IP command to the control NIC of the IP in 120ns. A total of 12.8μs is spent in the control NIC to decode, process and acknowledge the commands issued from the SW part of the OS. Only 320ns are spent by the SW OS to send an atomic instruction and request the control NIC to clear the IRQ, acknowledging the command has been processed. The total processing time is under 13.2μs.

In the case of dynamic task relocation from SW to HW (Sect. 4.1), the reconfigurable IP needs to be initialized with the state information extracted from the SW version of the task [3]. Assuming we have 100 16-bits words of

![Fig. 5. OS4RS sends a Reset command to an IP. Most of the processing is performed in the control NIC, making it HW support for the OS4RS. Control NIC is clocked at 22MHz and control network is accessed by the ISP at 50MHz.](image-url)
state information to transfer, the total transaction takes about $440\mu s$ (control NIC transmits a word to the IP in $4.3\mu s$).

In both cases the control NIC abstracts the access to the reconfigurable IP block from the SW part of the OS4RS. Because the NICs offload the ISP from low-level access to the reconfigurable IP blocks, they are considered as the HW part of the OS4RS.

5.2 HW OS Implementation Size

For research purposes, we implement the fixed NoCs together with the reconfigurable IPs on the same FPGA. We report therefore in table 1 the area usage of the NoCs in terms of FPGA logic and consider it as overhead to the reconfigurable IPs they support.

The old single NIC we presented in [2] performed both as control and data interface and is smaller than our new data and control NICs (Tab. 1), but it suffers from the limitations listed in section 3.2. The support of functions required by a full OS4RS such as state transfer, exception handling, HW debugging or communication load control come at the expense of a higher area overhead in the NIC. On our target platform, the Virtex-II Pro 20, this area overhead amounts to 611 slices, or 6.58 percent of the chip per reconfigurable tile instantiated. Nevertheless on a production reconfigurable SoC, the NoCs could be implemented as hard cores, reducing considerably the area overhead on the chip.

<table>
<thead>
<tr>
<th>Element</th>
<th>Virtex-II Slices</th>
<th>XC2V6000(%)</th>
<th>XC2VP20(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control NIC and Router</td>
<td>250</td>
<td>0.74</td>
<td>2.7</td>
</tr>
<tr>
<td>Data NIC</td>
<td>361</td>
<td>1.07</td>
<td>3.89</td>
</tr>
<tr>
<td>Control+Data NIC</td>
<td>611</td>
<td>1.81</td>
<td>6.58</td>
</tr>
<tr>
<td>Old NIC from [2]</td>
<td>260</td>
<td>0.77</td>
<td>2.8</td>
</tr>
</tbody>
</table>

6 Conclusions

This paper presents how NoCs can be used as hardware components of an operating system managing reconfigurable SoCs. To support advanced features, such as dynamic task relocation with state transfer, HW debugging and security, an OS4RS requires specific HW support from the platform. We propose a novel architecture for reconfigurable SoCs composed of three NoCs interfaced to reconfigurable IPs. This approach gives a clean logical separation between the three types of communication: application data, OS control and reconfiguration bitstreams.
NoCs interfaced to reconfigurable IPs provide efficient HW support for an OS4RS. They open the way to future reconfigurable SoC platforms, managed by operating systems that relocate tasks between HW and SW to dynamically optimize resource usage.
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Abstract. The increasing ubiquity of embedded digital video capture creates demand for high-throughput, low-power, flexible and adaptable integrated image processing systems. An architecture for a system-on-a-chip solution is proposed, based on reconfigurable computing. The inherent system modularity and the communication infrastructure are targeted at enhancing design productivity and reuse. Power consumption is addressed by a combination of efficient streaming data transfer and reuse mechanisms. It is estimated that the proposed system would be capable of performing up to ten complex image manipulations simultaneously and in real-time on video resolutions up to XVGA.

1 Introduction

As advances are made in digital video technology, digital video capture sensors are becoming more prevalent, particularly in embedded systems. Although in scientific and industrial applications it is often acceptable to store the raw captured video data for later post-processing, this is not the case in embedded applications, where the storage or transmission medium may be limited in capacity (such as a remote sensor sending data over a wireless link) or where the data are used in real-time (in an intelligent, decision-making sensor for example). Real-time video processing is computationally demanding, making microprocessor-based processing infeasible. Moreover, microprocessor DSPs are energy inefficient, which can be a problem in power-limited embedded systems. On the other hand, ASIC-based solutions are not only expensive to develop, but inflexible, which limits the range of applicability of any single ASIC device.

Reconfigurable computing offers the potential to achieve high computational performance, at the same time remaining inexpensive to develop and adaptable to a wide range of applications within a domain. For this potential to become of practical use, integrated systems will need to be developed that have better power-performance ratios than currently available FPGAs, most likely by curtailing the general applicability of these devices such that optimisations for the particular application domain can be made. Such systems may be termed ‘domain specific integrated circuits’.

This paper outlines a proposed architecture for an integrated reconfigurable system-on-a-chip, targeted at embedded real-time video image processing.
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system is based on the Sonic architecture [1], a PCI-card based system capable of real-time video processing. Our objective is to integrate this system into a single device for embedded video processing applications.

In this paper we identify and discuss the unique issues arising from large scale integration of reconfigurable systems, including:

- How the complexities of designing such systems can be managed. Hardware modules and abstraction levels are proposed to simplify the design process.
- The implications of modularisation on the allocation and management of resources at a physical level.
- Effective connectivity and communication between modules.
- Minimising power consumed in data transmission and data reuse, the two most important factors in low-power design of custom computational platforms [2].

2 Related Work

Reconfigurable custom computing machines, implemented as arrays of FPGAs, have been successfully used to accelerate applications executing on PCs or workstations [3, 4]. Image processing algorithms are particularly suitable for implementation on such machines, due to the parallelisms that may be exploited [1, 5]. As mentioned in section 1, the system described in this paper is based on the Sonic architecture [1], a video image processing system comprising an array of FPGAs mounted on a PCI card.

Research has been conducted into embedded reconfigurable systems, and integrated arrays of processing elements [6–9]. Often these are conceived as accelerators of software-based tasks, and as such are closely coupled with a microprocessor, with the microprocessor forming an integral part of the data-path. As a consequence, these systems are usually adept at exploiting instruction-level parallelism; task-level parallelism is often ignored.

The proposed system has similarities to the DISC [10], which allows relocatable reconfigurable modules to vary in size in one dimension, and also includes the concept of position-independent connections to global signals. The modules in the DISC are very simple however. Our proposed system also incorporates ideas similar to the ‘dynamic hardware plugins’ proposed by Horta et al. [11] and virtual sockets described by Dyer et al. [12], although in both of these cases communication and interconnect structures are designed ad hoc on an application by application basis. Kalte et al. describe a system-on-a-programmable chip which does include a structured interconnection architecture for connecting dynamically reconfigurable modules [13]. Their system connects multiple masters to multiple slaves using either a multiplexed or crossbar-switch scheme. The interconnection scheme described in our paper allows any module to be a bus master, and is more suitable for streaming data transfers.
3 Managing Design Complexity

As device densities increase, circuit designers are presented with huge amounts of uncommitted logic, and large numbers of heterogeneous resources such as memories, multipliers and embedded hard microprocessor cores. Creating manageable designs for such devices is difficult; attempting to exploit dynamic reconfiguration as well only increases this complexity.

In order to make the design process tractable, we propose a modularised, hierarchical system framework, based on Sonic [1]. Modularisation partitions the system design into conceptually manageable pieces. In addition, high-level algorithmic parallelism can be exploited by operating two or more modules concurrently. To simplify the design, use and reuse of these modules, module interfaces need to be standardised, and abstractions are required in the transfer of data between modules.

3.1 System Architecture

As depicted in Figure 1, modularity is achieved by separating the data path into a variable number of processing elements connected via a global bus. Each processing element (PE) also has unidirectional chain bus connections to the adjacent PEs, for fast local data transfer. The left-most and right-most PEs are specialised input and output streaming elements respectively; data stream through the system in a general left-to-right direction.

![Fig. 1. The proposed system architecture.](image-url)
as bitstreams) are loaded into the fabric and initialised by the control software, which also directs data-flow between PEs. As will be discussed below, the actual transfer of data is handled by a router within each PE. This scheme allows the implementation of a range of resource allocation and reconfiguration scheduling techniques, while realising the advantages of a data-path driven design.

Video processing algorithms can require a large amount of storage memory, depending on the frame size of the video stream. While available on-chip memory is constantly increasing, the size of storage space necessary, coupled with the bit-density (and therefore cost-per-bit) advantage of memory ICs, will ensure that external RAM will remain a necessary feature of video processing systems. The traditional memory bottleneck associated with external memory is avoided in our case by distributing the memory between the processing elements. The connection mechanisms between each PE and memory is discussed further in section 4.

3.2 Processing Elements

The logical composition of a processing element, as shown in Figure 2, comprises an engine, a router and input and output stream buffers. All of these are constructed from resources within the reconfigurable fabric. The PE has connections to the global bus (for communication between any two PEs), to the directly adjacent PEs to the left and right, and (optionally) to two external RAM banks. These interfaces are all standardised, which enables fully developed processing element configurations to be used and reused unchanged within a larger system design.

The core component of each PE is the processing engine; it is in this component that computation is performed on the image pixels. The engine is also the only part of the PE that is defined by the module designer. Serialised (raster-scan) data flow into and out of the engine by way of the buffers, the relevance of

![Fig. 2. The structure of a processing element.](image-url)
which will be discussed in section 5. The key component for data movement abstraction is the router; this is directed by the system controller to transfer data between the buffers and the global bus, the chain bus or external memory. Since the data format is fixed, and all transfer protocols are handled by the router, the module designer is only concerned with the design of the computational logic within the engine.

4 Physical Structure

The mechanisms described in the previous section for controlling design complexity have ramifications for the physical design of the system. As mentioned above, the processing element modules are instanced within a reconfigurable FPGA fabric. The structure of this fabric needs to be able to support variable numbers and combinations of various sized modules. Since modules are fully placed and routed internally at design-time, the completed configurations must be relocatable within the fabric. The provision of mechanisms for connecting PE configurations to the buses and external RAM is required.

The physical system structure is illustrated in Figure 3. The processing elements are implemented as partial configurations within the FPGA fabric. The PEs occupy the full height of the fabric, but may vary in width by discrete steps. The structure and nature of the reconfigurable fabric is based on the Virtex-II Pro FPGA family from Xilinx, Inc. It is heterogeneous, incorporating not only CLBs but RAM block elements and other dedicated hardware elements such as multipliers. However, it exhibits translational symmetry in the horizontal dimension, such that the PEs are relocatable along the length of the fabric.

![Fig. 3. A diagram representing the physical structure of the proposed system, with the reconfigurable fabric (shaded light grey) configured into five processing elements.](image-url)
choice of a one-dimensional fabric simplifies module design, resource allocation and connectivity.

The global bus is not constructed from FPGA primitives; it has a dedicated wiring structure, with discrete connection points to the FPGA fabric. The advantage of this strategy is that the electrical characteristics of the global bus wiring can be optimised, leading to high speeds and low power [14, 15]. In addition, the wiring can be more dense than could otherwise be achieved.

Each processing element must have chain bus connections to the neighbouring PEs; this is accomplished through the use of ‘virtual sockets’, implemented as hard macros. The chain bus signals are routed as ‘antenna’ wires to specified locations along the left and right edges of the module. When two configurations are loaded adjacently into the array, these wires are aligned, and the signal paths may be completed by configuring the pass transistors (programmable interconnect points) separating the wires. Thus, each module provides ‘sockets’ into which other modules can plug into. Similar ideas has been proposed previously [11, 12], although the connection point chosen in previous work is a CLB programmed as a buffer.

A similar concept is used in connecting processing modules to the external RAM banks. Since the processing elements are variable-sized and relocatable, it is not possible to have direct-wired connections to the external RAM. The solution to this is to wire the external RAM to ‘routing modules’ which can then be configured to route the RAM signals to several possible socket points. This allows the registration between the RAM routing module and the processing element to be varied by discrete steps, within limits. If external RAM is not required by a particular processing element, such as PE 2 in Figure 3, the RAM resources may be assigned to an adjacent PE, depending on the relative placements.

5 Data Transfer and Storage

The transfer and storage of data are significant sources of power consumption in custom computations [2], so warrant specific attention. In the preceding system, Sonic, data transfer is systolic; each clock cycle one pixel value is clocked into the engine, and one is clocked out. This limits the pixel-level parallelism possible within the engine, and constrains algorithm design. In particular, data reuse must be explicitly handled within the engine itself, by storing pixel values in local registers. This becomes a significant issue for the engine design when several lines of image data must be stored, which can total tens of kilobytes.

In the proposed architecture the input stream buffer efficiently deals with data reuse. Being constructed from embedded RAM block elements (rather than from CLBs) a high bit density can be achieved. Image data is streamed into the buffer in a serial, FIFO-like manner, filling it with several lines of a frame. The engine may access any valid pixel entry in the buffer; addressing is relative to the pixel at the front of the queue. Buffer space is freed when the engine indicates it has finished with the data at the front of the queue. This system enables
greater design flexibility than a purely systolic data movement scheme while constraining the data access pattern sufficiently to achieve the full speed and power benefits of serial streaming data transfer. This is particularly beneficial when data are sourced from external RAM, where a sequential access pattern can take advantage of the burst mode transfer capability of standard RAM devices.

The input and output stream buffers are physically constructed from a number of smaller RAM elements for two reasons. Firstly, a wide data-path bit-width between the buffers and the engine can be achieved by connecting the RAM elements in parallel, enabling several pixels to be processed in parallel within the PE. The second important benefit is the ability to rearrange the input buffer RAM elements into two (or more) parallel stream buffers, when the engine requires more than one input data stream, such as in a merge operation. Likewise, the output buffer may be subdivided into several output streams, if the engine produces more than one output. We label each stream buffer input or output from an engine a ‘port’.

In addition to allowing efficient data reuse and fine-grained parallelism, the stream buffers create flexibility in the transfer of data over the global bus. Instead of a systolic, constant rate data-flow, data can be transferred from an output port buffer of one PE to the input port buffer of another PE in bursts, which allows the global bus to be shared between several logical communication channels. The arbitration between the various logically concurrent channels is handled by a reconfigurable arbitration unit within the system controller. This enables a range of arbitration strategies to be employed depending on the application, with the objective of preventing processing stalls from an input buffer under-run or output buffer overrun.

6 Performance Analysis

In the previous sections the proposed system was described in qualitative terms. We will now present a brief quantitative analysis to demonstrate how the system is expected to meet the desired performance requirements. To do this, it is necessary to make some assumptions about the sizes of various system elements; these assumptions will be based on the resources available in the Xilinx Virtex II Pro XC2VP125, and comparison with the latest incarnation of the Sonic architecture: UltraSONIC [16]. The numbers given here are speculative and do not represent any attempt at optimised sizing. Nevertheless, they are sufficient for the purpose of this analysis.

Based on the utilised logic cell count of modules in UltraSONIC and the cell count of the XC2VP125, between four and ten processing elements are possible in the current technology, depending on the complexity of each PE. Assuming the same I/O numbers as the Xilinx device (1200) and given the physical connectivity constraints of the system topology (see Figure 3) it is estimated that external RAM would be limited to eight banks, implying that not every PE would have access to external RAM. It is theoretically possible to implement 272 bus lines spanning the full width of the XC2VP125, however we will assume a bus width
of only 128 bits. The Xilinx device includes 18 columns of Block RAMs, each of which can be arranged as 1024 bits wide by 512 deep memory. Therefore assigning each processing element two 32KB stream buffers is not unreasonable, perhaps configured as 512 wide by 512 deep. A wide buffer facilitates pixel-level parallel computations, although for algorithms that do not exhibit much low-level parallelism a wide buffer would be a disadvantage.

External RAM sizes and system throughput is determined by the video format the system is applied to. Table 1 gives some figures for some representative video formats. In previous work, external RAM was sized such that one video frame would fit one RAM bank [16], which would imply between 330KB to over 3MB per bank in this case.

Using these figures, some calculations on the processing characteristics of the system can be made. With a 512-bit wide buffer, 16 pixels (at 32-bits/pixel) can be operated on in parallel. As Table 2 indicates, several complete lines of image data can be stored in the stream buffers for data reuse. An example engine clock rate is given, assuming each block of 16 pixels is accessed 10 times during the computation, a realistic value for a 2D convolution with a 5x5 kernel. This clock rate is at least an order of magnitude below the state-of-the-art for this technology, which is highly desirable as low clock frequencies correspond with lower operating voltages and very little pipelining, which all translate into lower power consumption. Table 2 also gives the required clock rate of the global bus, for five concurrent channels, all operating at the full throughput rates given in Table 1. Again, these speeds should be easily achievable, especially given that it is a custom structure and not constructed from FPGA primitives.

These calculations demonstrate that the proposed system is expected to be able to perform between four and ten complex image computations simultaneously and in real-time on video data of resolutions up to XVGA.

### Table 1. A sample of video formats. Frame sizes are based on 32 bits per pixel, while throughput is calculated at 25 frames per second.

<table>
<thead>
<tr>
<th>Format</th>
<th>Lines</th>
<th>Columns</th>
<th>Frame size</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAL</td>
<td>288</td>
<td>352</td>
<td>330 KB</td>
<td>9.67 MB/s</td>
</tr>
<tr>
<td>DVD PAL</td>
<td>576</td>
<td>720</td>
<td>1620 KB</td>
<td>39.55 MB/s</td>
</tr>
<tr>
<td>XVGA</td>
<td>768</td>
<td>1024</td>
<td>3072 KB</td>
<td>75.00 MB/s</td>
</tr>
</tbody>
</table>

### Table 2. System characteristics. The cycle time is the average time allowed to process 16 pixels in parallel. The transfer capacity of the bus is calculated assuming a 10% overhead for arbitration and control.

<table>
<thead>
<tr>
<th>Format</th>
<th>Lines/buffer</th>
<th>Processing element_cycle time</th>
<th>Clock rate</th>
<th>Global bus</th>
<th>Global bus transfer capacity</th>
<th>Global bus speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAL</td>
<td>23</td>
<td>6.3 µs</td>
<td>1.6 MHz</td>
<td>53 MB/s</td>
<td>3.5 MHz</td>
<td></td>
</tr>
<tr>
<td>DVD PAL</td>
<td>11</td>
<td>1.5 µs</td>
<td>6.5 MHz</td>
<td>218 MB/s</td>
<td>14.3 MHz</td>
<td></td>
</tr>
<tr>
<td>XVGA</td>
<td>8</td>
<td>0.8 µs</td>
<td>12.3 MHz</td>
<td>413 MB/s</td>
<td>27.0 MHz</td>
<td></td>
</tr>
</tbody>
</table>
7 Conclusion and Future Work

A reconfigurable platform suitable for embedded video processing in real-time has been presented. The platform comprises a number of configurable complex processing elements operating within a structured communication framework, all controlled by a central system controller. The design aims to meet the demanding requirements of real-time video processing by exploiting fine-grained (pixel-level) parallelisms within the processing elements, as well as task-level algorithmic parallelisms by operating processing elements concurrently.

The customisation of processing elements enables the system to be adapted to a wide range of applications, and since these elements are dynamically reconfigurable, run-time adaptation is also possible. Moreover, the inherent modularity of the PEs, coupled with the communication infrastructure, facilitates design and reuse.

Finally, power efficiency is addressed by targeting data movement. Dedicated bus wiring can be optimised for low-power transmission, while data movement is minimised by reusing data stored in stream buffers and constraining processing element designs. Parallel processing results in lower average operating frequencies, which can be translated into lower power consumption by reducing the operating voltage.

Our next main objective is to translate the proposal as described in this paper into a prototype, so that we may assess its feasibility. Since the physical structure of the system is based heavily on the Virtex II Pro, it would be logical to implement the prototype in a device from this family. In order to investigate the operational performance of the system, it will be necessary to map one or more actual applications from Sonic to the new platform, which may require the development of tools and processes.
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Abstract. The continuous technology scaling makes soft errors a critical issue in deep sub-micron technologies, and techniques for assessing their impact are strongly required that combine efficiency and accuracy. FPGA-based emulation is a promising solution to tackle this problem when large circuits are considered, provided that suitable techniques are available to support time-accurate simulations via emulation. This paper presents a novel technique that embeds time-related information in the topology of the analyzed circuit, allowing evaluating the effects of the soft errors known as single event transients (SETs) in large circuits via FPGA-based emulation. The analysis of complex designs becomes thus possible at a very limited cost in terms of CPU time, as showed by the case study described in the paper.

1 Introduction

The adoption of new manufacturing deep sub-micron technologies is raising concerns about the effects of single event transients (SETs) [1] [2] [3], which correspond to erroneous transitions on the output of combinational gates, and several approaches to evaluate them have been proposed, which exploit fault injection [4]. During fault injection execution systems undergo to perturbations mimicking the effects of transient faults. The goal of these experiments is normally to identify portions of the system that are more sensible to faults, to gain statistical evidence of the robustness of hardened systems, or to verify the correctness of the implemented fault tolerance mechanisms.

Simulation-based fault injection [4] may be used to cope with the aforementioned purposes: it indeed allows early evaluating fault effects when only a model of the system is available. Moreover, it is very flexible: any fault model can be supported and faults can be injected in any module of the system. The major drawback of this approach is the high CPU time required for performing circuit simulation.

In the last years, several approaches to simulation-based fault injection have been proposed. Earlier works were based on switch-level simulation tools, such as the one described in [5], which can be adapted to the execution of fault injection experiments targeting the SET fault model. More recently, several authors proposed the use of HDL simulators to perform fault injection campaigns, and several approaches have been presented (e.g., [6]-[9]) for speeding-up the process.
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As soon as simulation-based fault injection gained popularity, researches faced the problem of reducing the huge amount of time needed for injecting faults in very complex designs, entailing thousands of gates. Two main approaches were presented. A first one addresses the problem from the simulation efficiency point of view, by minimizing the time spent for simulating each fault [10] [11]. Conversely, the second one focuses on the clever selection of the faults to be injected during simulations, thus reducing simulation time by reducing the total number of faults to be injected [12] [13]. The former approaches that exploit FPGA-based emulation seem to be well suited for analyzing very complex circuits. Indeed, they combine the versatility of simulation, which allows injecting faults in any element of circuits, while providing the performance typical of hardware prototypes.

When soft errors affecting deep sub-micron technologies become of interest, the already available emulation techniques fall short in supporting the analysis of SET effects. As better explained in section 2, SETs are transient modifications of the expected value on gate output, which have duration normally shorter than one clock cycle. As a result, SET effects can be analyzed only through circuit models or tools able to deal with timing information. This can be easily done by resorting to timed simulation tools, but at the cost of very high simulation time. Conversely, FPGA-based hardware emulation can hardly be used unless suitable techniques are available to take into account time-related information.

The main contribution of this paper is in proposing an FPGA-based fault injection environment suitable to assess the effects of SETs via emulation, thus allowing designers analyzing large circuits at low cost in terms of time needed for performing injection experiments. For this purpose we describe a novel technique able to introduce time-related information in the circuit topology. FPGA-based emulation of the time-enriched circuit can thus be exploited to assess SET effects without any loss of accuracy with respect to time-accurate simulations, provided that a suitable fault model is adopted. As a result, we are able to achieve the same accuracy of state-of-the-art approaches based on timed simulations while reducing fault injection execution time up to 5 orders of magnitude.

In order to assess the feasibility of this idea, we developed an emulation-based fault injection environment that exploits a rapid-prototyping board equipped with a Xilinx Virtex 1000E. The experimental results we gathered through this environment, although still preliminary, show the soundness of the proposed approach.

The paper is organized as follows: section 2 reports an overview of the considered fault model, while section 3 describes the circuit expansion algorithm used to embed time-related information in the circuit topology. Section 4 presents the fault injection environment we developed and section 5 reports some experimental results assessing the effectiveness of the proposed approach. Finally, section 6 draws some conclusions.

2 Single Event Transients

Today, the fault model that is normally used during fault injection experiments is the (single/multiple) bit-flip in the circuit storage elements, i.e., registers and embedded memories. However, with the adoption of deep sub-micron technologies, a new fault model is becoming of interest: the single event transient.
Single event transients are originated when highly energized particles strike sensible areas within combinational circuits. In deep sub-micron CMOS devices, the most sensible areas are depletion regions at transistor drains [14]. The particle strike produces there several hole-electron pairs that start drifting under the effect of the electric field. As a result, the injected charge tends to change the state of the struck node producing a short voltage pulse. As the depletion region is reformed, the charge-drift process decays, and the expected voltage level at the struck node is restored.

In deep sub-micron circuits the capacitance associated to circuit nodes is very small, therefore non-negligible disturbances can be originated even by small amounts of deposited charge, i.e., when energized particles strike the circuit. As reported in [14], in old 5 Volt CMOS technologies the magnitude of the voltage swing associated to SETs is about 14% greater than the normal voltage swing of the node and thus its impact is quite limited, in terms of both duration and magnitude. Conversely, if the technology is scaled to a 3.3 Volt one, the disturbance becomes 21% larger than a normal swing and thus the transistor that must restore the correct value of the struck node will employ more time to suppress the charge-drift process. As a result, the duration of the voltage pulse the striking particle originates increases with technology scaling. In very deep sub-micron technologies this effect may become a critical issue since the duration of the voltage pulse may become comparable to the gate propagation delay and thus the voltage pulse may spread throughout the circuit, possibly reaching its outputs.

As measurements reported in [14] show, a SET can be conveniently modeled at the gate level as an erroneous transition (either from 0 to 1 or from 1 to 0) on the output of combinational gates.

3 The Circuit Expansion Principle

This section describes the principles at the base of the fault injection technique we developed. Sub-section 3.1 presents the circuit expansion algorithm we exploited, sub-section 3.2 presents the fault list generation algorithm we devised; finally, sub-section 3.3 presents the fault model we defined, which can be fruitfully exploited for assessing the effects of SET in combinational circuits or in the combinational portion of sequential ones.

3.1 Expansion Algorithm

The algorithm we adopted for embedding time-related information in the circuit topology while preserving its original functionality was first introduced in [15] for evaluating power consumption of combinational circuits. Please note that although the original and the expanded circuits are functionally equivalent, i.e., they produces the same output responses to the same input stimuli, their topologies are different.

To illustrate the idea behind the algorithm, let us consider the circuit shown in figure 1, where input and output ports are driven by non-inverting buffers. We assume the variable-delay model, where all the gates in the circuit (including buffers) may have different propagation delays.
We assume that the circuit is initially in steady state, i.e., an input vector was applied to inputs A and B and its effects have been already propagated through the circuit to the output U.

The algorithm we exploit modifies the given circuit \( C \) by building an expanded circuit \( C' \) such that \( C' \) is a superset of \( C \). This task is performed according to the following expansion rules:
1. Initially, \( C' \) is set equal to \( C \).
2. For each gate \( g \in C \) whose output is evaluated at time \( T \) from the application of the input vector, a new gate \( g/T \) is added to \( C' \). We refer to \( g/T \) as a replica of \( g \) and to \( T \) as the time frame of \( g/T \), i.e., \( g/T \) belongs to time frame \( T \).
3. The fan-in of \( g/T \in C' \) is composed of the replicas of the gates in the fan-in of \( g \in C \) which belong to time frames \( T' < T \).

Assuming that a new input vector is applied at time \( T_0 \), and that each gate \( i \) has propagation delay equal to \( P_i \), we compute the time frames of each replica according to the algorithm reported in figure 2.

\[
TimeFrame[i] = \{ P_i \} \quad \forall \ i \in \text{Circuit Inputs} \\
TimeFrame[i] = \emptyset \quad \forall \ i \notin \text{Circuit Inputs} \\
\text{foreach}(i \in \text{Circuit Gates}) \\
\quad \text{foreach}(k \in \text{Circuit Gate in the fan-in of } i) \\
\quad \quad TimeFrame[i] = TimeFrame[i] \cup (P_i + TimeFrame[k])
\]

Fig. 2. Algorithm for computing time frames

Any gate \( i \) may be associated to a list of time frames \( (TimeFrame[i]) \), due to the existence of paths of different length connecting gate \( i \) with the circuit inputs.

The list of time frames associated to the circuit of figure 1 is reported in table 1; it was computed under the assumption that the propagation delay of each gate (including circuit inputs) is equal to the gate fan-out, while the propagation delay of circuit outputs is assumed to be 1 ns. For instance, in table 1 we have that the output of \( g3 \) is first updated at time frame \( T_{g3} + 3 \) ns in correspondence to the new value of \( B \), and then it is again updated at time frame \( T_{g3} + 4 \) ns following the update of gate \( g2 \).

The obtained expanded circuit embeds time-related information in a structural way: the gates belonging to time frame \( T \) are those whose outputs are evaluated \( T \) ns after the application of the new input vector.

The application of the expansion rules may lead to replicate the circuit outputs many times. In the considered example we have indeed that the output \( U \) is replicated twice. We refer to the replica of the output belonging to the last time frame (i.e., the highest time frame) as the circuit actual output. For the considered example \( U/5 \) is the
actual output of the circuit; conversely, U/4 store the intermediate value the circuit output assumes during the evaluation of the new input vector.

<table>
<thead>
<tr>
<th>Gate</th>
<th>A</th>
<th>B</th>
<th>g1</th>
<th>g2</th>
<th>g3</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time frame [ns]</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3, 4</td>
<td>4, 5</td>
</tr>
</tbody>
</table>

### Table 1. Gate update times

#### 3.2 Fault List Generation Algorithm

The computation of the list of faults to consider during fault injection experiments is a critical issue, since the number of faults in the fault list directly affects the injection time. As a result, the fault list generation algorithm should be able to select the minimum number of faults, i.e., it should select only the SETs (in terms of fault locations and fault injection times) that have chances of affecting the circuit outputs.

The algorithm we developed starts from the expanded version of the circuit whose sensitivity to SETs should be analyzed, and produces the list of faults that should be simulated. In the following we will refer to the gate where the SET originates as the faulty gate.

Figure 3 reports an example of SET: the circuit primary inputs are both set to 1, thus the expected output value is 0. Due to a charged particle, the output of g1 is switched to 1 for a period of time long enough for the erroneous transition to propagate through the circuit. As a result, we observe a transition on g3, whose output is set to 1. As soon as the SET effects disappear, the output switches back to the expected value.

SET effects can spread through the fan-out cone of the faulty gate if, and only if, the duration of the erroneous transition is equal to or longer than the faulty gate propagation delay and if the magnitude of the transition is compatible with the device logic levels. In the following, we will concentrate our attention only on those particles that, when hitting the circuit, produce SETs that satisfy the above conditions.

Let $T_H$ be the time when the SET originates, $\delta$ be the SET duration, $T_S$ the time when the outputs of the circuit are sampled. Moreover, let $\Pi$ be the set of propagation delays associated to sensitized paths stemming from the faulty gate to the circuit outputs, i.e., those paths that due to the input vector placed on the circuit inputs allow the SET to spread through the circuit.

Any SET is effect-less, i.e., its effects cannot be sampled on the circuit outputs, if the following condition is met:

$$T_H + \delta + t < T_S \quad \forall t \in \Pi$$  \hspace{1cm} (1)

If eq. 1 holds, it means that once the SET effects disappear and the expected value is restored on the faulty gate, the correct value has enough time to reach the circuit outputs, and thus the expected output values are restored before they are sampled.
The values $T_H$ and $\delta$ are known since they are used to characterize the SET in the fault list. Furthermore, $T_S$ is known a-priori, and it is selected according to the circuit critical path, i.e., the maximum propagation delay between the circuit inputs and its outputs. Conversely, $\Pi$ depends on the circuit topology and its accurate computation normally requires complex and time-consuming algorithms.

In our approach, eq. 1 is exploited in combination with the expanded version of the circuit, thus avoiding the computation of $\Pi$ for each gate in the circuit. As a result, we can save a significant amount of CPU time that can be devoted to more detailed SET effects analysis.

Thanks to the properties of the expanded circuit, all the gates in the fan-in cone of the circuit actual outputs do not satisfy eq. 1. Indeed, the mentioned gates belongs to the circuit critical path, and thus any signal skew (like that introduced by SETs) is not acceptable: if allowed to spread through the circuit, the SET will indeed modify the outputs in such a way that an erroneous value will be sampled at time $T_S$. Moreover, let $g/T$ be a gate in the fan-in cones of the circuit actual outputs. Then, only the effects of those SETs originated on $g$ at time $T_H = T$ may reach circuit outputs.

Each fault in the list of possible SETs can be described as a couple (faulty gate, $T_H$). The list of faults that should be simulated can thus be easily obtained by traversing the expanded circuit, starting from its actual outputs, going toward its inputs and storing all the traversed gates.

### 3.3 Vector-Bounded Stuck-at

Once the list of possible faults has been computed, fault injection experiments are still required to assess SETs effects. Let $(g, T_H)$ be the SET that we would inject, computed according to the algorithm described in section 3.2. Moreover, let $T_V$ be the time when a new vector is applied to the circuit inputs and $T_S$ be the time when circuit outputs are sampled.

The fault model we propose, called vector-bounded stuck-at, consists in approximating any SET with a stuck-at fault on the output of the faulty gate $g/T_H$ in the expanded version of the circuit. During simulation, the vector-bounded stuck-at originates at time $T_V$ and lasts up to $T_S$. As a result:

- The stuck-at affects the replica $g/T_H$ of the faulty gate $g$ belonging to time frame $T_H$ only during the evaluation of one input vector.
- The stuck-at has no effects on the replicas of the faulty gate belonging to time frames other than $T_H$. Moreover, it does not affect $g/T_H$ before and after $T_V$.

Thanks to the properties of the expanded circuit, although the stuck-at on $g/T_H$ is injected at time $T_V$, it starts influencing the circuit only from $T_H$. Moreover, by resorting to the time-related information embedded in the expanded circuit, timed-simulation is no longer needed: the vector-bounded stuck-at can indeed be injected as
soon as the stimuli are applied to the circuit inputs and fault effects can last for exactly one vector. Zero-delay fault simulation can thus replace timed simulation without any loss of accuracy.

4 The Fault Injection Environment

A typical fault injection environment is usually composed of three modules:

- **Fault List Manager**: it generates the list of faults to be injected, according to a given fault model and the possible indications of designers (e.g., the most critical portions in the system, or a particular time interval).

- **Fault Injection Manager**: it selects a new fault from the fault list, injects it in the system, and then observes the results.

- **Result Analyzer**: it analyzes the data produced by the previous module, categorizes faults according to their effects, and produces statistical information.

For the purpose of this paper we assume that the system under analysis is a VLSI circuit (or part of it). Therefore, we assume that a gate-level description of the system is available that was enriched with time-related information according to section 3.1. We also assume that the input stimuli used during fault injection experiments are already available, and we do not deal with their generation or evaluation. Moreover, the adopted fault model is the vector-bound stuck-at presented in sub-section 3.3.

We implemented the Fault List Manager as a software process that reads both the gate-level system description and the existing input stimuli, and that generates a fault list according to the adopted fault model. Similarly, we implemented the Result Analyzer as a software process.

In our approach the Fault Injection Manager module exploits a FPGA board that emulates an instrumented version of the circuit to support fault injection. The FPGA board is driven by a host computer where the other modules and the user interface run. As a result, the Fault Injection Manager is implemented as a hardware/software system where the software partition runs on the host, and the hardware partition is located on the FPGA board along with the emulated circuit. More in details, the Fault Injection Manager is composed of the following parts:

- **Circuit Instrumenter**: it is a software module running on the host computer that modifies the circuit for supporting fault injection;

- **Fault Injection Master**: it iteratively accesses to the fault list, selects a fault and orchestrates each fault injection experiment by sending to the board the input stimuli. When needed it triggers the fault injection. It finally receives from the board the system faulty behavior. The Fault Injection Master corresponds to a software module running on the host computer.

- **Fault Injection Interface**: it is implemented by the FPGA board circuitry, and it is in charge of interpreting and executing the commands the Fault Injection Master issues.

The architecture of the whole environment is summarized in Figure 4.
In order to support the injection of the vector-bound stuck-at fault model, we modify the circuit under analysis before mapping it on the FPGA board. For each faulty gate in the circuit the logic depicted in figure 5 is added.

Let suppose the gate $g$ in figure 5 be the faulty gate. The following hardware modules are added for allowing fault injection on the output of $g$:

- **inject**: it is an input signal controlled by the Fault Injection Interface. When set to 1 it triggers the injection of the fault. This signal is set to 1 in correspondence of the clock cycle during which the fault should be injected.

- **$M1$ and $M0$**: it is a two-bit shift register, containing the fault the user intends to inject (01 corresponds to the vector-bound stuck-at-0, 10 corresponds to the vector-bound stuck-at-1, while 00 and 11 correspond to the normal gate behavior, i.e., the fault is not injected no matter the value of inject). The content of the shift register is loaded with the fault the user intends to inject before starting the application of the input stimuli.

- **FIL**: it is a combinational circuit devised to apply the vector-bound stuck-at to the gate $g$, depending on the value of inject, $M1$ and $M0$.

In order to simplify the set-up of fault injection experiments, the shift registers corresponding to the considered faulty gates are connect to form a scan chain, which can the Fault Injection Interface can read/modify via three signals (scan-in, scan-out and scan enable). Since the fault that should be injected is defined by simply shifting in the scan chain the proper sequence of bits, the user can easily perform the analysis of single and multiple faults.

5 Experimental Results

We developed the proposed fault injection environment using the ADM-XRC development board [16], which is equipped with a Xilinx Virtex V1000E FPGA. The board hosts a PCI connector and it is inserted in a standard Pentium-class PC, which accesses the board via a memory-mapped protocol.
In order to insert the proposed hardware fault injection circuitry, we developed a tool that, starting from the original circuit, automatically synthesizes all the modules our architecture requires, according to section 4.

We developed the hardware/software Fault Injector Manager as follows:

- The Fault Injection Master is coded in C++ and it amounts to 500 lines of code.
- The Fault Injection Interface is implemented inside the Xilinx FPGA (along with the circuit under evaluation) and it works as a finite state machine that recognizes and executes the commands the Fault Injection Master issues. We used a memory-mapped protocol to control the operations of the FPGA board, which includes the following commands:
  a. Reset: all the registers are set to the start state.
  b. Load scan chain: the scan chain is loaded with the values specifying the fault to be injected.
  c. Apply vector: the circuit Primary Inputs (PIs) are fed with a given input stimulus.
  d. Fault Inject: the fault injection takes place.
  e. Output read: the values on the circuit Primary Outputs (POs) are read.

The instrumented circuit, together with the Fault Injection Interface, is described in an automatically generated synthesizable VHDL code. We then used typical development tools to obtain the bitstream needed to program the Xilinx device. FPGA Compiler II is used to map the description to the Xilinx device, while Xilinx tools are employed to perform place, route and timing analysis of the implemented design.

We exploited the described fault injection environment to assess the effects of SETs in a circuit implementing a 27-channels interrupt controller. In particular, being interested in assessing the simulation performance the approach attains, we randomly generated several input stimuli of different lengths. We then applied the stimuli to the considered circuit with two different fault injection environments, while considering the same set of faults:

1. Faults were injected in the original circuit comprising 164 gates by exploiting the VHDL-based fault injection environment presented in [17].
2. Faults were injected according to the described emulation-based fault injection environment. For this purpose the considered circuit was first expanded to embed time-related information and then instrumented to support fault injection, obtaining an equivalent but enriched circuit comprising 2,232 gates.

For each fault injection experiment we recorded the CPU time needed for injecting the whole fault list that accounts for 418 faults. VHDL simulations were performed on a Sun Enterprise 250 running at 400 MHz and equipped with 2 GBytes of RAM. The same machine executed the synthesis and placement of the considered circuit in about 20 minutes.

From the results reported in table 2 the reader can observe the effectiveness of the proposed approach, which is able to reduce the time needed for performing fault injection experiments of about 5 orders of magnitude, while providing the same results in terms of fault effect classification of VHDL simulation-based fault injection. When the time for circuit synthesis and placements is also considered for evaluating the overall performance of our approach, we observe that the speed-up with respect to simulation is still very high: about 3 orders of magnitude.
6 Conclusions

The paper presented an approach suitable to assess the effects of single event transients via FPGA-based emulation, making thus feasible the analysis of complex deep sub-micron circuits with a very limited cost in terms of time needed for performing fault injection experiments.

The approach we presented is based on a technique able to embed time-related information in the circuit topology, while preserving its original functionality. An FPGA-based fault injection environment is then exploited to perform injection experiments on the enriched circuit.

Experimental results are reported assessing the effectiveness of the proposed approach, which is able to reduce the time needed for performing fault injection by several orders of magnitude.
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Abstract. This paper presents an approach to automate the emulation of HW/SW-Systems on an FPGA-board attached to a host. The basic steps in design preparation for the emulation are the generation of the interconnection and the description of the synchronization mechanism between the HW and the SW. While some of the related work considers the generation of the interconnection with some manual interventions, the generation of the synchronization mechanism is left to the user as part of the effort to set up the emulation. We present an approach to generate the interconnection and the synchronization mechanism, which allows a HW-driven communication between the SW and the HW.

1 Introduction

During the emulation and prototyping of HW-designs with average complexity, universal FPGA-boards can be used instead of complex logic emulators. These are usually boards, that can be plugged into a host system. The communication between host and board typically uses a standard bus, e.g. via PCI [1]. In contrast to the stand-alone boards, these boards can be used more versatile and not only at the end of the design flow, because the usage of a host allows a flexible emulation of the environment.

Furthermore the combination of host and FPGA makes verification acceleration and validation of HW/SW-systems possible. To accelerate the verification of a HW design a part of the design is emulated on the FPGA and the rest is simulated on the host. For this usage the simulator and a part of the design on the FPGA have to be connected. In order to validate a HW/SW-system the SW communicates with the HW on the FPGA via a standard bus. In this case usually a model of the target processor is used to emulate the behaviour of the SW on the target processor (e.g. ISA models).

This paper concentrates on the interface generation as well as on synchronization mechanism for the emulation. In the next section the problems related with the emulation process are described shortly. In section 3 we give an overview about related work on co-simulation, co-emulation. Section 4 describes our approach to automate
the emulation of a HW design with PCI-based FPGA-boards. In section 5 the automatic interface generation is explained in detail. The last section draws a conclusion.

2 Problem Definition

FPGA-based emulation requires complex software flows and manual intervention to prepare the design for the emulation [2]. The preparation process for the emulation on an FPGA-board plugged into a host includes two major steps: i) the generation of the interconnection between the SW and the HW via a physical channel between the host and the FPGA, ii) the generation of the synchronization mechanism (Figure 1).

During the emulation of a HW/SW-system with a PCI-based FPGA-board, the communication between the FPGA and the host occurs via PCI. Although the PCI-core on the FPGA and the PCI-driver on the host are used to abstract the PCI-communication, the user has to design and implement the interconnection between the SW and PCI-driver as well as between the HW and PCI-core manually. This task must be treated differently for different designs, especially if the HW has several communication channels with the SW and if they can request concurrently data transfer.

![Fig. 1. Emulation on a PCI-board](image)

On the other hand the SW on the host and the HW on the FPGA have to be synchronized with each other. An instance, we call it synchronizer in the following, has to determine the time of the communication between these parts, and this instance has to control the whole system. In general, the whole system would be controlled by the host or the FPGA. In case of the implementation of the synchronizer on the host there are two possibilities: causality based synchronization and timed synchronization. The first solution implicates in principle the sequential execution of the SW and the HW. For the timed synchronization the execution time of the SW on the target processor has to be determined (e.g. by means of instruction set simulator, simulation of the real time kernel). Furthermore the timed synchronization causes a high synchronization overhead. In case of the HW controlled synchronization the synchronizer is implemented as HW on the FPGA and runs in parallel to the HW-part of the design. In this
case the synchronizer offers more precise information regarding the timing, since the HW is at least cycle accurate. By means of using this feature and the causality between the HW and the SW it is possible to execute the HW and the SW in parallel, to improve the emulation performance without extra overhead.

In this paper we present a HW-driven approach to reduce the effort of the preparation process for the emulation as well as the synchronization overhead, and to generate (semi-) automatically the interconnection and the synchronization mechanism between the HW on the FPGA and the SW on the host.

### 3 Related Work

Research on validation/verification of HW-/SW-systems with non-formal methods can be classified in two groups: co-simulation and co-emulation. While in the first group the whole system is simulated at several abstraction levels, the techniques in the second group use an emulation platform either for the whole or for part of the system. [3] is an example to emulate the whole system. However, most of the emulation techniques use a platform with FPGA to emulate the HW and a host to simulate the SW.

In [4] research on co-simulation is classified into three groups: i) co-simulation algorithms for various computation models, ii) automatic generation of co-simulation interface, and iii) co-simulation speed-up. This classification can be seen as valid for the emulation-based validation/verification. While the techniques to generate the interface for the co-simulation can be used for the emulation, the speed-up aspect should be handled differently due to the possibility of the parallelism at the emulation.

In simulation-based approaches HDL-simulators are used to simulate the HW and a host for the SW with processor models at several abstraction levels. To connect two designs with each other an interconnection topology has to be generated and the synchronization of the communication has to be described. In general the related work mostly concentrates on the generation of the interconnection, but the second aspect is usually disregarded and considered as a part of user effort.

[5, 6] describe a similar backplane-based approach. In this approach the connection is established via ports meaning that the user describes the ports which are connected with each other manually. This solution demands the definition of corresponding ports in SW and in HW. The problem in terms of the synchronization is solved partially in timed simulation by global time steps even if it means a certain degree of inflexibility. In case of functional untimed simulation the synchronization has to be described as handshake protocol by the user.

In [7] the connection topology is described with usage of the VCI specification. In a VCI specification the user has to describe the ports of the design, like in the entity of a VHDL-specification, in order to generate the connection topology. In addition to the port declaration a VCI-specification contains a sensitivity clause for every port which is similar to the sensitivity list of a VHDL-process. The sensitivity clause allows the protocol description of an interface (synchronization mechanism). If any
sensitivity clause becomes true, the data transfer between the VHDL-simulator and the SW is activated. This approach is one of the few approaches that considers the synchronization of the communication. However, this is suitable only for simple protocols and the user has to describe the VCI-specification and modify the design manually.

In emulation-based approaches similar methods are used to connect the HW and SW with each other. While [8, 9, 10, 11] present simulation-emulation platforms using an FPGA and an HDL-Simulator, in [12] a co-emulation platform is described. [13] describes a proposal for a standard C/C++ modeling interface for emulators and others verification platforms.

The solution of the synchronization problem during the co-emulation in above approaches is either i) a blocking communication mechanism, ii) synchronization with a global clock or iii) coprocessor-based synchronization with several limitations. While the approaches with blocking communication allow the execution of only one part of the system (either SW or HW) at any time [8], the global-clock-based approaches require a global clock and the SW as well as the HW have to include a time concept based on this clock [12]. For the co-processor based synchronization the user has to guarantee that the HW is able to process the last data from the SW before the next access from the SW to the HW [10, 11]. If this is not the case, sufficient waits have to be inserted manually in the SW to fulfill this assumption. In spite of this limitation and manual insertion of the waits into the SW, these approaches support only the combinational HW-designs, not the sequential designs. All of these approaches provide only the SW-controlled synchronization, which implicates the above-mentioned limitations and disadvantages.

In summary existing approaches have the following disadvantages: i) only some of them support the automatic generation of the interconnection, ii) the synchronization of the communication is mostly disregarded and left the user as part of the effort to set up the emulation, iii) only a few approaches consider the synchronization of the communication; however, the generation of the synchronization is in these approaches partial manual and they support only SW-driven synchronization iv) FPGA’s are only used as fast simulation engines, but not to reduce the overhead of the synchronization.

4 Our Approach

In this section we shortly describe our approach and the tool ProtoEnvGen which was implemented to evaluate our approach. A detailed description can be found in [14].

The key objectives of our approach are to reduce the manual intervention, to prepare a design for the emulation and to increase the emulation speed, solving the problems described in section 2. To achieve this our approach i) allows semi-automatic generation of the interconnection, ii) reduces the overhead for the synchronization by means of HW-driven synchronization, iii) allows the mixed-level co-emulation without user intervention, iv) hides the implementation details of the emulation platform from the user.
Our emulation platform consists of a host (PC) and a universal FPGA-board plugged into the host. Our approach is verified on a PCI-based FPGA-board, but it can be adapted easily for any combination of host and FPGA-board. The design, which will be emulated, consists of a SW-part and a HW-part. The SW-part can be in principle the emulation of the environment of a HW-design or the SW-part of a HW/SW-system. However, in this section the SW refers to primarily the emulation of the environment of a HW-design, which will be emulated on the FPGA and called in the following DUT (Design Under Test).

In our approach the whole system is controlled primarily by the HW. However, we allow the controlling of the HW by the SW, too. The control of the system by the HW is based on the fulfillment of the communication requirements from the DUT with the SW. In order to fulfill the communication requirements from the DUT, the communication requests from the DUT are monitored on the FPGA. If any request is detected, the corresponding communication is initiated. If the communication request can not be satisfied, the DUT is stopped and a communication request is sent to the host via an interrupt. The stopping of the DUT means that the clock of the DUT ($DUT_{clk}$) stays stable and is not triggered. In case of an interrupt the SW initiates a data transfer to meet the communication request from the HW. The DUT is started again as soon as all requests from the DUT are satisfied.

On our evaluation platform we have two kinds of communication: the DUT-communication and the PCI-communication. The PCI-communication is only part of the emulation and will not be implemented in the real system. A PCI-driver on the host and a PCI-core on the FPGA are used to abstract this communication. The DUT-communication is the communication between the DUT and the SW and is described predominantly in the DUT by the user. Since the whole communication between the DUT and the SW occurs via PCI, the DUT-communication in our emulation platform has to be coupled with the PCI.

We assume that the DUT-communication can have several interfaces (DUT-interfaces) for data transmission to and from the SW on the host. Several DUT-interfaces mean that there are several communication channels between the DUT and the SW, which have to be mapped on the PCI and can request concurrent data transfer. It means that concurrent data transmission requests from the DUT-interfaces will be scheduled and the data transmission through every DUT-interface will be modeled on the PCI, namely on the host between the SW and the PCI-driver, as well as on the FPGA between the DUT and the PCI-core.

The design flow with ProtoEnvGen contains two steps: declaration of the DUT-interfaces and the generation of the emulation environment. While the first step is performed partially user defined, the last step is fully automated. Figure 2 illustrates the functionality of the ProtoEnvGen and its embedding in the emulation setup.

The inputs of the generation process are the VHDL-description of the DUT and the declaration of every DUT-interface. The outputs are a structural VHDL-description of the HW-part (ProtoEnv) and a set of C++-classes for the SW-part to communicate with the HW-part (ProtoEnv-API).

The ProtoEnv, which can be synthesized with a synthesis tool, consists of the DUT, the PCI-core, DUT-interfaces and a controller. In our experiments we have
used a commercial FPGA-board and a soft PCI-core provided by the board manufacturer [15] in order to validate our concept. The controller connects the DUT with the PCI-core via DUT-interfaces and coordinates the communication between the DUT and PCI-core, therefore synchronizes the communication between the HW and the SW. For the HW-driven communication the controller monitors the communication requests from the DUT-interfaces and manages the communication as well as the DUT according to these requests. In case of the SW-driven controlling of the DUT, the controller handles the DUT according to the order of the SW (e.g. stopping, starting of the DUT).

**Fig. 2.** Designflow with ProtoEnvGen:

The ProtoEnv-API provides access to any DUT-interface, control of the DUT and, primary, the fulfillment of the requests from the controller in case of the HW-driven communication. By means of this API the user can send or receive data to/from a DUT-interface. In order to access to DUT-interfaces for every kind of interface an interface class with an accessing method (send or receive) is generated and for every DUT-interface an object of the corresponding class should be instantiated in the SW (interface, in Figure 2). If the user wants to control the DUT from the SW, he or she can reset, start and stop the DUT. For HW-driven communication an interrupt handler is defined. If an interrupt is set by the controller, which means that a communication requirement from a DUT-interface has to be satisfied, the interrupt handler determines the reason for the interrupt and calls the corresponding method of the corresponding interface object. The ProtoEnv-API uses a PCI-driver in order to access the HW. Since the driver development is not the focus of our approach, we use a commercial tool provided by Jungo Ltd. to generate the PCI-driver [16].
5 Interface Generation for the Hardware-Driven Emulation

A DUT-interface is characterized by a port of the DUT and a protocol, and allows the DUT to communicate with the SW. Here, the protocol of a DUT-interface determines when the data transmission occurs, but not how the data transmission is realized physically (e.g. a protocol can characterize that a data transmission via corresponding interface takes place every x cycles, but it does not describe whether the communication is bus-based or point-to-point). A DUT-interface can describe data transmission without any reactivity between the SW and the DUT or a reactive data transmission. Both kinds of data transmission have different requirements regarding the timing of the data flow on the PCI and must be treated differently. To meet the timing constraints required by reactive communication between the DUT and the SW, the timing overhead caused by PCI-communication must be hidden. In contrast to a reactive communication a data transmission without any reactivity is not critical regarding the transfer time on the PCI and can be buffered. To increase the efficiency of the data transfer via PCI every non-reactive DUT-interface has a buffer in the on-board memory. In addition, interfaces are directed – either from HW to SW or vice versa.

In the first version of the ProtoEnvGen we used the Protocol Compiler provided by Synopsys to generate the VHDL-code of the DUT-interfaces with some manual interventions [17], [14]. In the rest of this section we present a method to generate automatically interfaces for the emulation on a PCI-based FPGA-board. In this approach the user intervention is limited only to the declaration of every DUT-interface. During the declaration of a DUT-interface the user should declare the name and whether it is reactive or non-reactive as well as the port, which should be involved in the communication via this interface. The rest of the information for the generation of the interface is extracted from the VHDL-description of the DUT.

The declaration of an interface is followed by the automatic generation of the DUT-interface. It includes the generation of the interconnection and the generation of the synchronization mechanism.

5.1 Generation of the Interconnection

In order to generate the interconnection the following steps are performed after the declaration of all interfaces:

i) Since we use a shared memory communication, the address of the shared-memory for every DUT-interface is determined. While for every non-reactive interface a memory area is assigned, a reactive interface needs only a register.

ii) For every DUT-interface a VHDL-instance is generated. As illustrated in Figure 3, an interface at structural level is an instance with some ports, which are either data ports for the data transfer or control ports for the synchronization, and which allows the connection of the DUT with the controller. The ports \textit{interface\_request} and \textit{interface\_grant} are intended for synchronization based on hand-shaking. When a data transfer via a DUT-interface is requested, the signal \textit{interface\_request} of the corresponding DUT-interface has to be set. The controller sets the signal \textit{interface\_grant}
as soon as the request of the interface is satisfied. Between the setting of the *interface_request* and the *interface_grant* the DUT is stopped by the controller.

To generate the interconnection in the HW-part the ports of the generated DUT-interface have to be connected to the corresponding ports of either the DUT or the controller.

iii) In the SW-part an interface-object of the corresponding interface-class is instantiated with the address of the shared memory of the DUT-interface as an attribute.

The generated interconnection grants access to any DUT-interface from the host by using the accessing methods of the corresponding interface object. However, the synchronization has to occur manually, since there exists no synchronization mechanism yet. This means that either the user has to modify the DUT-interface to set the *interface_request* (as illustrated in Figure 3) or only the SW-driven synchronization is possible.

5.2 Generation of the Synchronization Mechanism

In our approach a DUT-interface is activated when the DUT access to the port which is involved in and connected to the DUT-interface (*interface_port*). This means that every access to the *interface_port* in the DUT has to be detected and for every access the signal *interface_request* of the corresponding DUT-interface has to be set.

For the detection of a port access and the generation of the *interface_request* we search the corresponding statements (e.g. signal assignments) in the VHDL-description of the DUT, and modify them. This process is composed of the following for every DUT-interface: i) A new port, called *interface_enable*, is inserted into the entity of the VHDL-code. ii) On the *interface_enable* an event is generated when the *port_interface* is accessed. Therefore an event statement is inserted before every access statements to the *interface_port*. iii) The port *interface_enable* is connected to the port *interface_request*. Herewith the DUT-interface is activated when it is necessary and waits for the *interface_grant* from the controller.

This approach is problematic if the *interface_port* is a buffered input port of the DUT. For such a port after synthesis a register which is synchronized with the clock of the DUT (*DUT_clk*) is generated. When the *interface_enable* is set, the register of
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**Fig. 3.** Communication via a DUT-interface with manual synchronization
the input port is already loaded. But the register has to be loaded after the generation of the \textit{interface\_grant} by the controller, since only after the setting of the \textit{interface\_grant} the controller provides the valid data for the actual request. On the other hand the reloading of the register after \textit{interface\_grant} causes the changing of the actual state of the DUT. To solve this problem we synchronize the register for the buffered input ports with the master clock of the HW-part instead of the \textit{DUT\_clk} and reloaded it as soon as the \textit{interface\_grant} is set. The master clock refers to the clock that triggers the PCI-core, the controller and the DUT-interfaces.

Figure 4 illustrates the automatic generation of the synchronization mechanism. Figure 4-a and 4-b show schematically this process on the basis of two block diagrams, while Figure 4-c concretely shows the realization of this concept on the basis of a VHDL-code in a simple example. The original DUT in 4-a has two data ports, and we assume that two interfaces are defined. Both; the ports \textit{in\_port} and \textit{out\_port} involve in the communication via an interface. The DUT accesses to \textit{in\_port} when the condition $C_1$ is true and to \textit{out\_port} when the condition $C_2$ is satisfied. In modified DUT (4-b) where the modifications are illustrated bold, TFFs are inserted to generate the \textit{interface\_enable} events. For example TFF$_1$ generates an event on the \textit{int\_1\_en} if $C_1$ is true, when the \textit{in\_port} is accessed. The DFF$_1$, which is the buffer of the \textit{in\_port} and triggered by the \textit{clk} instead of the \textit{dut\_clk}, is reloaded when the \textit{int\_1\_grant} is set. To realize this concept in the example (4-c), the process \textit{proc\_new} and the lines marked with asterisk are inserted after the modification of the original DUT.

![a) original DUT](image1)

![b) modified DUT](image2)

![c) VHDL-code of a simple example](image3)

**Fig. 4.** Automatic generation of the synchronization mechanism
The synchronization mechanism presented above implicates the stopping of the DUT after the setting of every *interface_enable*. To avoid this problem the data of every non-reactive DUT-interface can be cached. It means that the controller provides every non-reactive DUT-interface with direction to the DUT valid data before these request new data and sets the signal *interface_grant* of the corresponding interface. Furthermore, this approach supports only the sequential designs, not the combinational designs yet.

6 Conclusion

We have presented an approach to automate the interface generation and the synchronization of the communication between the SW and the HW for the co-emulation. Our tool ProtoEnvGen, which has been implemented and tested with simple examples to evaluate our approach, is also presented shortly. Although in this paper the SW relates to the emulation of the environment of a HW-design, the presented HW-driven emulation approach is also suitable for HW/SW-systems. The HW-driven emulation allows mixed-level emulation regarding time, and speeds up the emulation through the parallel processing of the synchronizer with the DUT. Furthermore, it makes the generation of synchronization mechanism with minimum manual intervention possible.

Our current work is concentrated on the HW-driven emulation of HW/SW-systems, especially on the support of multi-tasking in the SW-part, and the improvement of the efficiency of our approach, e.g. through the caching of data during the communication and the support of the combinational designs, as well as on the verification of our approach with complex real world designs.
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Abstract. In this paper, we describe a computer cache memory simulation environment based on a custom board with multiple FPGAs and DRAM DIMMs. This simulation environment is used for future memory hierarchy evaluation of either single or multiple processors systems. With this environment, we are able to perform real-time memory hierarchy studies running real applications. The board contains five Xilinx’ Virtex II-1000 FPGAs and eight SDRAM DIMMs. One of the FPGA is used to interface with a microprocessor system bus. The other four FPGAs work in parallel to simulate different cache configurations. Each of these four FPGAs interfaces with two SDRAM DIMMs that are used to store the simulated cache. This simulation environment is operational and achieves a system frequency of 133MHz.

1 Introduction

Memory hierarchy design is becoming more important as the speed gap between processor and memory continues to grow. In order to achieve the highest performance with the most efficient design simulation is usually employed to assess design decisions. There are several ways to evaluate performance [1]. Backend simulation using address reference traces is one of the methods [2]. Traces can be collected either through hardware or software means. After the traces have been collected, they are stored in some forms. A backend (trace-driven) simulator is employed to evaluate the effectiveness of different cache organizations and memory hierarchy arrangements. This method is repeatable and efficient. However its usefulness is limited by the size of the traces. Another common method used to evaluate memory hierarchy is through complete system simulation. In this approach, every component of a complete system is modeled including the memory hierarchy. Full system simulation is flexible and provides direct performance of benchmarks [3][4]. However, full system simulation is less detail and slower in speed, which may limit the design space explored. It is also much more difficult to setup benchmarks on a simulated machine.

The ideal scenario is to emulate the memory hierarchy with hardware and perform a measurement of the actual system while executing real workloads. Yet the real time
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emulation hardware is usually very costly and inflexible. It is difficult to explore all design space interested using emulation. We employed an alternative method called hardware cache simulation (HW$im).

Hardware cache simulator is a real time hardware based simulation environment. It watches the front-side bus and collects traces of an actual system while the system is running real application software. However, instead of just storing the traces and dumping them out after the buffer is full, it processes the traces with hardware in real time and stores only the statistical information. That is, instead of collecting the traces and processing them with a software simulation program later on, the hardware cache simulator simulates the traces immediately. Since traces are processed directly and not stored, we are able to run for a much longer period of time and to observe long-term behavior of benchmarks. It also permits us to explore larger design spaces include large cache effects of multi-processor systems. It removes some artifacts from software simulation having limited trace length.

Hardware cache simulator provides a complementary tool to full system simulation with software. Since it is running at real-time, it allows us to scan different workloads with multiple configurations. When the hardware cache simulator indicates the possibility that a larger cache is significantly beneficial, we can zoom in with the current hardware tracing methodology or full system simulation. Moreover, since we are implementing this simulator with FPGAs we have the flexibility to modify coherency protocol and study migratory sharing behavior. If there are particular behaviors that can benefit from pre-fetching strategies we could also add these pre-fetching algorithms into the simulator to study their impact on performance.

The rest of the paper is organized as follows. Section 2 discusses related work in this area and provides a summary of the HW$im. Section 3 describes the design of HW$im. Section 4 describes our experience in developing the board. Section 5 presents some preliminary results collected using the HW$im. We draw some conclusions in the last section.

2 Related Works and Summary

Much research has been done on using FPGAs for computing [5]. They fall into four general categories – 1) special or general purpose computing machines; 2) reconfigurable computing machines; 3) rapid prototyping for verification or evaluation; and 4) emulation and simulation (or accelerators). There are several commercial products that offer boards that can be used for emulation purposes. Some examples are [6][7]. While these products offer flexibility, they are generally used for design verification and software/hardware co-development. Our requirement is a bit different. We need to be at speed with the system we are interfacing with. We are using this system to collect performance information of future systems instead of verifying designs.

A previously published work similar to this work is the IBM MemorIES [8]. The main differences are: (1) Our design uses DRAM instead of SRAM to store simulated cache directory information; (2) We use interleaving (parallel FPGAs) to bridge the bandwidth differences between system bus and SDRAM; (3) Our board is designed as a PCI board which can be installed on a host machine directly. Using DRAM allows larger simulated caches be studied. Interleaving of multiple FPGAs in parallel enable
us to perform parallel simulation of different configurations at the same time, thus removing the artifact of any non-deterministic behavior of running applications repeated sequentially. With PCI interface we can download simulation results at a much finer time unit.

Figure 1 illustrates the system setup of HW$im. Two main structures are in the setup. The first is the system-under-test which is the system that runs the application whose behavior we are investigating. The second system is the host system that houses the custom built board with FPGAs. A logic analyzer interposer probe is used to capture the signals on the front side bus of the system under test and send them to the HW$im

![HW$im Systems Setup](image_url)

**Fig. 1. HW$im Systems Setup**

Picture to the right of figure 2 shows the HW$im board plugged into the host system collecting data. The host system is a dual processor machine with Intel Pentium® III Xeon™ Processors. Picture on the left of figure 2 illustrates the system under-test with the Tektronix LAI probe and cables.

![Systems with HW$im](image_url)

**Fig. 2. Systems with HW$im**
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3 Design Description

The key to hardware cache simulation is the rapid development of the capabilities of field programmable gate array devices. The amount of gates has grown substantially. They also contain many features that simplify system level designs. To accommodate the need for I/O pins of this design, we adopt the XC2V1000 chips with the FF896 package. This chip provides 432 user I/O pins. We also employ SDRAM DIMMs to store cache directories being simulated. It provides high capacity with a wealth of reference designs available.

3.1 Functional Description of Hardware Cache Simulator

There is total of four main functional blocks in the hardware cache simulator (HW$im) as illustrated on the right hand side of Figure 1. They are 1) Bus Interface (BI); 2) Cache Controller (CC); 3) DRAM (simulated cache directories); and 4) PCI Interface. We will describe the functionality of each block.

3.2 Bus Interface (BI)

This block is responsible for interfacing the front-side bus of the processor and for filtering out transaction requests not emulated such as interrupts and I/O transactions. Transactions are identified and the proper information is queued in the BI according to the bus protocol. Once all of the information for a bus transaction has been collected the transaction is forward to the next block. Since requests on the bus may come in bursts we use an asynchronous queue to decouple the input and output of this block. If the system-under-test is a Pentium® III, the maximum request rate is every three bus clock (BCLK) cycles per request. For Pentium® 4 based systems, the maximum request rate is one request per 2 BCLK.

Since both Pentium® III and Pentium® 4 front-side bus are split transaction buses, the request and response phases can be separated in time to allow overlap transactions. There are distinct phases for front side bus - Arbitration, Request, Error, Snoop, Response and Data. There can be up to 8 total outstanding transactions across

![Fig. 3. Bus Interface](image-url)
all agents at one time. Figure 3 depicts the major sub-blocks within the BI. The Request Filter sub-block in this figure is used to buffer the bus activities. Transaction may be completed out-of-order if they are deferred. This sub-block is also used to filter out I/O requests. Another block in the BI is a FIFO queue. It is used to average out the transaction rate and to buffer the front-side bus frequency from the internal transfer frequency. There is a time stamp unit. It provides the bus cycle field of the request information to the cache controller. With bus cycle time we are able to count the bus utilization rate. The output of the BI is a logical request with the following information:

```
BusCycle:ReqType:AgentID:Address
```

Transactions are removed from the queue at the request rate which has a maximum frequency of half the speed of the fastest front-side-bus (FSB) frequency. Many new FPGAs contain frequency synthesizers making the design easy and robust.

![Fig. 4. Cache Controller (X4)](image)

### 3.3 Cache Controllers and DRAM Interface

The second block is the cache controller. It consists of memory (DIMM) interface logic that performs 1) reading from DRAM; 2) comparing tags, state, etc. in parallel; 3) computing new LRU, state, etc; 4) sending control signals to update statistic counters; and 5) writing modified tags back to DRAM. It also needs to prepare DRAM for the next access. Since most cache references do not alter the state of the cache, the last operation will only be performed when needed.

We estimated the number of cycles used for comparing tags and update states to be 5 cycles (each cycle is 7.5 ns). Since the width of the DIMM is 72 bits we will need to use multiple cycles to read or write the tags. Width of the tags is 8x4x4B. It will take 2 extra cycles to read and write the desired width. The total Read-Modify-Write access with Synchronous DRAM with these 5 cycles delay after read data is 18 cycles. This translates into a total of 135 ns. For P6 bus we may be able to live with 4-way lower bits address interleaving but for Pentium® 4 we must interleave 8-way. We will put two cache controllers on one FPGA since it is mostly I/O limited. Each DIMM interface will require about 100 pins. Putting 4 controllers on a single FPGA
will push the limit of its I/O pins. Instead we put 2 controllers on a FPGA and each controller will interface with a 256MB DIMM. It will be easier to design if we put the shared L3 on a separate memory controller. It will interface to event counters separately to collect statistics for shared L3 configuration. To simulate up to 1GB of L2 with different configuration we need to have 256MB of DRAM for each interleaved way. This setup will simulate from a 512MB direct map up to 4GB 8-way set-associative L2 cache for a quad-processor setup. If we use two 256MB DIMMs for shared L3 we will be able to simulate from 512MB direct map up to 16GB 8-way set-associative L3 cache. Figure 4 depicts the cache controller block diagram.

As mentioned, we collect cache simulation data in real time. Currently the HW$im collects the following information: 1) Total References and total time; 2) Read/Write ratio; 3) Hit/miss rates; 4) Hit/HitM; 5) Deferred/retired; 6) Bus utilization rate; 6) Write backs and Replaced lines; 7) Address range histogram. More counters may be added if desired.

### 3.4 PCI Interface (PI)

The final block is the PCI (or console) interface. It is used to collect statistics collected during the simulation. Currently the PI is a passive device. Event counters are shadowed and read directly periodically. The period of the read can be adjusted.

### 4 Design Experiences

#### 4.1 I/O and DCI

Xilinx Virtex™ II parts feature on-chip digitally controlled impedance (DCI) I/O. It enables designers to improve signal integrity without using external resistors for impedance matching on printed circuit boards. We employed DCI as part of the design allowing a local multi-drop bus to operate at speed. The signal level used is LVTTL throughout the board since we need to interface with SDRAM as well as a PCI bridge chip. There is a translation from GTL+ to LVTTL at the LAI end. We use a part from Philips (GTL16612) requiring only a 3.3 V supply. The output of the GTL+/LVTTL translator is serial terminated to match the impedance of the cable. The bus connecting four parallel FPGAs is also serial terminated.

#### 4.2 DCM and Clock Domains

It is important for a high performance designs to have efficient clocks. On the HW$im board there are three clocking frequencies. First, there is the front side bus frequency of the system-under-test. All information on the front-side-bus is sampled with this frequency. Since the maximum request rate for Pentium® III is every three bus cycles we divide the bus clock by three. This is the second clock domain. Virtex™ II provides on-chip Digital Clock Manager (DCM) which make this process easy. Due to the length of the cable, signals arriving from the front-side-bus are shifted in phase from the on-chip clock signal generated with the DCM. Again the DCM used
provides means to phase shift the clock signal with easy interface. This divided clock is used to transfer data from the BI FPGA to cache controller (CC) FPGAs. On the CC FPGAs there are DCMs used to generate the frequency used to communicate with SDRAM. The flexible clock multiplier as part of the DCM does this. Finally there is the last clock domain used by PCI interface. We use the PCI clock generated by the PCI bus master on the host system to drive the bus between the PCI bridge part and CC FPGAs.

4.3 Timing Constraints

In order to operate at real-time several approaches are employed. First we included many timing constraints in the design Users Constraints File (UCF) to ensure that the placed and routed design will meet timing requirements. Some examples are:

- \texttt{TIMESPEC “tsinputspeed” = FROM “PADS” TO “FFS” 7.5 ns;}
- \texttt{TIMESPEC “tsoutputspeed” = FROM “FFS” TO “PADS” 7.5 ns;}
- \texttt{NET “BCLK” PERIOD = 7.5 ns;}

Time ignores (TIGs) constraints are also used to remove violations that do not affect the design. When timing still cannot be met, extra pipeline stages are inserted to keep up the frequency. For the BI design we added two extra stages. For the CC FPGAs we added one extra pipeline stages.

4.4 Design Validation

Besides extensive simulation at the functional and timing (after place and route) level, we employed many design-for-test features to validate the correctness of the design. First extra pins were reserved for probing internal nodes. Since FPGA is re-programmable we are able to map internal nodes to these reserved probe pins for detail observation. Second, test-bench codes were programmed into the FPGA for on-line testing. These test-bench codes generate necessary input patterns and check the output for assertions. Many times simple pass or fail signaling is used to give quick feedbacks to the designer. For example we have an internal memory references generator that read from a file and feed the cache controller with known input pattern allowing us to debug the design. Third, a completely re-written set of test codes is used to check the hardware connectivity distinguishing completely hardware bugs from software bugs.

5 Cache Simulator

Just like any trace-driven cache simulator there are several challenges when we are observing behaviors at the front-side-bus level. These challenges are the result of mismatches between the system-under-test and the simulated system. First, a write to an E-state line by a processor cannot be seen on the bus by the simulated cache until a later time. Second, there are two coherence options when a read request hits a modified copy in a remote cache. With one of the option, after an implicit write-back,
both lines in the request CPU and the CPU with the modified line go into the shared state. Another option transfers both the data and the ownership from the current owner (with modified line) to the requester. Discrepancy may be created if the host cache and the simulated cache use different options.

5.1 Hidden Write-Shared: Due to Missing Write-Excl

Figure 5 illustrates the sequence of operations that may cause a discrepancy between simulated the cache and the real host system cache. Ci and Cj stand for CPU I and j. Initially both cache lines in Ci and Cj are invalid. A read by CPU Ci causes the line to go into the E state bringing the data into the cache. Another read by CPU Cj cacuses both CPUs to have the data in their respective caches with both lines set to the Share state.

Since the simulated cache is usually larger in size, a line may be replaced in the real CPUs while still resides in the simulated machine. Later a new read follow by a write to the line causes the line to go from I to E to M states. During this sequence the simulated machine maintains the line in Ci and Cj at the S state. Only when a read by Ci later, which causes the real machine to issue a snoop hit on modify, will alert the simulated machine to recover its states. Before this happens all other read by any CPU to this line with the S state will not register the invalidation miss.

5.2 Hidden Read Miss and Write-Shared: When Host Uses S-S, but Simulated Cache Uses E-I

When the simulated machine uses the E-I coherency scheme while the real system uses the S-S also may cause discrepancy. When a read miss happens, the snoop result indicates that the line requested is at the M-state in another CPU’s cache. There are two possible ways to change the state of these two lines. There is the E-I scheme that changed the line of the requested CPU to the E state and invalid the line holding the M-state. There is the S-S scheme that changes both lines to the S-state. When the system under test uses the S-S scheme and the simulated machine uses the E-I scheme there may be problems. This is similar to the case of missing write-excl and can be
handled in the same way. The difference is that the E-state is arrived when a read-
miss hits a remote modified copy.

5.3 Recovery the Hidden Write-Shared by the Simulated Cache

As mentioned we can recover the hidden write-shared at a later time. Although such
recovery can be very accurate, the delay of invalidation may affect the replacement in
the simulated cache. In addition, the recovery scheme may add some complexity to
the simulated cache. The recovery algorithm is described briefly here. When a read-
miss hits multiple S-state lines in the simulated cache with HIT#/HITM# dis-asserted,
change the state of the simulated cache to ES (a new state) and keep all other S-state
copies. A hidden write-shared is recovered whenever a requested hit an ES-state in
any of the simulated cache and a HITM# is asserted. In this case, all the S-state will
be invalidated. The new line state in the requester’s cache and the change of the ES
state line will depend on the underline coherence protocol. A replaced dirty line that
hits ES in the simulated cache will also cause a hidden write-shared recovery and an
invalidation of all shared copies. This ES copy changes to M-state afterwards.

5.4 HW Cache Simulator Results

We have used the HW$im to capture behaviors of programs. The following figures
illustrates some of the capabilities of the HW$im. Figure 6(a) shows the result of
running a particular benchmark called SPECjbb [10]. First we can find out the cache
miss ratio captured at a particular time unit for a level two cache of size 16MB
organized as 8-way set associative cache with line size equals to 32B. We observe a
change of behavior at about 60 seconds into the application run. This is due to
garbage collection. Once the garbage collection is completed, access to the memory
becomes more efficient in that the miss ratio decreased. Another interesting fact is
that this application shows that the miss ratio changes dramatically from one time unit
to the other. If our software simulation can only capture a small period of real time
due to simulation speed then the results may be different depending on which time
unit the data was collected.

![Fig. 6. Miss Ratio per 100 mille-second for - (a) SPECjbb; (b) MpegEnc](image-url)
Figure 6(b) shows the HW$im result of another application. This application is a multi-threaded media application. Besides the miss ratio we also show the number of requests send to the simulated cache. This program ran from the beginning to the end. Thus, we observe the change of request numbers during the run.

Figure 7 illustrates the effect of different cache size on miss ratio for a large vocabulary continuous speech recognition application software. This graph demonstrate that we are able to simulate very large cache size.

![Graph](image.png)

**Fig. 7.** Overall Miss Ratio of a Speech Recognition Application

## 6 Conclusion

A custom board with multiple FPGA used for future platform and memory hierarchy study is presented. This board operates at full system front-side-bus speed and can investigate real application behaviors on these possible future designs. This board is able running at full real-time speed due to the use of the state-of-the art FPGAs. It has been used to evaluate cache designs that are difficult to evaluate with current tracing technology.
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1 Introduction

The task of an Internet router is to determine which node in the network is the next hop of each incoming packet. Routers use a routing table to determine the next hop based on the destination address of the packet and on the routing policy. Thus a routing table is a collection of destination address/next hop pairs. When adaptive routing policies are employed, routers communicate with each other to update their routing table as the network changes.

Given a routing table configuration, the task of routing a packet consists on consulting the routing table to determine the next hop associated with the destination address. The delay incurred to perform this table lookup affects both the throughput of the network, and the latency to send a packet from a point A to a point B. Several techniques are available to implement the routing table lookup. Storing the table in memory and performing a software lookup may result in a prohibitively high routing delay and unacceptably low throughput. The lookup time can be improved by storing entries associated with frequently seen destinations in a fast hardware cache.

Such caches are standard in Internet routers. The table lookup in a router requires the implementation of the functionality of a content addressable memory (CAM) [2, 11]. While some network processors perform the CAM function using fairly conventional caching technology (NetVortex PowerPlant from Lexra [7], and Intel IXP1200 [6] for
instance), others implement fairly sophisticated CAMs. The IBM PowerNP processor provides an interface for an external implementation of a CAM [12]. The CISCO Toaster 3 network processor implements an on-chip ternary logic CAM [9]. The PMC-Sierra ClassiPI processor implements a very sophisticated CAM that stores not only the next hop associated with each destination address, but also a large set of rules that can affect the routing decisions [8].

Most network processors used in routers store all entries on a single CAM. The destination address in an incoming packet is formed by a prefix followed by wild cards or “don’t care” values that match any bit stored in the routing table. This paper is motivated by the idea of separating the entries in the routing table according to the length of the prefix. This separation is expected to be beneficial because incoming packet streams with different prefix length do not interfere with each other. Preliminary studies based on simulation indicate that we should obtain improved hit rates with a multi-zone CAM when compared with a monolithic implementation [3]. The idea of segregating the router table entries by prefix length is analogous to the idea of separating instruction and data streams into separate caches in general purpose processor architectures. In this paper we report the status of our design for a single zone CAM for IP lookup caching.

We developed a prototype for the content addressable memory (CAM) using the Xilinx Virtex-E family of FPGAs. In this paper we describe the implementation of this high-density ternary CAM. Section 2 introduces the overall architecture of our cache. Section 3 details how the Virtex-E FPGA features are used to implement the design. Implementation results are given in section 4. Section 5 describes some related work. Concluding remarks and future work follow in section 6.

2 Cache Architecture

A functional description of our design is presented in Figure 1. The prototype will be tested with a stream of router address lookups collected from network activities in actual routers. The router emulator sends destination addresses to the IP cache in the FPGA. The cache responds with the next-hop information, or indicates that a miss occurred. In the case of a miss, the router emulator sends the missing entry to the cache prototype. The router emulator tracks the number of hits and misses for an entire trace.

![Fig. 1. A functional view of the cache design](image-url)
2.1 Functional Description

Figure 1 presents a functional description of the IP caching system. The Cache Controller receives requests from the router emulator and returns lookup results. IP addresses are sent to the Destination Address Array (DAA) for matching through the IP Address Bus. The DAA stores IP address prefixes in which several of the least significant bits are set to don’t care and thus match any value in the incoming IP address. The DAA is a fully associative ternary CAM. A match in the DAA produces an entry selection to fetch the corresponding next hop information from the Next Hop Array (NHA).\(^1\) The next hop is sent through the Next Hop Bus to the Cache Controller that returns it to the Router Emulator.

If the IP address does not match any of the entries (IP address prefixes) in the DAA, a miss indication is sent to the cache controller, which returns a miss report to the router emulator. An update of the IP cache will be necessary. The emulator responds to the miss report with the length of the prefix that should be stored in the DAA and the next hop information. If there are empty (non-valid) entries in the CAM, one of them will be selected to contain the new address prefix/next hop information. If all the entries in the CAM are valid, the cache controller will select an entry for replacement according to the implemented replacement policy. The prefix of the IP address will be stored in the DAA and the next hop will be stored in the corresponding entry in the NHA.

2.2 Structural Description

Structurally the IP cache is divided into several blocks of entries. In our prototype each block stores 16 address prefix/next hop pairs. For a lookup, the cache controller sends the same IP address to all blocks and expects one of the blocks to reply with the value of the next hop. If a next hop is not found in any of the blocks, an entry will have to be selected for replacement. As shown in Figure 2 each block has a victim selection logic. This victim selection logic has a mechanism to keep track of recent references to CAM entries.

shown in Figure 3 we refer to all the entries that appear at position \(i\) on all blocks as the bank \(i\). Each cache entry belongs to exactly one block and one bank. Our prototype design is modular at the block level, thus the number of blocks, \(n\), can be varied to produce larger caches when more FPGA “real state” is available. However, to better use the space available in the VirtexE architecture, we use \(k = 16\) entries per block.

3 Prototype Implementation

We will now present the implementation of our prototype design, showing how features of the VirtexE FPGA can be used to achieve a high cache density.

\(^1\) In the current implementation of the prototype we do not handle the situation in which the address prefix matches multiple entries in the DAA.
3.1 Implementing CAM Cells with Shift Registers

In order to implement a 32-bit CAM cell to store an IP address in the DAA, we use 8 LUTs configured as 16-bit shift registers [1]. Each one of these LUTs will store the value of four of the IP address prefix bits as a one-hot encoding. For instance, if the four most significant bits of the address prefix are 1100, the LUT corresponding to these bits will store the value 0001000000000000. When a lookup occurs we use the incoming IP address to read the value stored in each shift register at the position specified. In this case the value read from the LUT will be 1 only when the incoming IP address has the value 1100 in its 4 most significant bits.

We want to be able to store address prefixes in the CAM cells, not only complete addresses. Let suppose that we want to store an address prefix that has in its 4 most significant bits the value 010X, where X indicate a don’t care value, i.e. it should match either a 0 or a 1 value. In this case, the value stored in the LUT shift register corresponding
The IP address prefix 192.168.1.0/24 is stored in the shift register LUTs. The most least significant bits, nibble 0 and nibble 1, correspond to the 8 don’t care bits at the end of the prefix. The LUTs that store these don’t care values are filled with 1s. A match is computed using a wide AND implemented using the Virtex carry chain MUXs (MUXCY).

![Diagram of LUTs](image)

**Fig. 4.** The IP address prefix 192.168.1.0/24 is stored in the shift register LUTs. The most least significant bits, nibble 0 and nibble 1, correspond to the 8 don’t care bits at the end of the prefix. The LUTs that store these don’t care values are filled with 1s. A match is computed using a wide AND implemented using the Virtex carry chain MUXs (MUXCY).

to the four most significant bits is 0000000000110000. Now an IP address with either 0101 or 0100 as its 4 most significant bits will read a 1 from that LUT.

A more concrete example is shown in Figure 4 where we illustrate the value stored in each of the 8 LUTs of a 32-bit CAM cell that contain the IP address prefix 192.168.1.0/24. This prefix has 24 bits and thus don’t cares must be stored in the 8 least significant bits of the cell. In hexadecimal, the value stored in this cell is 0xC0A801XX. Notice that all the bits stored in the shift registers of LUTs 0 and 1 are 1s. Thus these two LUTs will return a 1 for any incoming address, producing the effect of a match with a don’t care.

When a lookup is performed, the value read from each LUT shift register is fed into a wide AND gate implemented using Xilinx’s carry chain building block as shown in Figure 4. If the output of the carry chain is a 1, the incoming IP address matches the prefix stored in the CAM cell.

The writing of an IP address prefix requires that the hardware compute the value of each bit to be stored in each LUT shift register. The circuit used to generate the input values for each shift register is shown in Figure 5. Values generated by a 4-bit counter are compared with the value in the IP address nibble corresponding to the LUT. If they match a value 1 is produced to be shifted into the shift register. In order to enable the storage of don’t care values, a don’t care mask is used to force a match for bits that are specified as don’t care. This is done through the selection of either the counter value or the IP address nibble value to be sent to the comparator for each bit. If the IP address is sent, then it is compared with itself, ensuring a match. Since the don’t care mask can be arbitrarily generated, the positioning and number of don’t care bits is also arbitrary. However, in our application of IP routing, we generate don’t care masks which correspond IP prefixes, where only the N least-significant bits contain don’t care values.

Notice that a common single counter can be used for all the eight LUT shift registers that store a 32-bit IP address prefix. Moreover a single circuit for the computation of the
stored bits is implemented for the entire device. The bits generated by this circuit are written in the IP Prefix bus. The 8 CAM cells for the DAA entry that is performing a replacement will be the only ones selected to write the prefix bits generated.

A great advantage of our design is that we are able to implement a CAM without requiring a comparator for each cell. A simple reading of the 8 shift registers used for the cell will indicate if the IP destination address matched the prefix stored in the DAA. Moreover, each slice in the FPGA contains two flip-flops, thus if we were to use the flip-flops to store ternary values, we would need at least 32 slices for a 32 bit IP prefix. With our technique we can store the same prefix using only 8 LUTs, which requires only 4 slices. Furthermore, this design avoids the two levels of logic required to implement flip-flop based ternary comparisons, resulting in a much faster circuit.

### 3.2 Implementing the Next Hop Array Using SelectRAMs

The implementation of the NHA is composed of several 16x1 single port SelectRAMs, to achieve the desired data width for 16 entries. In our prototype implementation, we use a data width of 4 bits. When the IP cache is updated, the next hop value is written into the NHA concurrently with the update of the IP address prefix in the DAA. Since the NHA and DAA are co-indexed, they can share address and write-select lines. When a lookup is performed, the output from the NHA is through a high-impedance bus shared by all NHA blocks. Output to this bus is through a controlled buffer, with the control provided by the match signal from the corresponding entry in the DAA. In this design, we do not consider the possibility of multiple hits within a single zone of the cache. However, if multiple hits were possible, additional logic would be required to ensure that only one NHA entry supplied its output to the bus at any given time.

In a flip-flop based design, the NHA would require 4 flip-flops per entry (2 slices), or 32 slices per block. By using SelectRAM to store the next hop data, we require one LUT per bit per block, or 2 slices per block.
3.3 Replacement Policy

When a new entry must be stored in a cache memory and the cache is full, one of the existing entries must be selected for replacement. The algorithm used to select this victim entry is called a replacement policy. The goal of a replacement policy is to manage the contents of the cache, evicting cached values that are less likely to be referenced again in the near future to make room for a new value that was just referenced.

Standard replacement policies include first in, first out (FIFO), second chance and derivatives thereof. For very small caches a full implementation of least recently used (LRU) might be required. The second chance replacement policy associates a status bit with each entry. Second chance follows a modified FIFO discipline in which the status bit of an entry is checked when the entry is selected for replacement. If the status bit is 1, it is changed to 0 and the entry is not replaced. If the bit is 0, the entry is replaced [14].

Replacement policies can be implemented either as a parallel search, or as a serial search. Second chance is usually described as a serial search that loops through the cache entries until a valid victim is found. While a serial search reduces the amount of hardware components required to implement the cache, performance concerns dictate that a parallel search for a victim is preferable for a hardware IP address cache. However, a hardware implementation of the second chance policy with parallel victim selection is quite expensive. Thus we developed a new replacement policy that we called the Bank Nth Chance replacement policy.

The Bank Nth Chance Replacement Policy. The Bank Nth Chance replacement policy is an approximation of LRU and is similar to the second chance algorithm. As shown in Figure 3 the cache entries are organized in blocks and banks. Our replacement policy has a two level selection process. At the first level it uses a simple round-robin mechanism to select the bank that should produce a replacement victim. At the second level it uses an \(n\)-bit reference field to determine entries in the bank that are valid victims (in our prototype we use \(n = 3\)). A victim is valid if all its reference bits are equal to zero. The reference field of an entry is an \(n\)-bit shift register. Whenever the entry is referenced, a 1 is written into the most significant bit of the reference field. The entry is aged by shifting the field to the right by one position and writing a 0 into its most significant bit.

The cache controller maintains a Bank Pointer to select the bank from which the next victim will be chosen. If the bank selected by the bank pointer has no valid victims, all the entries of that bank are aged by shifting a 0 into their reference fields, and the Bank Pointer moves to the next bank. This process of aging the entries in a bank and moving the Bank Pointer will be referred to as an AgeAndAdvance operation. After this operation is performed, one or more of the entries in the bank might become a valid victim. However, the bank will not be required to perform a victim selection until the next time it is selected by the bank pointer.

When a bank that has a valid victim is selected by the bank pointer, it is required to return the index of one of its entries. This entry will be used for the next replacement. The Bank Pointer is not moved, and thus the next attempt to select a victim will target the same bank. The cache controller selects a victim to be used for a new entry before a cache replacement is necessary. Whenever this pre-selected victim is referenced, the controller starts the selection of a new victim. This pre-selection of the entry reduces the average time required to perform replacements.
**Implementation of Bank Nth Chance.** The reference fields for the cache entries are stored in the FPGA LUTs configured as $16 \times 1$ SelectRAMs. Each block of 16 entries requires three SelectRAMs to store its 16 3-bit reference fields. The Block Reference Field Logic (BRFL), shown in Figure 6, performs victim selection and entry aging for each block of entries. The bank number is used to determine which entry within a block is to be examined, referenced, or aged. Each one of the SelectRAMs stores one bit of the reference field for 16 entries. All the entries of a bank are aged at the same time. Therefore the same bank number is input in all blocks, the **Age** signal is asserted and the **Reference** signal is negated causing the reference field to shift and writing a zero in the Field2 SelectRAM. When an entry is referenced, the entry’s bank number is inputted in the victim selection logic of the entry’s block, the **Reference** signal is asserted and the **Age** signal is negated, causing a 1 to be written in the entry’s position in the Field2 SelectRAM.

The organization of the cache entries in blocks and banks allows for the simultaneous access of all entries in a bank during the victim selection process. It also allows for the simultaneous aging of all entries in a bank. The victim selection logic is shown in Figure 7. A BRFL contains the Block Reference Field Logic shown in Figure 6. When several blocks contain valid victims for the selected bank, a priority encoder is used to select which one of these blocks will be used for the replacement. The priority encoder also outputs a signal to indicate whether a valid victim was found.

The motivation for the use of the round-robin discipline to visit banks should now be evident. Our design allows for a single bank to be visited at a time. Therefore it makes

![Fig. 6. Block Reference Field Logic (BRFL): Logic for victim selection and entry aging in the reference field of a block.](image)

![Fig. 7. Victim Selection Logic operating within a bank and across blocks.](image)
sense to not attempt to select a victim from a bank that has recently reported that it had no more valid victims. Using our Bank Nth Chance replacement policy we maximize the inter-visit time for the same bank and thus avoid repeating searches for valid victims in the same set of entries often.

The use of three bits in the reference field builds a better approximation to the LRU policy than the 1-bit second chance algorithm. The round robin selection of banks and the repeated selection of a victim from a bank until the bank has no more victims is an implementation convenience that allows a good trade-off between an expensive fully parallel search for a valid victim and a slow sequential search.

**Space Saving of Nth Chance.** If flip-flops were used to store the reference fields, then 48 flip-flops would be required for one 16 entry block. Furthermore, the shift register control logic and valid victim check logic, which requires 3 LUTs, would need to be replicated for each entry, using 48 LUTs (24 slices) instead of 3 (2 slices). In total, each block in the flip-flop implementation requires 24 slices, compared to 3 slices when using SelectRAMs, resulting one eighth the space requirement.

## 4 Implementation Results

In this section we present design measurements obtained in the prototype for the Virtex 1000E device. These measurements can be summarized as follows:

**Density:** When compared with an implementation of a ternary memory based on flip-flops, our LUT/shift register based implementation is 8 times denser.

**Cache Size:** Our design allows for a 1.5K entry cache to be implemented in a Virtex 1000E FPGA.

**Lookups/Second:** The largest cache implemented in the Virtex 1000E can perform 16 million lookups per second. Smaller caches have better performance.

**Lookup vs. Update Latency:** Our cache architecture implements a 2 cycle lookup, and an 18 cycle write.

### 4.1 Design Density

We attain space saving in our design in the storage of the destination addresses through the use of LUTs configured as shift registers as opposed to flip-flops. With LUTs, each 32-bit entry requires 4 slices compared with 32 slices for a flip-flop based implementation.

Another source of space saving is the implementation of the victim selection logic in the cache controller. Instead of storing the reference bits in flip-flops, we used SelectRAMs for this storage. Consequently, our 3-bit fields requires 1.5 slices per block, rather than 1.5 slices per entry, a 16 fold increase in density.

The simplicity of the Nth bank chance replacement policy allowed for a much simplified logic to update the reference field bits. Since the bits are stored in SelectRAMs, the same control logic is shared by 16 entries. In a flip-flop implementation, each field would require its own logic.

Combining the savings in all these aspects of the design, we achieved a bit storage density that is at least 8 times higher than could be achieved with a straightforward flip-flop based implementation in our Virtex 1000E device.
4.2 Cache Size

In this section we provide an estimate of the maximum cache sizes that could be implemented in several other devices in the Virtex family using our design. To obtain these estimates, we used simple linear regression on our actual implementation results for caches of up to 1024 entries. We found that device utilization could be broken up into 7.6 slices per entry for size-dependent storage and logic, and a fixed cost of approximately 175 slices for interface and control logic. Our estimates are presented in Table 1. We also present an upper bound on achievable cache size for a flip-flop based implementation. This upper bound is calculated based only on space requirements to implement the CAM cells in the DAA, store the contents of the NHA, and implement the reference fields for each entry. Additional logic that would be required for address encoding and decoding, and control, is ignored. Table 2 shows actual device utilization and speeds for various sizes of caches implemented in the Virtex 1000E. Our maximum cache size in the 1000E of 1568 entries closely matches our estimate of 1600 entries.

4.3 Lookup Throughput

Our implementation of a 1568 entry cache in the Virtex 1000E FPGA operates at 33 MHz. A lookup operation requires 2 cycles, so this cache can process 16 Million lookups per

Table 1. Estimates of the maximum cache sizes for each Xilinx VirtexE device. Flip-Flop estimates are based on bit storage space alone. LUT estimates are based on fixed and per-entry device utilization estimates from linear regression analysis of actual implementation results of complete caches.

<table>
<thead>
<tr>
<th>Device Name</th>
<th>Slices</th>
<th>Flip-Flops</th>
<th>LUTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>50E</td>
<td>768</td>
<td>16</td>
<td>64</td>
</tr>
<tr>
<td>100E</td>
<td>1200</td>
<td>32</td>
<td>128</td>
</tr>
<tr>
<td>200E</td>
<td>2352</td>
<td>64</td>
<td>272</td>
</tr>
<tr>
<td>300E</td>
<td>3072</td>
<td>80</td>
<td>368</td>
</tr>
<tr>
<td>400E</td>
<td>4800</td>
<td>128</td>
<td>608</td>
</tr>
<tr>
<td>600E</td>
<td>6912</td>
<td>192</td>
<td>880</td>
</tr>
<tr>
<td>1000E</td>
<td>12288</td>
<td>336</td>
<td>1600</td>
</tr>
<tr>
<td>1600E</td>
<td>15552</td>
<td>432</td>
<td>2016</td>
</tr>
<tr>
<td>2000E</td>
<td>19200</td>
<td>528</td>
<td>2512</td>
</tr>
</tbody>
</table>

Table 2. Device usage and clock speed for various cache sizes in the Virtex 1000E.

<table>
<thead>
<tr>
<th>Cache Entries</th>
<th>Slices Used</th>
<th>Speed (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>659</td>
<td>70.2</td>
</tr>
<tr>
<td>128</td>
<td>1143</td>
<td>56.1</td>
</tr>
<tr>
<td>256</td>
<td>2121</td>
<td>50.5</td>
</tr>
<tr>
<td>521</td>
<td>4035</td>
<td>45.2</td>
</tr>
<tr>
<td>1024</td>
<td>7934</td>
<td>37.5</td>
</tr>
<tr>
<td>1568</td>
<td>21061</td>
<td>33.0</td>
</tr>
</tbody>
</table>
second. Therefore, even in its prototype incarnation, our cache should be able to handle current traffic in Internet edge routers, or the load of an OC-192 interface. When this design is used in a multizone cache design, each zone will be a smaller cache, and so will run at a higher frequency, as shown in Table 2.

4.4 Lookup and Update Latencies

A lookup in our cache requires reading from the Destination Address Array CAM cells. If a match occurs, data is output from the Next Hop Array. Although this lookup datapath is a simple combinatorial circuit, we break the datapath in two stages to allow for a higher clock frequency. This higher clock frequency benefits cache updates and victim selections. As a result, each lookup requires two clock cycles to complete. As our investigation of the design continues, and performance results become available, a single cycle lookup at a lower clock frequency may prove to increase overall performance.

Each write into the DAA requires 18 cycles. One cycle is required for setup, 16 to calculate and shift each of the 16 bits into the LUT shift registers, and a final cycle to complete the operation. The longer delay for updates is justified by the higher storage density, faster lookups due to the lack of comparison logic, and our very inexpensive implementation of ternary logic.

Furthermore, after the initial cycles of the write operation, the cache controller can begin searching for a new victim. In total, three cycles are required to search for a new victim. One cycle is required to age the entries in the current bank, another to advance the bank pointer and a final cycle to check the new bank for a valid victim. Four banks can be searched while the write completes. Initial software simulation indicates that, on average, between 1 and 2 banks will need to be searched to find the next victim. Consequently, victim selection should have a minimal impact on the performance of the cache.

5 Related Work

Our work is based on the prior work of MacGregor and Chvets [3, 13], who introduced the concept of a multizone cache for IP routing. Their work involved developing the statistical foundation for the multizone concept, and supporting simulations. We are building on this foundation by implementing the hardware proof-of-concept.

In the design of their Host Address Range Caches (HARC), Chiueh and Pradha show how the routing table can be modified to ensure that each IP address matches with a single IP prefix [4, 16]. They propose to “cull” the address ranges in the IP address space to ensure that each range is covered by exactly one routing table entry. The use of a similar technique would circumvent the single match restriction of our current design.

Gopalan and Chiueh use programable logic to implement Variable Cache Set Mapping to reduce conflict misses in set-associative IP caches [10]. Their trace-driven simulation studies confirms that IP caches benefit from higher degrees of associativity thus lending support to our decision of designing a fully-associative cache that eliminates all conflict misses.

Ditmar implemented a system for IP packet filtering in firewalls and routers [5]. This system uses a CAM in an FPGA to match IP packets to filtering rules. However, this
system has fewer words in the CAM, which changed comparatively slowly over time. Therefore, this CAM could be implemented using software to partially reprogram the device to “hard code” the CAM contents according to a software-based replacement policy, while our cache must be fully implemented in hardware.

Commercial ternary content addressable memories (TCAM) is available from Siber-Core Technologies [15]. Their TCAMs are implement with ASIC technology. The fastest device available can perform 100 million lookup/second. The largest CAM available can store 9 Million Trits.2

6 Conclusion

We have nearly completed the implementation of a high density cache in an FPGA. In the Xilinx Virtex 1000E FPGA we can store 1568 32-bit entries, each with 4 bits of associated data and another 3 bits used by the replacement policy. This design runs on a 33MHz clock, and requires only 2 cycles to perform a lookup. Furthermore, we have introduced the new Bank Nth Chance replacement policy, which is well suited to the properties of a LUT-based FPGA. Bank Nth Chance carefully compromises between the speed of a parallel search circuit and the compact size of a sequential search circuit, while maintaining a hit rate similar to that of true LRU.
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Abstract. This paper describes a new efficient multiplier for FPGA-based variable precision processors. The circuit here proposed can adapt itself at run-time to different data wordlengths avoiding time and power consuming reconfiguration. This is made possible thanks to the introduction of on purpose designed auxiliary logic, which enables the new circuit to operate in SIMD fashion and allows high parallelism levels to be guaranteed when operations on lower precisions are executed. The proposed circuit has been characterised using VIRTEX XILINX devices, but it can be efficiently used also in others FPGA families.

1 Introduction

The rapid increase in transistor count gives processor hardware the ability to perform operations that previously were only supported in software. The new computing paradigm that promises to satisfy the simultaneous demand for computing performance and flexibility is Reconfigurable Computing [1].

Reconfigurable computing utilizes hardware that can be adapted at run-time. The ability to customise the hardware on-demand to match the computation and the data flow of a required specific application has demonstrated significant performance benefits with respect to general-purpose architectures. As an example, thanks to the adaptability, reconfigurable architectures can exploit parallelism available in the matched application. This provides a significant performance advantage compared to conventional microprocessors.

Reconfigurable architectures are mainly based on Field Programmable Gate Arrays (FPGAs). An FPGA is a configurable logic device consisting of a matrix of programmable computational elements and a network of programmable interconnects. However, the development of Systems-on-Chips (SoCs) has been
recently demonstrated in which configurable logic and ASIC components are integrated [2, 3]. Among the existing families of FPGA the SRAM-based ones are the obvious candidates to the realization of evolvable hardware systems. In fact, SRAM-based configurable logic devices are able to adapt their circuit function to the computational demands downloading configuration data (i.e. bit-stream) from an external memory. Changing the bit-stream (i.e. reconfiguring the chip) allows both the functionality of the computational elements and the connections to be rearranged for a different circuit function.

Unfortunately, the flexibility achieved by reconfiguration is not for free. In fact, downloading a new bit-stream onto the chip needs a relatively long time. Moreover, during reconfiguration the logic has to stop computation. To partially solve these problems, FPGA architectures have been developed that support run-time reconfiguration [4, 5, 6]. The latter guarantees two advantages to be obtained: the time required for reconfiguring the chip is reduced; the portion of the chip that is not being reconfigured retains its functionality. Nevertheless, the reconfiguration time still could constitute a bottleneck in the design of an entire reconfigurable system.

Significant improvements can be obtained using an on-chip reconfiguration memory cache [7, 8], in which a few configurations can be stored. In this way, the time required to switch from one configuration to the next one is reduced with respect to the case in which bit-streams are loaded by an external memory.

Multimedia applications are becoming one of the dominating workloads for reconfigurable systems. Many examples of multimedia accelerators based on FPGAs are nowadays available. To achieve real time processing of media signals appropriate architectures supporting parallel operations (SIMD parallelism) on multiple data of 8-, 16- and 32-bit are needed [9, 10]. They must be able to run-time adapt data-size and precision to the computational requirements, often at instruction level. This means that, as an example, a 32-bit native precision circuit should be run-time substituted by two 16-bit or by four 8-bit circuits able to perform the same computation, previously executed using the 32-bit precision. In order to do this the hardware should be reconfigured every time the precision changes.

All the above-mentioned solutions do not allow reconfiguring the hardware at instruction level. For these reasons, architectures able to fast run-time adapt themselves to different precisions without loading new bit-streams from memories are highly desired inside FPGA-based designs. The chip could be actually reconfigured just when the running function is not required for a properly long time.

In this paper a new circuit is presented for realizing variable precision multiplication with high sub-word parallelism levels for use within high-density SRAM-based FPGAs. The proposed circuit run-time adapts its structure to different precisions at instruction level avoiding power and time-consuming reconfiguration.

The new multiplier has been characterised using VIRTEX XILINX devices, but it can be efficiently used also in others FPGA families. Moreover, the method demonstrated here can be successfully applied for the realization of others variable precision arithmetic and logic functions.
2 XILINX Virtex FPGA

Virtex, Virtex II and Virtex II PRO FPGA families developed by XILINX [5] are among the most used architectures in the design of systems for reconfigurable computing. They are SRAM-based FPGAs consisting of configurable logic blocks (CLBs) and programmable interconnects. The former provide the functional elements for constructing the user’s logic, whereas the latter provide routing paths to connect the inputs and outputs of the CLBs exploiting programmable interconnection points (i.e. pass-transistor switches).

Virtex devices have a certain number of CLBs, ranging from 384 to 6144, each one consisting of two slices (S0 and S1) organized as shown in Fig.1. Each slice contains two look-up tables (LUTs), usable as logic function generators, two flip-flops and additional AND components (MULT_AND), multiplexers (MUXCY) and exclusive OR (XORCY) gates for high-speed arithmetic circuits. MULT_AND gates are used for building fast and small multipliers. MUXCY multiplexers are used to implement 1-bit high-speed carry propagate functions. XORCY gates are special XOR gates usable for generating 1-bit high-speed sum.

In the following, attention will be concentrated on these auxiliary elements to explain how they are used in the realization of high-speed carry chains, which are the basic elements of any arithmetic circuit.

When 1-bit fulladders are implemented, each LUT in the slice receives two operand bits (e.g. $a_i$ and $b_i$) as input and generates the corresponding propagate signal $p_i=a_i \ XOR \ b_i$. The LUT output drives the selection input of MUXCY and one input of XORCY, which generate the carry-out and the sum bit of the full-adder, respectively. Using this full-adder scheme the length of the carry chain is two bits for
slice and the fast carry propagation occurs in a vertical direction through the special routing resources on the CIN and COUT carry lines of the slice.

By means of an appropriate manual relative placement, a simple \( n \)-bit ripple-carry adder can be easily made able to optimally exploit these special resources placing its full-adders into one column of \( \frac{n}{2} \) adjacent slices [5]. It is worth pointing out that carry lines do not contain programmable interconnection points. Therefore, these dedicated routing resources are much faster than the global routing ones.

For designing efficient arithmetic circuits on the FPGA platform special expertise is required. In fact, the optimisation phase in FPGAs based designs needs very different efforts compared to the ASIC designs. For example, as is well known, for ASIC designs, the ripple-carry scheme leads with the smallest but also the slowest addition circuit [11]. Thus, it is not appropriate when achieving high-speed performance is the target. On the contrary, a simple rippling-carry chain is the best choice when the adder has to be realized in FPGA devices. There, conventional alternative accelerated schemes, such as carry-select and carry-look-ahead, are usually meaningless due to the fact that they require the use of low-speed general routing resources.

3 The Proposed Implementation

Multiplier architectures optimised for ASIC designs are typically inadequate to gain advantages from dedicated carry-propagate logic and fast routing resources available in FPGA devices. As an example, schemes proposed in [12-14] based on the Booth coding result unsuitable for high-performance designs on FPGA platforms. On the contrary, it is well known that the Baugh-Wooley algorithm [15] allows the special resources available into FPGAs to be efficiently exploited. Moreover, no efficient architectures for realising variable precision SIMD multipliers have been yet proposed and optimised for FPGA based systems.

Typically, a NxN variable precision SIMD multiplier is able to execute either one NxN multiplication or two \((N/2)\times(N/2)\) or four \((N/4)\times(N/4)\) multiplications. The obtained results are usually stored into a 2N-bit output register.

The design of the new variable precision multipliers with \(N=32\) is based on the following considerations. \(A_{[31:0]}\) and \(B_{[31:0]}\) being two 32-bit operands, the following identity is easily verified:

\[
A_{[31:0]} \times B_{[31:0]} = \text{SH}_{16L}(\text{SH}_{8L}(A_{[31:0]} \times B_{[31:24]}) + \text{S}_48E(A_{[31:0]} \times B_{[23:16]})) + \text{S}_64E(\text{SH}_{8L}(A_{[31:0]} \times B_{[15:8]}) + \text{S}_48E(A_{[31:0]} \times B_{[7:0]}))
\]

where \(\text{SH}_{yL}\) and \(\text{SzE}\) indicate a left shift by \(y\) bits and an extension to \(z\) bits, respectively.

It is useful to recall that an \(n\)-bit number can be easily extended to \((n+h)\) bits considering that: i) an \(n\)-bit unsigned number can be represented as a positive \((n+h)\)-bit signed number having all the \(h\) additional bits set to 0; ii) an \(n\)-bit signed number...
can be represented as a signed (n+h)-bit number having all the h additional bits equal to the n\textsuperscript{th}.

The proposed architecture uses four 32x8 multipliers and it can execute one 32x32 or one 32x16 multiplication or two 16x16 or four 8x8 operations.

In order to manipulate both signed and unsigned operands also for the lower precisions, the 32x8 multipliers have to be properly organized. For the target FPGA devices family an extremely efficient kind of automatically core generated macros exists which is useful to this purpose: the controlled by pin x signed multiplier (CBPxS). An nxm CBPxS macro is able to perform signed-signed, unsigned-unsigned or signed-unsigned multiplications extending the operands to (n+1) and to (m+1) bits, respectively. The extension of the n-bit operand is internally executed by the macro itself on the basis of a control signal, which indicates whether that operand is a signed or an unsigned number. On the contrary, the m-bit operand has to be externally extended. This leads with a nx(m+1) multiplier which generates an (n+m)-bit output.

In Fig. 2 the block diagram of the new variable precision SIMD multiplier is depicted. It can be seen that its main building modules are:

![Block Diagram](image-url)

**Fig. 2. Architecture of the proposed variable-precision multiplier**
A control unit (CU) needed to properly set the computational flow on the basis of the required precision;

Four 32x9 CBPxS multipliers (M1, M2, M3 and M4) each generating 40-bit output;

Two 48-bit and one 64-bit carry propagate adders (CPA1, CPA2 and CPA3).

The CU receives the signals prec1, prec0, SA, and SB as input and generates all the signals needed to orchestrate extensions and data flow. The signal SA indicates if the operand A is a signed (SA=1) or an unsigned (SA=0) number. The same occurs for the operand B on the basis of SB. Conversely, the signals prec1 and prec0 serve to establish the required precision. It is worth underlining that we suppose the above control signals available at runtime. Thus, also the required precision of different operations can be determined at runtime.

From Fig.2, it can be seen that to correctly form the data InAi and InBi input to the multipliers Mi (for i=1,…,4), the 16-bit and the 8-bit subwords of operand A are extended to 32 bits, whereas the 8-bit subwords of the operand B are extended to 9 bits. For any required precision the extended subwords of operand B have to be input to the four multipliers. Conversely, for operand A different conditions occur depending on the required precision. When operations on lower precision data have to be executed the multiplexing blocks MUXj, with j=1,…,8, allow the extended subwords of operand A to be input to the multipliers. On the contrary, when the highest precision multiplication has to be executed those multiplexing blocks select the entire operand A as input for all the multipliers.

In order to orchestrate the extension of the operands subwords and the data flow through the blocks MUXj, the CU generates appropriate control signals. SAmsb, SAmsbsb, SAmmsb, SAmslb, SALmsb and SAlllsb indicate if the modules for extension S32E have to treat the subwords A[31:16], A[31:24], A[23:16], A[15:0], A[15:8] and A[7:0], respectively, as signed or unsigned numbers. Analogously, SBmsbsb, SBmlsb, SBlmsb and SBlisb indicate if the modules S9E must consider the subwords B[31:24], B[23:16], B[15:8], and B[7:0], respectively, as signed or unsigned numbers. The CU also generates the signals Sr (r=1,…,11) and SAM. The former are used as the select input of the multiplexing blocks MUX, whereas the latter indicate if the data InAi input to the multipliers Mi are signed or unsigned numbers. The above control signals allow the required operation to be matched and the appropriate data flow to be set.

When 32x32 multiplications are executed, the multipliers M1, M2, M3 and M4 calculate in parallel the products between the operand A and the subwords B[31:24], B[23:16], B[15:8] and B[7:0] all extended to 9 bits. Then, the 40-bit results PR1 and PR3 are left shifted by 8-bit positions, whereas the 40-bit products PR2 and PR4 are extended to 48 bits. The two 48-bit words Ris1 and Ris2 obtained in this way are added by means of the carry-propagate adder CPA1, which generates the 48-bit word SUM1. Contemporaneously, Ris3 and Ris4 are added by CPA2 forming the word SUM2. Then, SUM1 is left shifted by 16 bit positions thus forming the 64-bit partial result PPR1, whereas SUM2 is extended to 64-bit thus forming the partial result
PPR2. To generate the final 64-bit result OUT[63:0], PPR1 and PPR2 are added by CPA3.

It can be noted that the hardware used could support the execution of two 32x16 multiplications. However, a 64-bit output register is used, thus only one 32x16 multiplication result can be accommodated in this register. When this operation is required just two multipliers must operate, whereas the others can be stopped. We have chosen to make M3 and M4 able to go into action and to stop M1 and M2. To control this particular case the signals able1, able2, able3 and able4 are used. When able1 and able2 are low all the 40 bits of PR1 and PR2 (and consequently also the 48 bits of Ris1 and Ris2) are forced to zero. Therefore the whole result Out[63:0] is equal to PPR2, which is directly outputted by means of MUX10 and MUX11, without passing through CPA3.

When operations on 16-bit data are executed, the multiplexing blocks MUX9 and MUX11 allow the less significant 32-bit of the independent results SUM1 and SUM2 to be directly outputted without passing through CPA3. Analogously, when multiplications on 8-bit data are requested, MUX9 and MUX11 allow the less significant 16-bit of the independent results PR1, PR2, PR3 and PR4 to be directly outputted without passing through the addition modules CPA1, CPA2 and CPA3.

It is worth underlining that in order to optimally exploit logic and routing resources available in the target FPGA also for the new multiplier appropriate placement constraints have been used. In this case the RLOC attributes available at the schematic level have been combined with the PROHIBIT directives imposed by means of the .ucf and .pcf files [5]. This allowed the extremely compact layout shown in Fig. 3 to be obtained.

![Input Registers and multiplexers](image)

**Fig. 3.** Layout of the proposed variable-precision multiplier

4 Results

The new variable precision multiplier has been implemented and characterized using a FPGA XILINX VIRTEX XCV400 device. For purposes of comparison, we realized a 32x32 conventional fixed-precision core-generated multiplier. It is worth noting that core-generation tool does not allow the number of registers used in the multiplier
pipeline to be arbitrarily chosen. Just minimum and maximum pipelining are allowed. To make an effective comparison minimum pipelining has been chosen. Moreover, two further variable precision schemes have been realized and compared using the design criterion described in the above Section. The first one uses two 32x17 core multipliers and the second one utilizes two 16x17 multipliers. Their characteristics are summarized in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Delay [ns]</th>
<th>Power [mW/MHz]</th>
<th>Slices</th>
<th>Latency [cycles]</th>
<th>MOPS 8x8</th>
<th>MOPS 16x16</th>
<th>MOPS 32x16</th>
<th>MOPS 32x32</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Mult. 32x9</td>
<td>23</td>
<td>19.5</td>
<td>1108</td>
<td>2</td>
<td>174</td>
<td>87</td>
<td>43.5</td>
<td>43.5</td>
</tr>
<tr>
<td>New Mult. 32x17</td>
<td>30.9</td>
<td>15.8</td>
<td>919</td>
<td>2</td>
<td>64.7</td>
<td>64.7</td>
<td>32.4</td>
<td>32.4</td>
</tr>
<tr>
<td>New Mult. 16x17</td>
<td>28.7</td>
<td>13.4</td>
<td>729</td>
<td>2</td>
<td>69.7</td>
<td>69.7</td>
<td>34.9</td>
<td>17.5</td>
</tr>
<tr>
<td>Reference Mult.</td>
<td>30.7</td>
<td>12.4</td>
<td>680</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>32.6</td>
</tr>
</tbody>
</table>

It can be easily observed that the new multiplier using 32x9 core multipliers assures the fully parallelism on low precision data to be obtained. Therefore, it reaches the maximum attainable computational performance with an acceptable power overhead. It is worth pointing out that it doesn’t require latency cycles during precision variations. Thus, the two latency cycles reported in Table 1 only occur when pipeline is filled for the first time.

It is also worth pointing out that the power usage in the new variable precision multiplier varies with the precision settings. For this reason, average power dissipation has been reported in Table 1.

5 Conclusions

SRAM-based FPGAs seem the obvious candidates for the realization of systems for Reconfigurable computing. Reconfiguration provides such FPGAs with an extremely high flexibility, but it needs a long time and does not allow reconfiguring the hardware at the instruction level.

In this paper, we discussed efficient multipliers for FPGA-based variable precision processors. The new circuit operate in SIMD fashion and are able to match computational demands for several precisions avoiding time and power consuming reconfiguration. Thanks to this, they can be very fast run-time adapted to different data-size and precisions at instruction level.
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1 Introduction

Information security has recently become an important subject due to the explosive growth of the Internet, the mobile computing, and the migration of commerce practices to the electronic medium. The deployment of information security procedures requires the implementation of cryptosystems.

Among these cryptosystems, ECC have recently gained a lot of attention in industry and academia. The main reason for the attractiveness of ECC is the fact that there is no sub-exponential algorithm known to solve the discrete logarithm problem on a properly chosen elliptic curve. This means that significantly smaller parameters can be used in ECC than in other competitive systems such as RSA and ElGamal with equivalent levels of security [1]. Some benefits of having smaller key sizes include...
faster computations, reductions in processing power, storage space, and bandwidth. Another advantage to be gained by using ECC is that each user may select a different elliptic curve, even though all users use the same underlying finite field. Consequently, all users require the same hardware for performing the field arithmetic, and the elliptic curve can be changed periodically for extra security [1].

For performance as well as for physical security reasons it is often required to realize cryptographic algorithms in hardware. Traditional ASIC solutions, however, have the well-known drawback of reduced flexibility compared to software solutions. Since modern security protocols are increasingly defined to be algorithm independent, a high degree of flexibility with respect to the cryptographic algorithms is desirable. A promising solution which combines high flexibility with the speed and physical security of traditional hardware is the implementation of cryptographic algorithms on reconfigurable devices such as FPGAs [2-3], [10].

One of the most important design rule in FPGAs implementation is the elimination of global signals broadcasting. This is because the global signals in FPGAs are not simple wires but buses, i.e., they are connected by routing resources (switching matrices) having propagation delay [13], [16]. In general, since ECC require large field size (at least 163) to support sufficient security, when the global signals are used, the critical path delay increases significantly [11]. Due to this problem, systolic array based designs, where each basic cell is connected with its neighboring cells through pipelining, are desirable to provide a higher clock rate and maximum throughput performance on fine grained FPGAs [10-12].

In this paper, we propose a new AU, which performs both division and multiplication in GF($2^m$) and has systolic architecture, for FPGAs implementation of ECC. The new design is achieved by using substructure sharing between the binary extended GCD algorithm [17] and the most significant bit (MSB)-first multiplication scheme [9]. When input data come in continuously, the proposed architecture produces division results at a rate of one per $m$ clock cycles after an initial delay of $5m-2$ in division mode and multiplication results at a rate of one per $m$ clock cycles after an initial delay of $3m$ in multiplication mode respectively.

Analysis shows that the proposed AU has significantly less area complexity and has roughly the same or lower latency compared with some related systolic arrays for GF($2^m$). In addition, we show that the proposed architecture preserves a high clock rate for large $m$ (up to 571), when it is implemented on Altera’s EP2A70F1508C-7 FPGA device. Furthermore, the new architecture provides a high flexibility and scalability with respect to the field size $m$, since it does not restrict the choice of irreducible polynomials and has the features of regularity, modularity, and unidirectional data flow. Therefore, the proposed architecture is well suited for both division and multiplication unit of ECC implemented on fine grained FPGAs.
2 A New Dependence Graph for Both Division and Multiplication in GF($2^m$)

2.1 Dependence Graph for Division in GF($2^m$)

Let $A(x)$ and $B(x)$ be two elements in GF($2^m$), $G(x)$ be the irreducible polynomial used to generate the field GF($2^m$) $\cong$ GF(2)[x]/$G(x)$, and $P(x)$ be the result of the division $A(x)/B(x) \mod G(x)$. We can perform the division using the following Algorithm I [17].

[Algorithm I] The Binary Extended GCD for Division in GF($2^m$) [17]

**Input:** $G(x)$, $A(x)$, $B(x)$

**Output:** $V$ has $P(x) = A(x)/B(x) \mod G(x)$

**Initialize:** $R = B(x)$, $S = G = G(x)$, $U = A(x)$, $V = 0$, count = 0, state = 0

1. for $i = 1$ to $2^m-1$ do
   2. if state == 0 then
      3. count = count + 1;
      4. if $r_0$ == 1 then
         5. $(R, S) = (R + S, R); \ (U, V) = (U + V, U)$;
         6. state = 1;
      7. end if
   8. else
      9. count = count - 1;
   10. if $r_0$ == 1 then
       11. $(R, S) = (R + S, S); \ (U, V) = (U + V, V)$;
       12. end if
   13. if count == 0 then
       14. state = 0;
   15. end if
   16. end if
   17. $R = R/x$;
   18. $U = U/x$;
   19. end for

Based on the Algorithm I, we can derive a new dependence graph (DG) for division in GF($2^m$) as shown in Fig. 1.

The DG corresponding to the Algorithm I consists of $(2^m-1)$ Type-1 cells and $(2^m-1) \times m$ Type-2 cells. In particular, we assumed $m=3$ in the DG of Fig. 1, where the functions of two basic cells are depicted in Fig. 2. Note that, since $r_m$ is always 0 and $s_0$ is always 1 in all the iterations of the Algorithm I, we do not need to process them. The input polynomials $R(x)$, $U(x)$, and $G(x)$ enter the DG from the top in parallel form. The $i$-th row of the array realizes the $i$-th iteration of the Algorithm I and the division result $V(x)$ emerge from the bottom row of the DG in parallel form after $2^m-1$ iterations. Before describing the functions of Type-1 and Type-2 cell, we consider the implementation of count. From the Algorithm I, since count increases to $m$, we can trace the value of count by using $m$-bits bi-directional shift register (BSR) instead of $\log_2(m+1)$-bits adder (subtractor). The BSR is also used for multiplication, as will be explained in section 2.3.
In what follows, we add one 2-to-1 multiplexer, and up and down signals to each Type-2 cell. As shown in Fig. 1, in the first row, only the (1, 1)-th Type-2 cell receive 1, while the others receive 0 for up, and all the cells receive 0 for down. In the \(i\)-th iteration, \(m\)-bits BSR is shifted to the left or to the right according to state. When \(cnt_n\) in Fig. 2 is 1, it indicates that count becomes \(n\) (\(1 \leq n \leq m\)). In addition, when count reduces to 0, down in Fig. 2 becomes 1. As a result, all the \(cnt_n\) of Type-2 cells in the same row become 0, and c-zero and state in Fig. 2 are updated to 1 and 0 respectively. This is the same condition of the first iteration.

---

**Fig. 1.** DG for division in GF(2^3)

**Fig. 2.** The circuit of Type-1 and Type-2 cell in Fig. 1.
With count implementation result, we summarize the functions of Type-1 and Type-2 cell as follows:

1. Type-1 cell: As depicted in Fig. 2, the Type-1 cell generates the control signals Ctrl1 and Ctrl2 for the present iteration, and updates state for the next iteration.
2. Type-2 cell: the Type-2 cells in the \(i\)-th row generate the control signal Ctrl3 and perform the main operations of Algorithm I for the present iteration, and update count for the next iteration.

### 2.2 DG for MSB-First Multiplication in GF(2\(^m\))

Let \(A(x)\) and \(B(x)\) be two elements in GF(2\(^m\)), \(G(x)\) be the irreducible polynomial, and \(P(x)\) be the result of the multiplication \(A(x)B(x) \mod G(x)\). We can perform the multiplication using the following Algorithm II [9].

**[Algorithm II] The MSB-first Multiplication Algorithm in GF(2\(^m\)) [9]**

**Input:** \(G(x), A(x), B(x)\)

**Output:** \(P(x) = A(x)B(x) \mod G(x)\)

1. \(p_{1}^{(0)} = 0, \text{ for } 0 \leq k \leq m-1\)
2. \(p_{i}^{(i)} = 0, \text{ for } 1 \leq i \leq m\)
3. for \(i=1\) to \(m\) do
4. for \(k=m-1\) down to \(0\) do
5. \(p_{k}^{(i)} = p_{m-i}^{(i-1)}g_{k} + b_{m-i}a_{k} + p_{k-1}^{(i-1)}\)
6. end
7. end
8. \(P(x) = p^{(m)}(x)\)

Based on the MSB-first multiplication algorithm in GF(2\(^m\)), a DG can be derived as shown in the left figure of Fig. 3 [9]. The DG corresponding to the multiplication algorithm consists of \(m \times m\) basic cells. In particular, \(m=3\) in the DG of Fig. 3, and the right figure of Fig. 3 represents the architecture of basic cell. The cells in the \(i\)-th row of the array perform the \(i\)-th iteration of the multiplication algorithm. The coefficients of the result \(P(x)\) emerge from the bottom row of the array after \(m\) iterations.

![Fig. 3. DG and basic cell for multiplication in GF(2\(^3\)) [9].](image-url)
2.3 A New DG for Both Division and Multiplication in GF(2^m)

By observing the DG in Fig. 1 and the DG in Fig. 3, we can find that the U operation of the division is identical with the P operation of the multiplication except for the input values. In addition, there are two differences between the DG for division and the DG for multiplication. First, in the DG for multiplication, the input polynomial \( B(x) \) enters from the left, while in the DG for division, all the input polynomials enter from the top. Second, the positions of the coefficients of each input polynomial are changed in two DG. In this case, by modifying the circuit of each basic cell, both division and multiplication can be performed using the same hardware.

For the first case, by putting the \( m \)-bits BSR in each row of the DG for division, we can make the DG perform both division and multiplication depending on whether \( B(x) \) enters from the left or it enters from the top. In other words, after feeding \( B(x) \) into \( m \)-bits BSR, it is enough to shift it to the left until the multiplication is finished. For the second case, we can use the same hardware by making permutation of the coefficients of each input polynomial. In summary, the DG in Fig. 1 with appropriate modification can perform both division and multiplication. The resulting DG is shown in Fig. 4, and the corresponding Modified Type-1 and Type-2 cell in Fig. 2 are shown in Fig. 5.

![Fig. 4. New DG for both division and multiplication in GF(2^m)](image)

As described in Fig. 4, the DG consists of \( m \) Modified Type-1, \( m \times m \) Modified Type-2, \( m-1 \) Type-1, and \( (m-1) \times m \) Type-2 cells. The polynomials \( A(x) \), \( B(x) \), and \( G(x) \) enter the DG for multiplication, and the polynomials \( R(x) \), \( U(x) \), and \( G(x) \) enter the DG for division. The multiplication result \( P(x) \) emerge from the bottom row of Part-A after \( m \) iterations, and the division result \( V(x) \) emerge from the bottom row of
Part-B after $2m-1$ iterations. In Fig. 4, Part-A is used for both division and multiplication, and Part-B is only used for division. The modification procedures from Type-1, 2 cell to Modified Type-1, 2 cell are summarized as follows:

(a) Modification of Type-1 cell: We add mult/div signal, 2-to-1 AND gate (numbered by 1) and 2-to-1 multiplexer comparing to Type-1 cell. For multiplication mode, mult/div is set to 0, and for division mode, mult/div is set to 1. As a result, for multiplication, $b_{m-1}/\text{Ctrl1}$ has $b_{m-1}$, and $p_{m-1}/\text{Ctrl2}$ has $p_{m-1}$ respectively. For division, it has the same function as the Type-1 cell in Fig. 2.

(b) Modification of Type-2 cell: We add mult/div signal, 2-to-1 AND gate (numbered by 1), 2-to-1 OR gate (numbered by 2) and 2-to-1 multiplexer comparing to Type-2 cell. In Modified Type-2 cell, since Ctrl3 generates 0 for multiplication mode, $a_{m-1}/v_{i-1}$ is always selected. For multiplication mode, the $m$-bits BSR is only shifted to the left direction due to the OR gate numbered by 2. In addition, the multiplexer numbered by 4 in Fig. 5 is also added due to the fact that, for multiplication mode, the AND gate number by 3 must receive $a_{m-1}/v_{i-1}$ instead of $a_{m-1}/v_{i}$. As a result, when mult/div is set to 0, the Modified Type-2 cell in Fig. 5 performs as the basic cell in Fig. 3. In addition, when mult/div is set to 1, it performs as the Type-2 cell in Fig. 2.

![Modified Type-1 cell](image1)

![Modified Type-2 cell](image2)

Fig. 5. The circuit of Modified Type-1 and Type-2 cell in Fig. 4

3 A New AU for Both Division and Multiplication in $\text{GF}(2^m)$

By projecting the DG in Fig. 4 along the east direction according to the projection procedure [14], we derive a one-dimensional SFG array as shown in Fig. 6, where the circuit of each processing element (PE-A and PE-B) is described in Fig. 7. In Fig. 6, “•” denotes a 1-bit 1-cycle delay element. The SFG array of Fig. 6 is controlled by a sequence 011…11 of length $m$. As described in Fig. 6, two different data set are feed into the array depending on division or multiplication mode.

As described in Fig. 7, the PE-A contains the circuitry of Modified Type-1 and Type-2 cell of Fig. 5. In addition, the PE-B contains the circuitry of Type-1 and
Type-2 cell of Fig. 2. Since two control signals Ctrl1 and Ctrl2, and state of the $i$-th iteration must be broadcast to all the Modified Type-1 and Type-2 cells in the $i$-th row of the DG, three 2-to-1 multiplexers and three 1-bit latches are added to each PE-A and PE-B. Four 2-input AND gates are also added to each PE-A and PE-B due to the fact that four signals (i.e., $b_{m-i}/\text{down}$, $r_i$, $p_{m-i}/\text{up}$, and $a_{m-i}/\text{v}$ in Fig. 5) must be fed to each row of the DG from the rightmost cell. When the control signal is in logic 1, these AND gates generate four zeros.

**Fig. 6.** A one-dimensional SFG array for both division and multiplication in GF($2^3$).

**Fig. 7.** The circuit of PE-A and PE-B in Fig. 6

The SFG array in Fig. 6 can be easily retimed by using the cut-set systolization techniques [14] to derive a serial-in serial-out systolic array, and the resulting structure is shown in Fig. 8. When the input data come in continuously, this array can produce division results at a rate of one per $m$ clock cycles after an initial delay of $5m−2$ with the least significant coefficient first in division mode and can produce multiplication results at a rate of one per $m$ clock cycles after an initial delay of $3m$ with the most significant coefficient first in multiplication mode.
4 Results and Conclusions

To verify the functionality of the proposed array in Fig 8, it was developed in VHDL and was synthesized using the Synopsis’ FPGA-Express (version 2000,11-FE3.5), in which Altera’s EP2A70F1508C-7 was used as the target device. The placement and route process and timing analysis of the synthesized designs were accomplished using the Altera’s Quartus II (version 2.0).

We summarize theoretical comparison results in Table 1 with some related systolic arrays having the same I/O format. It should be mentioned that there are no circuits for both division and multiplication in $\text{GF}(2^m)$ using the same hardware at this moment to the authors’ knowledge. In addition, FPGA implementation results of our architecture are given in Table 2. As described in Table 1, all the bit-serial approaches including the proposed array achieve the same time complexity of $O(m)$. However,
the proposed systolic array reduces the area complexity from $O(m^2)$ or $O(m \cdot \log_2 m)$ to $O(m)$, and has lower maximum cell delay and latency than the architecture in [6]. Although the circuits in [4-5] have lower maximum cell delay than the proposed array, they cannot be applicable to ECC due to their high area complexity of $O(m^2)$. In addition, we do not need additional hardware components described in Table 3 to achieve multiplication, since the proposed array performs both division and multiplication.

Table 2. FPGA Implementation results of the proposed AU

<table>
<thead>
<tr>
<th>Item \ $m$</th>
<th>163</th>
<th>233</th>
<th>409</th>
<th>571</th>
</tr>
</thead>
<tbody>
<tr>
<td># of LE</td>
<td>9920</td>
<td>14209</td>
<td>24926</td>
<td>34950</td>
</tr>
<tr>
<td>Clock (MHz)</td>
<td>138.87</td>
<td>127.99</td>
<td>141.8</td>
<td>121.11</td>
</tr>
<tr>
<td>Chip Utilization (%)</td>
<td>14.76</td>
<td>21.21</td>
<td>37.09</td>
<td>52.01</td>
</tr>
</tbody>
</table>

LE consists of one 4-to-1 LUT, one flip-flop, fast carry logic, and programmable multiplexers [16]

Table 3. Area-time complexity of the bit-serial systolic array for multiplication in GF($2^m$) [9]

<table>
<thead>
<tr>
<th>Throughput</th>
<th>Latency</th>
<th>Maximum cell delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/m$ 3/$m$</td>
<td>$T_{AND_2} + 2T_{XOR_2}$</td>
<td>$AND_2 : 3m$, $XOR_2 : 2m$, $MUX_2 : 2m$, $Latch : 10m$</td>
</tr>
</tbody>
</table>

From Table 2, it is noted that the proposed architecture preserves a high clock rate for large field size $m$ because there are no global signals broadcasting. As a reference, 571 in Table 2 is the largest field size recommended by NIST [15]. Furthermore, since the proposed architecture does not restrict the choice of irreducible polynomials and has the features of regularity, modularity, and unidirectional data flow, it provides a high flexibility and scalability with respect to the field size $m$. All these advantages of our design lead that, if ECC is implemented on FPGAs to overcome the well-known drawback of ASIC, we can obtain maximum throughput performance with minimum hardware requirement by using the proposed AU.
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Abstract. In this paper we present a new dynamic routing algorithm specially implemented for a new electronic tissue called POEtic. This reconfigurable circuit is designed to ease the implementation of bio-inspired systems that bring cellular applications into play. Specifically designed for implementing cellular applications, such as neural networks, this circuit is composed of two main parts: a two-dimensional array of basic elements similar to those found in common commercial FPGAs, and a two-dimensional array of routing units that implement a dynamic routing algorithm which allows the creation of data paths between cells at runtime.

1 Introduction

Life is amazing in terms of complexity and of adaptability. After the fertilization of an ovule by a spermatozoid, a simple cell is capable of recursively dividing itself to create an entire living being. During its lifetime, an organism is also capable of self-repair in case of external or internal aggressions. Living beings possessing a neural network can learn tasks which allow them to adapt to their environment. And finally, at the population level, evolution allows a population to evolve in order to survive in an ever-changing environment. The aim of the POEtic project \cite{7}\cite{8}\cite{10} is to design a new electronic circuit, drawing inspiration from these three life axes: Phylogenesis (evolution) \cite{6}, Ontogenesis (development) \cite{9}, and Epigenesis (learning) \cite{4}.

Ontogenetic methods, which are used to develop a self-repair circuit, need to change the functionality of the circuit at runtime. Epigenetic mechanisms, using neural networks, could also need to create new neurons, and therefore new connections between neurons at runtime. As commercially FPGAs usually don’t have any dynamic self-reconfiguration capabilities, a new circuit capable of self-configuration is essential.

In the next section, we present the general architecture of the POEtic chip, decomposed into two subsystems. In section 3, we describe the basic elements of the circuit: the molecules. Section 4 fully explains the dynamic routing algorithm implemented in order to ease the creation of long distance paths into the chip.
2 Structural Architecture

The POEtic circuit is composed of two parts (figure 1): the organic subsystem, which is the functional part of the circuit, and the environmental subsystem. Cells, and thus organisms, are implemented in the organic subsystem. It is composed of a grid of small molecules and of a cellular routing layer. Molecules are the smallest unit of programmable hardware which can be configured by software, while dedicated routing units are responsible for the inter-cellular communication. The main role of the environmental subsystem is to configure the molecules. It is also responsible for the evolution process, and can therefore access and change every molecule’s state in order to evaluate the fitness of an organism.

Each cell of an organism is a collection of molecules, which are the basic blocks of our circuit. The size and contents of the cells depend on the application. Therefore, for each application, a developer will have to design cells fitting into the molecules.

Fig. 1. The POEtic chip, composed of an environmental and an organic subsystem.

2.1 Environmental Subsystem

The environmental subsystem is primarily composed of a micro-controller: a 32-bit RISC-like processor. Its function is to configure the molecules, to run the evolutionary mechanisms, and to manage chip input/output. In order to speed up evolution processes, a random number generator has been added directly in the hardware. An AMBA bus [1] is used to connect the processor to a system interface that takes care of the communication between the processor and the organic subsystem. This bus is also connected to external pins in order to allow multi-chip communication, as well as the use of an external RAM.
2.2 Organic Subsystem

The organic subsystem is made up of 2 layers (cf. figure 2): a two-dimensional array of basic logic elements, called molecules, and a two-dimensional array of routing units. Each molecule has the capability of accessing the routing layer that is used for inter-cellular communication. This second layer implements a dynamic routing algorithm allowing the creation of data paths between cells at runtime.

3 Molecular Structure

As briefly presented above, the first layer of the POEtic tissue is a two-dimensional array of small programmable units, called molecules. Each molecule is connected to its 4 neighbors and to a routing unit (4 molecules for 1 routing unit), and contains a 16-bit look-up table (LUT) and a flip-flop (DFF). This structure, while seemingly very similar to standard FPGAs [2], is however specially designed for POEtic applications: different running modes let the molecule act like a memory, a serial address comparator, a cell input, a cell output, or others. With a total of 8 modes, these molecules allow a developer to build cells that are capable of communicating with each other, of storing a genome, of healing, and so on.

The 8 modes of operation of the molecule are the following:
- Normal: the LUT is a simple 16-bit look-up table.
- Arithmetic: the LUT is split into two 8-bit look-up tables: one for the molecule output, and one for a carry. A carry-chain physically sends the carry to the south neighbor, allowing rapid arithmetic operations.
– *Communication*: the LUT is split into one 8-bit shift register and one 8-bit look-up table. This mode can be used to implement a packet routing algorithm that will not be presented in this paper.

– *Shift memory*: the LUT is considered as a 16-bit shift register. This mode is very useful to efficiently store the genome in every cell. Shift memories can be chained in order to create memories of depth 32, 48, etc.

– *Configure*: the molecule has the capability of reconfiguring its neighbor. Combined with shift memory molecules, this mode can be used to differentiate the cells. A selected part of the genome, stored in the memory molecules, can be shifted to configure the LUT of other molecules (for instance to assign weights to neural synapses).

– *Input address*: the LUT is a 16-bit shift register and is connected to the routing unit. The 16 bits represent the address of the cell from where the information arrives. The molecule’s output is the value coming from the inter-cellular routing layer (this mechanism will be detailed in the next section).

– *Output address*: the LUT is a 16-bit shift register and is connected to the routing unit. The 16 bits represent the address of the cell, and the molecule sends the value of one of its inputs to the routing unit (this mechanism will be detailed in the next section).

– *Trigger*: the LUT is a 16-bit shift register, and is connected to the routing unit. Its task is to supply a trigger every \( n \) clock cycles (where \( n \) is the number of bits of the addresses), needed by the routing algorithm for synchronization.

To be capable of self-repair and growth, an organism needs to be able to create new cells and to configure them. The configuration system of the molecules can be seen as a shift register of 80 bits split into 5 blocks: the LUT, the selection of the LUT’s input, the switch box, the mode of operation, and an extra block for all other configuration bits. Each block contains, as shown in figure 3, together with its configuration, one bit indicating whether the block has to be bypassed in the case of a reconfiguration coming from a neighbor. This bit can only be loaded from the micro-processor, and remains stable during the entire lifetime of the organism.

![Fig. 3](image_url) **Fig. 3.** All configuration bits of a molecule, split up into 5 blocks. The partial configuration bits of blocks 2 and 4 are set, enabling the reconfiguration of the LUT inputs and of the mode of operation by a neighboring molecule.
The special configure mode allows a molecule to partially reconfigure its neighborhood. It sends bits coming from another molecule to the configuration of one of its neighbors. By chaining the configurations of neighboring molecules, it is possible to modify multiple molecules at the same time, allowing, for example, the synaptic weights in a neuron to be changed.

4 Dynamic Routing

As presented above, our circuit is composed of a grid of molecules, in which cells are implemented. In a multi-cellular system, cells need to communicate with each other: a neural network, for example, often shows a very high density of connections between neurons. Commercial FPGAs have trouble dealing with these kinds of applications, because of their poor or nonexistent dynamic routing capacity. Given the purpose of the POEtic tissue, special attention was paid to this problem. Therefore, a second layer was added on top of the molecules, implementing a distributed dynamic routing algorithm. This algorithm uses an optimized version of the dynamic routing presented by Moreno in [5], to which we supplied a distributed control to where there is no global control of the routing process.

4.1 From Software to Hardware

Our dynamic routing algorithm finds the shortest path between two points in the routing layer. In 1959, Dijkstra proposed a software algorithm to find the shortest path between two nodes in a graph in which every branch has a positive length [3]. If we fix all branches to have a weight of 1, we can dramatically simplify the algorithm. It then becomes a breadth-first search algorithm, as follow:

1: paint all vertices white;
2: paint the source grey and enqueue it;
3: repeat
4: dequeue vertex v;
5: if v is the target, we found a path - exit the algorithm;
6: paint v black;
7: for each white neighbor w of v
8: paint w grey;
9: set parent w to v;
10: enqueue w
11: until the queue is empty
12: if we haven’t yet exited, we didn’t find the target

This algorithm acts like a gas expanding in a labyrinth, but in a sequential manner, one node being expanded at a time, with a complexity of O(V+E) where V is the number of vertices and E is the number of edges. Taking advantage of the hardwares’ intrinsic parallelism, it is possible, based on the same principle as the breadth-first search algorithm, to expand all grey nodes at the same time.
This dramatically decreases the time needed to find the shortest path between two points, the complexity becoming $O(N+M)$, for a $N \times M$ array.

Finding the shortest path is not enough for the POEtic tissue, since we don’t have a God telling us which routing unit is the source and which one is the target. In order to have a standalone circuit capable of self-configuration, we need a mechanism to start routings. Molecules, as explained in the previous section, have special modes to access the routing layer. Therefore, input or output molecules have the capability of initiating a dynamic routing.

4.2 Routing Algorithm

The dynamic routing system is designed to automatically connect the cells’ inputs and outputs. Each output of a cell has a unique identifier at the organism level. For each of its inputs, the cell stores the identifier of the source from which it needs information. A non-connected input (target) or output (source) can initiate the creation of a path by broadcasting its identifier in the case of an output, or the identifier of its source in the case of an input. The path is then created using a parallel implementation of the breadth-first search algorithm presented above. When all paths have been created, the organism can start operation and execute its task until a new routing is launched, for example after a cell addition or a cellular self-repair.

Our approach has many advantages compared to a static routing process. First of all, a software implementation of a shortest path algorithm, such as Dijkstra’s, is very time-consuming for a processor, while our parallel implementation requires a very small number of clock cycles to finalize a path. Secondly, when a new cell is created it can start a routing process without the need of recalculating all paths already created. Thirdly, a cell has the possibility of restarting the routing process of the entire organism if needed (for instance after a self-repair). Finally, our approach is totally distributed without any global control over the routing process, so that the algorithm can work without the need of the central micro-processor.

The routing algorithm is executed in three phases:

**Phase 1: Finding a Master**

In this phase, every target or source that is not connected to its correspondent partner tries to become master of the routing process. A simple priority mechanism chooses the most bottom-left routing unit to be the master, as shown in figure 4. Note that there is no global control for this priority, every routing unit knows whether or not it is the master. This phase is over in one clock cycle, as the propagation of signals is combinational.

**Phase 2: Broadcasting the Address**

Once a master has been selected, it sends its address in the case of a source, or the address of the needed source in the case of a target. As shown in section 3, the address is stored in a molecule connected to the routing unit. It is sent
Fig. 4. Three consecutive first steps of the algorithm. The black routing unit will be the master, and therefore perform its routing.

Fig. 5. The propagation direction of the address: north → south || east → south, west, and north || south → north || west → north, east, and south || routing unit → north, east, south, and west.

 serially, in \( n \) clock cycles, where \( n \) is the size of the address. The same path as in the first phase is used to broadcast the address, as shown in figure 5.

Every routing unit, except the one that sends the address, compares the incoming value with its own address (stored in the molecule underneath). At the end of this phase, that is, after \( n \) clock cycles, each routing unit knows if it is involved in this path. In practice, there has to be one and only one source, and at least one target.

**Phase 3: Building the Shortest Path**

The last phase, largely inspired by [5], creates a shortest path between the selected source and the selected targets. An example involving 8 sources and 8 targets is shown in figure 6, for a densely connected network.

A parallel implementation of the breadth-first search algorithm allows the routing units to find the shortest path between a source and many targets. Starting from the source, an expansion process tries to find targets. When one is reached, the path is fixed, and all the routing resources used for the path will not be available for the next successive iterations of the algorithm.

Figure 7 shows the development of the algorithm, building a path between a source placed in column 1, row 2 and a target cell placed in column 3, row 3. After 3 clock cycles of expansion, the target is reached, and the path is fixed, prohibiting the use of the same path for a successive routing.

5 Conclusion

In this paper we presented a new electronic circuit dedicated to the implementation of bio-inspired cellular applications. It is composed of a RISC-like microprocessor and of two planes of functional and routing units. The first one, a
two-dimensional array of molecules, is similar to standard FPGAs and makes
the circuit general enough to implement any digital circuit. However, molecules
have self-configuration capabilities that are not present in commercial FPGAs
and that are important for the growth of an organism and for self-repair at
the cellular level. The second plane is a two-dimensional array of routing units that implement a dynamic routing algorithm. It is used for the inter-cellular communication, letting the tissue dynamically create paths between cells. This algorithm is totally distributed, and hence does not need the control of a microprocessor. Moreover, its scalability allows the creation of cellular networks of any size.

This circuit has been tested with a simulation based on the VHDL files describing the entire system. The next step of the project, which is currently under way and which should be completed by the time the conference will take place, is to develop, from the VHDL files, the VLSI layout and to realize a testchip to validate the design of our circuit.

Due to financial considerations, the first prototype of the POEtic chip will only contain approximately 500'000 equivalent gates. This size will not have enough molecules in one chip for complex designs. It will only be possible to implement a very simple organism on such a small number of molecules. Therefore, we included in the design the possibility of implementing a multi-chip organism by seamlessly joining together any number of chips (figure 8).
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Abstract. This paper proposes a real-time bioinspired visual encoding system for multielectrodes’ stimulation of the visual cortex supported on Field Programmable Logic. This system includes the spatio-temporal preprocessing stage and the generation of varying in time spike patterns to stimulate an array of microelectrodes and can be applied to build a portable visual neuroprosthesis. It only requires a small amount of hardware which is achieved by taking advantage of the high operating frequency of the FPGAs to share circuits in time. Experimental results show that with the proposed architecture a real-time visual encoding system can be implemented in FPGAs with modest capacity.

1 Introduction

Nowadays, the design and the development of visual neuroprostheses interfaced with the visual cortex is being tried to provide a limited but useful visual sense to profoundly blind people. The work presented in this paper has been carried out within the EC project “Cortical Visual Neuroprosthesis for the Blind” (CORTIVIS), which is one of the research initiatives for developing a visual neuroprosthesis for the blind [1, 2].

A block diagram of the cortical visual neuroprosthesis is presented in fig. 1. It includes a programmable artificial retina, which computes a predefined retina model, to process the input visual stimulus and to produce output patterns to approximate the spatial and temporal spike distributions required for effective cortical stimulation. These output patterns are represented by pulses that are mapped on the primary visual cortex and are coded by using Address Event Representation [3]. The corresponding signals are modulated and sent through a Radio Frequency (RF) link, which also carries power, to the electrode stimulator. This project uses the Utah microelectrode array [4], which consists on an array of $10 \times 10$ silicon microelectrodes separated by about $400 \, \mu m$ in each orthogonal direction (arrays of $25 \times 25$ microelectrodes are also considered). From experimental measures on biological systems, it can be established a time of $1 \, ms$ to “refresh” all the spiking neurons, which means an average time slot of $10 \, \mu s$ dedicated to each microelectrode. The RF link bandwidth allows communication
at a bit-rate of about 1 Mbps, which means an average value of 10 kbps for each microelectrode in a small size array of $10 \times 10$ electrodes or about 1.6 kbps for the $25 \times 25$ microelectrode array.

This paper addresses the design of digital processors for implementing the shady blocks in fig. 1 in Field Programmable Logic (FPL) technology. The model of the retina adopted is a complete approximation of the spatio-temporal receptive fields’ characteristic response of the retina ganglion cells (block R). The neuromorphic pulse coding is based on a leaky integrate-and-fire model of spiking neurons and on the Address Event Representation (AER), that communicates information about the characteristics of spikes and addresses of target microelectrodes without timestamps (block P). The architecture of the system has been designed having in mind the specifications of the problem referred above and the technical characteristics of nowadays Field Programmable Gate Array (FPGA) devices. Experimental results show that a complete artificial model that generates neuromorphic pulse-coded signals can be implemented in real-time even in FPGAs with low-capacity.

This paper is organized as follows. The architecture for modeling the retina and for coding the event lists that will be carried out to the visual cortex is presented in section 2. Section 3 reports the computational architectures designed for implementing the retina model in FPL, discussing their characteristics and suitability to the technology. Section 4 presents experimental results obtained by implementing R and P blocks on a FPGA and section 5 concludes the paper.

2 Model Architecture

The neuron layers of the human retina perform a set of different tasks, which culminate in the spiking of ganglion cells at the output layer [5]. These cells have different transient responses, receptive fields and chromatic sensibilities. The system developed in this paper implements the full model of the retina, which includes all the processing layers, plus the protocol for carrying the spikes to the visual cortex in a serial way through a RF link.

The two main blocks of the system in fig. 1 perform the following tasks: block R, the spatiotemporal filtering of the stimulus visual input, with contrast
gain control and a rectifier circuit for computing the firing rate (fig. 2); block $P$, a neuromorphic pulse coding block which also implements the protocol used to communicate event lists without timestamps (fig. 3).

### 2.1 Retina Early Layers

The retina computational model used is based on the research published in [6], but it has been extended to the chromatic domain by considering independent filters for the basic colors. Fig. 2 presents the model architecture. It includes a spatial filter for contrast enhancement in the various color components which output is combined with programmable weights to reproduce receptive fields stimulated by specific color channels.

A Difference of Gaussians (DoG) is used to filter the stimulus in space:

$$\text{DOG}(r) = \frac{a_+}{2 \pi \sigma^2} e^{-\frac{r^2}{2 \sigma^2}} - \frac{a_-}{2 \pi \beta^2 \sigma^2} e^{-\frac{r^2}{2 \beta^2 \sigma^2}}$$

(1)

where $a_+$ and $a_-$ represent the relative weights of center and surround, respectively, and $\sigma$ and $\beta \sigma$ ($\beta > 1$) are their diameters.

A high-pass temporal filter with the following impulse response is applied to the input signal already filtered in space:

$$h_{HP}(t) = \delta(t) - \alpha H(t) e^{-\alpha t}$$

(2)
where $H(t)$ represents the Heaviside step function and $\alpha^{-1}$ is the decay time constant of the response. In this paper, the bilinear approximation was applied to derive a digital version of the filter represented in the Laplace domain [7]. It leads to a first order Infinite Impulse Response (IIR) digital filter which can be represented by equation 3.

$$l[n] = b_{HP} \times l[n-1] + c_{HP} \times (m[n] - m[n-1])$$ (3)

The relevance (weight) of the time response of a particular receptive field is also programmable in the model presented in fig. 2. The resulting activation $u(r,t)$ is multiplied by a Contrast Gain Control (CGC) modulation factor $g(r,t)$ and rectified to yield the ganglion cells firing rate response to the input stimulus.

The CGC models the strong modularity effect exerted by stimulus contrast. The CGC non-linear approach is also used in order to model the “motion anticipation” effect observed on experiments with a continuous moving bar [8]. The CGC feedback loop involves a low-pass temporal filter with the following impulse response:

$$h_{LP}(t) = Be^{-\frac{t}{\tau}}$$ (4)

where $B$ and $\tau$ define the strength and constant time of the CGC. The filter is computed in the digital domain, by applying the same approximation as for the high-pass filter, by equation 5.

$$v[n] = b_{LP} \times v[n-1] + c_{HP} \times (y[n] + y[n-1])$$ (5)

and the output of the filter is transformed into a local modulation factor ($g$) via the non-linear function:

$$g(t) = \frac{1}{1 + [H(v(t))]^4}$$ (6)

The output is rectified by using the function expressed in eq. 7:

$$F_i(r,t) = \psi H(y(r,t) + \theta)[y(r,t) + \theta]$$ (7)

where $\psi$ and $\theta$ define the scale and baseline value of the firing rate $f_i(r,t)$.

The system to be developed is fully programmable and typical values for all parameters of the model are found in [6]. The model has been completely simulated in MATLAB, by using the Retiner environment for testing retina models [9].

2.2 Neuromorphic Pulse Coding

The neuromorphic pulse coding block converts the continuous-varying time representation of the signals produced in the early layers of the retina into a neural pulse representation. In this new representation the signal provides new information only from the moment a new pulse begins. The adopted model is a simplified version of an integrate-and-fire spiking neuron [10]. As represented in fig. 3, the
neuron accumulates input values from the respective receptive field (output firing rate determined by retina early layers) until it reaches a given threshold. Then it fires and discharges the accumulated value. A leakage term is included to force the accumulated value to diminish for low or null input values. The amplitude and duration of pulses are then coded by using AER, which is represented in a simplified way in fig. 3 by a multiplexer, to be sent to the addressed microelectrodes via the RF link. An event consists on an asynchronous bus transaction that carries the address of the corresponding microelectrode and is sent at the moment of pulse onset (no timestamp information is communicated). An arbitration circuit is required in the sender side and the receiver has to be listening to the data link with a constant latency.

3 FPL Implementation

This section discusses the implementation in FPL technology of the visual encoding system presented in the previous section. The usage of FPL technology will allow changing the model parameters without the need of projecting a second circuit. This has special importance since different patients have different sight parameters therefore requiring adjustments to the artificial retina. FPL may also allow changing model blocks if new information on how visual stimulus are processed reveals the need to introduce new filters.

For the design of the system, different computational architectures were considered both for the retina early layers and to the neuromorphic coding of the pulses. These architectures lead to implementations with different characteristics, in terms of hardware requirements and speed. The scalability and programmability of the system are also relevant aspects that are taken into account for FPL implementations.

3.1 The Retina Early Layers

To implement the retina early layers there can be multiple approaches which involve different hardware requirements, so the first step would be to analyze the necessary hardware to build the desired processor. Assuming a typical convolutional kernel of $7 \times 7$ elements for the DoG spatial filter and that high-pass and low-pass temporal filters are computed by using the difference equations 3 and 5, respectively, then 53 multiplications and 52 additions per image cell are required for just one spatial channel. For a matrix of 100 microelectrodes, the hardware required by a fully parallel architecture makes it not implementable in FPL technology. Therefore, the usage of the hardware has to be multiplexed in time, but the temporal restriction of processing the whole matrix with a frequency up to 100Hz must also be fulfilled. This restriction is however wide enough to consider the processing of cells with a full multiplexing schema inside each main block of the architecture model presented in section 2: DoG spatial filter, High-Pass temporal filter and Contrast Gain Control.

The architectures of these blocks can then be described as shown in figure 4, where each main block includes one or more RAM blocks to save processed
frames in intermediate points of the system in order to compute the recursive time filters. At the input, dual-port RAM for the three color channel is used, while ROM is used to store the three coefficient tables for the spatial DoG filters. The operation of the processing modules is locally controlled and the overall operation of the system is performed by integrating the local control in a global control circuit. The control circuit is synthesized as a Moore state machine, because there is no need of modifying the output asynchronously with variations of the inputs. All RAM address signals, which are unconnected in the figure, are generated by the control circuit.

The DoG filter module calculates the 2D convolution between the input image and the predefined matrix coefficient stored in ROM. It operates in a sequential method, where pixels are processed one at a time in a row major order and an accumulator is used to store the intermediate and final results of the convolution. The local control circuit stores the initial pixel address, row and column, and then successively addresses all the data, and respective filtered coefficients stored in the ROM, required for the calculus of the convolution. After multiplying each filter coefficient the resulting value is successively accumulated. When the calculus is finished for a given pixel, the value is sent both to the internal RAM1 and to the next high-pass (HP) filter module. This module receives as operands the space filter results for the actual and the previous images \( m(r, n) \) and \( m(r, n - 1) \) and the previous filter output \( l(r, n - 1) \), which is stored in the RAM2. The filter is computed by first adding both \( m[n] \) and \( m[n - 1] \) inputs, then multiplies the sum by the coefficient \( c_{HP} \) and the product is added with the previous filter output result \( l[n - 1] \) multiplied by \( b_{HP} \). The result is both stored in the RAM2 and communicated to the next processing module that corresponds to the CGC. This module consists on a low pass filter (eq. 5) and a
non-linear function (eq. 6) which is computed by using a lookup table stored in a RAM block. The low-pass filter circuit is not detailed in the figure because it is similar to the high-pass one. The last processing module is a rectifier which cuts the signal whenever its value decreases below a predefined threshold. It is implemented by a simple binary comparator whose output is used to control a multiplexer.

The overall circuit operates in a 3 stage pipeline corresponding to each one of the main processing blocks. Only the first pipeline stage require a variable number of clock cycles depending on the dimension of the filter kernel—49 cycles for a $7 \times 7$ kernel. Each of the two other pipeline stages is solved in a single clock cycle.

3.2 Neuromorphic Pulse Coding

Fig. 5 shows two processing modules i) for pulse generation and its representation and ii) to arbitrate the access to the serial bus (the input to the RF modulator in figure 1). This block is connected to the retina early layers through a dual port RAM (CGC block in fig. 4) where one writes data onto one port and the others reads it from the other.

The pulse generation circuit, which converts from firing rate to pulses, can be seen as a simple Digital Voltage Controlled Oscillator (DVC0) working in a two clock cycle stage pipeline. In the first stage the input firing rate is added to the accumulated value. In the second stage a leakage value is subtracted and, if the result is bigger than the threshold, a pulse is fired and the accumulator returns to the zero value (see fig. 5). Note that in this architecture the accumulator circuit is made with a RAM, since it corresponds to a single adder and multiple accumulator registers for the different microelectrodes.

AER was used to represent the pulses while the information is serialized. In a first approach, the architecture consists of an arbitration tree to multiplex the onset of events (spikes) onto a single bus. In this tree, we check if one or more inputs had a pulse to be sent and arbitrate the access to the bus trough

![Fig. 5. Block diagram of the circuit for coding the pulses and to implement the address event protocol.](image-url)
the request/acknowledge signals in the tree [3]. This tree consists of multiple subtrees, where registers can be used for buffering the signals between them. This architecture is not scalable, since it requires a great amount of hardware and is not a solution when arrays with a great number of microelectrodes are used (see section 4). To overcome this problem, and since the circuit for pulse generation is intrinsically sequential, a First In First Out (FIFO) memory is used to register the generated spikes for the microelectrodes. Only one pulse is generated in a clock cycle and information about it is stored in the FIFO memory because requests may find the communication link busy. This implementation has the advantage of not increasing the hardware resources required with the increase in the number of microelectrodes, but its performance is more dependent of the channel characteristics since it increases the maximum wait time to send a pulse.

The FIFO is implemented by using a dual port data RAM, where input is stored in one port and, at the other port, the pulse request is sent to the channel. Also to avoid overwriting when reading data from the FIFO a shift register is used to interface the data output of the RAM with the communication channel.

4 Experimental Results

The visual encoding system was described in VHDL and exhaustively tested on a DIGILAB II board supported on a XILINX SPARTAN XC2S200 FPGA [11] with modest capacity. The synthesis tool used was the one supplied by the FPGA manufacturer, the ISE WebPACK 5. This FPGA has modest capacities, with 56 kbit of block-RAM and 2352 slices, corresponding to a total of 200,000 system-gates. The functional validation of the circuits was carried out by comparing the results obtained with MATLAB Retiner [9].

For the test and experimental results presented in this section, only one space filter (DoG) is considered and the input signal is represented in 8-bit grayscale. However, internally 12-bit signals are used in order to reduce discretization errors. The considered dimension of the microelectrode array is 100.

Analyzing the results in table 1 it is clearly seen that the retina early layers do not require many FPGA slices but occupies a significant amount of memory. The synthesis of the circuit for an array of 1024 microelectrodes shows a similar percentage of FPGA slice occupation but it occupies all the 14 RAM blocks supplied by the SPARTAN XC2S200. In terms of time restrictions, the solutions works very well since it can process the array of input pixels in a short time, about 0.1ms for 100 pixels, which is much lower than the specified maximum of 10ms. In fact this architecture allows to process movies at frame rate of 100 Hz and a resolution of 10000 pixels without increasing the number of slices used.

The analysis of the AER translation method as however different aspects. If considered a typical matrix of 100 microelectrodes the tree solution (with or without intermediate registers) is a valid one as the resource occupation is low. However, the increase of the number of microelectrodes implies the usage of a great amount of hardware and this solution becomes impracticable for FPL technology. In that case, the FIFO based solution proposed in this paper has the
Table 1. Retina encoding system implemented on a SPARTAN XC2S200 FPGA

<table>
<thead>
<tr>
<th>Block</th>
<th>Number of microelectrodes</th>
<th>Slice Occupation</th>
<th>Maximum clock frequency</th>
<th>Number of RAM blocks used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retina early layers</td>
<td>100</td>
<td>18%</td>
<td>47MHz (49 cc*)</td>
<td>6</td>
</tr>
<tr>
<td>Pulse Generation</td>
<td>100</td>
<td>2%</td>
<td>51MHz</td>
<td>5</td>
</tr>
<tr>
<td>AER</td>
<td>100</td>
<td>9%</td>
<td>99MHz</td>
<td>0</td>
</tr>
<tr>
<td>Registered Tree</td>
<td>256</td>
<td>17%</td>
<td>98MHz</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>37%</td>
<td>93MHz</td>
<td>0</td>
</tr>
<tr>
<td>AER</td>
<td>100</td>
<td>10%</td>
<td>64MHz</td>
<td>0</td>
</tr>
<tr>
<td>Unregistered Tree</td>
<td>256</td>
<td>21%</td>
<td>63MHz</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>45%</td>
<td>57MHz</td>
<td>0</td>
</tr>
<tr>
<td>FIFO AER</td>
<td>**</td>
<td>5%</td>
<td>75MHz</td>
<td>1</td>
</tr>
</tbody>
</table>

* 49 clock cycles are required for processing a pixel
** not dependent of the number of micro-electrodes

The synthesis results demonstrate how the adopted pipelined and time multiplexed approach makes the whole system fit well on a relatively low complexity FPL circuit, while real-time processing is achieved. The use of FPL is also very convenient to easily customize (re-configure) the visual pre-processing and encoding system for each implanted patient.

5 Conclusions

This paper proposes a computational architecture for implementing a complete model of an artificial retina in FPL technology. The system is devised to stimulate a number of intra-cortical implanted microelectrodes for a visual neuroprosthesis. It performs a bio-inspired processing and encoding of the input visual information. The proposed processing architecture is designed to respect the constraints imposed by the telemetry system to be used, and with the requirement of building a compact and portable hardware solution.

The synthesis results demonstrate how the adopted pipelined and time multiplexed approach makes the whole system fit well on a relatively low complexity FPL circuit, while real-time processing is achieved. The use of FPL is also very convenient to easily customize (re-configure) the visual pre-processing and encoding system for each implanted patient.
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Abstract. Recent developments in information technologies made the secure transmission of digital data a critical design point. Large data flows have to be exchanged securely and involve encryption rates that sometimes may require hardware implementations. Reprogrammable devices such as Field Programmable Gate Arrays are highly attractive solutions for hardware implementations of encryption algorithms and several papers underline their growing performances and flexibility for any digital processing application. Although cryptosystem designers frequently assume that secret parameters will be manipulated in closed reliable computing environments, Kocher et al. stressed in 1998 that actual computers and microchips leak information correlated with the data handled. Side-channel attacks based on time, power and electromagnetic measurements were successfully applied to the smart card technology, but we have no knowledge of any attempt to implement them against FPGAs. This paper examines how monitoring power consumption signals might breach FPGA-security. We propose first experimental results against FPGA-implementations of cryptographic algorithms in order to confirm that power analysis has to be considered as a serious threat for FPGA security. We also highlight certain features of FPGAs that increase their resistance against side-channel attacks.

1 Introduction

Digital signal processing has traditionally been done using enhanced microprocessors but recent increases in Field Programmable Gate Arrays performance and size offer a new hardware acceleration opportunity. The last years brought cryptographic implementations into the field of FPGA designers as several conference and journal publications can witness [10, 11]. These cryptosystem designers frequently assume that secret parameters will be manipulated in closed reliable computing environments. However, the realities of physical implementations can be extremely difficult to control and may result in the unintended leakage of side-channel information. This leaked information is often correlated to the secret keys, thus adversaries monitoring this information may be able to recover the secret key and breach the security of the cryptosystem.
Side-channel attacks based on time, power and electromagnetic measurements were successfully applied to the smart card technology as witnessed by [1–5]. However, we have no knowledge of any attempt to implement them against FPGAs. Moreover, most major FPGA manufacturers provide no information about the actual security of their devices. This paper presents first experimental results in order to fill that gap. Based on various examples, we discuss the practicability of power analysis attacks against an application-oriented FPGA board but also highlight certain physical features of FPGAs and application boards that make the practical implementation of power analysis significantly harder than in the smart card context.

The paper is structured as follows. Section 2 presents the hardware used to carry out the experiments. Section 3 gives a short description of two cryptographic algorithms: DES and RSA. Section 4 introduces power analysis. We study Simple Power Analysis and Differential Power Analysis in sections 5 and 6. Finally, topics for further researches are in section 7 and conclusions in section 8.

2 Hardware Description

All our experiments were carried out on a VIRTEX-ARM board developed by DICE\(^1\) (Figure 1). This board was developed in 2000 for a multi-purposes use. The board is composed of a control FPGA (Altera\(^\text{®}\) FLEX\(^\text{®}10K\)) and a Xilinx\(^\text{®}\) Virtex\(^\text{®}1000\) FPGA associated with \(\mu\)-controllers (Microchip\(^\text{®}\) PIC\(^\text{®}\), ARM\(^\text{®}\)) and fast access memories. It has multiple compatible PC interfaces (USB, PCI). Practical details about the Virtex1000BG560-4 FPGA that we investigated can be found in [8].

The voltages needed for the board are:

1. 5 volts for the PCI bridge.
2. 2.5 volts for the Virtex core and the ARM \(\mu\)-processor.
3. 3.3 volts for other devices, including the Virtex I/O blocks.

The usual way to use this board has always been to plug it into a PCI port but to perform a power analysis against a chip, one must have access to its power supply in order to acquire power consumption traces. For this purpose, we insert a small resistance in the supply circuit. As the board has a single ground circuit and only the Virtex chip has to be analyzed (other devices add noise to the measurements) we decided to insert the resistance next to the source supplying the Virtex. We undersupplied certain unnecessary devices and we un-soldered the DC-DC 2.5V convertor (of which internal oscillations generate noise) before carrying out the experiments. Figure 1 illustrates the final test bed where the FPGA is programmed via the JTAG chain\(^2\).

Finally, we used the following hardware to perform our tests:

1. Voltage sources to supply the 2.5 volts path and 3.3 volts path.
2. A waveform generator or a crystal oscillator to generate the clock signal.

\(^1\) Microelectronics Laboratory at Université Catholique de Louvain, Belgium.

\(^2\) Boundary-Scan Standard IEEE 1149.1, developed by the Joint Test Action Group.
3. An oscilloscope to observe the power traces. We used the Tektronix 7140 with a 1 GHz bandwidth.
4. Computer softwares to generate the FPGA programming files and process the data after acquisition.

3  DES and RSA

In 1977, the Data Encryption Standard (DES) algorithm was adopted as a Federal Information Processing Standard for unclassified government communication. Although a new Advanced Encryption Standard was selected in October 2000, DES is still largely in use. DES [6] encrypts 64-bit blocks with a 56-bit key and processes data with permutations, substitutions and XOR operations. It is an iterative block cipher that applies a number of key-dependent transformations called rounds to the plaintext. This structure allows very efficient hardware implementations.

Basically, the plaintext is first permuted by a fixed permutation $IP$. The result is next split into the 32 left bits and the 32 right bits, respectively $L$ and $R$ that are sent to 16 applications of a round function. The ciphertext is calculated by applying the inverse of the initial permutation $IP$ to the result of the 16-th round.

The secret key is expanded by the key schedule to 16 x 48-bit subkeys $K_i$ and in each round, a 48-bit subkey is XORed to the text. The key expansion consists of known bit permutations and shift operations. As a consequence, finding any subkey bit directly involves that the secret key is corrupted.
4 Introduction to Power Analysis

Integrated circuits are built out of individual transistors that act as voltage-controlled switches. Current flows across the transistor substrate when charge is applied to (or removed from) the gate. This current then delivers charges to the gates of other transistors, interconnect wires, and other circuit loads. The motion of electric charge consumes power and produces electromagnetic radiations, both of which are externally detectable. Therefore, individual transistors produce externally observable electrical behavior. Because microprocessor logic units exhibit regular transistor switching patterns, it is possible to easily identify macro-characteristics (such as microprocessor activity) by the simple monitoring of power consumption.

In Simple Power Analysis attacks, an attacker directly observes a system’s power consumption. The amount of power consumed varies depending on the microprocessor instruction performed. Large features such as DES rounds may be identified, since the operations performed by the microprocessor vary significantly during different parts of these operations.

Differential Power Analysis is a much more powerful attack than SPA, and is much more difficult to prevent. While SPA attacks use primarily visual inspection to identify relevant power fluctuations, DPA attacks use statistical analysis to extract information correlated to the secret key.

Because it was not obvious that power analysis could detect some features of a running design, we performed a simple preliminary tests: we investigated the power consumption of NOT gates applied to bit vectors (all 0s or all 1s) and stored in registers. We clearly observed that the power consumption is correlated
Algorithm 1 Computation of $x^k \mod n$
1. $z = 1$;
2. For $i = l - 1$ to 0 loop:
   \[ z = z^2 \mod n; \]
   If $k_i = 1$ then $z = z \times x \mod n$

5 Simple Power Analysis of FPGAs

Traditional controllers process the data sequentially and apply a set of instructions to the intermediate states of the computation. They can be viewed as control-oriented designs. As a consequence, an attacker may expect to detect two types of information from their side-channel leakages:

1. The instructions processed.
2. The data processed.

SPA typically tries to take advantages of the sequence of instructions processed. For example, distinguishing the square operation from the multiply operation would allow us to directly recover the key bits in an implementation of RSA. There are numerous examples of programs running on smart cards that allows to distinguish different instructions. However, simple countermeasures usually allows avoiding SPA by masking the instructions.

On the contrary, in most applications, FPGAs are used in order to perform parallel tasks. Cryptographic applications like DES or RSA can be implemented as data-oriented pipeline architectures with several operations running concurrently. Moreover, operations that are spread over several clock edges in smart cards may be reduced to only one clock period in FPGA implementations, which makes distinguishing them unlikely. As a consequence, in these cases, SPA becomes somewhat unpractical and an attacker is limited to information about the data processed as we have in Figure 3.

Exceptions obviously exist. For example applications where enable signals of registers are managed by a control part. Then the activity (or not) of registers may help to distinguish instructions.

We can illustrate these assumptions with an example. We investigated the power consumption of a DES running with weak keys that we can explain as follows. Because of the way the initial key is modified to get a subkey for each round of the algorithm, certain initial keys present special properties. Practically,

---

3 Hamming weight: number of one in the bit vector.
if the subkey used for any round of the algorithm is the same, the initial key is weak. DES has 4 weak keys and we used the following ones (in hexadecimal representation):

<table>
<thead>
<tr>
<th>Weak Key Value</th>
<th>Actual Subkey</th>
</tr>
</thead>
<tbody>
<tr>
<td>0101010101010101</td>
<td>00000000000000</td>
</tr>
<tr>
<td>FEFEFEFEFEFEFEFE</td>
<td>FFFFFFFFFFFFFFFFFF</td>
</tr>
</tbody>
</table>

Figure 3. Hamming weight (5000 traces averaged).

Figure 4 illustrates the power consumption of DES running with weak keys. We observe that:

1. We can clearly identify the rounds of our running DES.
2. The mean power consumed slightly differs between the two cases. One reason could be that the architectures slightly differ because a different key is stored in the VHDL code.
3. The patterns of the power consumed are clearly different. The second is fatter which corresponds to the expected behavior of the device.

This test confirms that the consumed power is strongly correlated with the internal bit switches of FPGAs. It also underlines that SPA-type attacks, where the attacker recovers secret parameters observing the shape of the traces are
made difficult by parallel computing (as all components are running concurrently). Moreover, FPGAs offer great opportunities to implement countermeasures against SPA.

6 Differential Power Analysis of FPGAs

As previous section confirmed that the power consumed by FPGAs is correlated with the internal bit switches, Differential Power Analysis is theoretically applicable. This section is devoted to experimental results of DPA implemented against RSA and DES running on a FPGA. We first studied modular implementation.

The basic premise of this attack is that by comparing the power signal of an exponentiation using a known exponent to a power signal using an unknown exponent, the adversary can learn where the two exponents differ, thus learn the secret exponent. The DPA technique begins by using the secret exponent to exponentiate $L$ random values and collect their associated power signals $S_i[j] \ (j \text{ is a sample point})$. Likewise, $L$ power signals $P_i[j]$ are collected using the known exponent. The average signals are then calculated and subtracted to form $D[j]$, the DPA bias signal.

$$D[j] = \frac{1}{L} \sum_{i=1}^{L} S_i[j] - \frac{1}{L} \sum_{i=1}^{L} P_i[j] = \overline{S}[j] - \overline{P}[j]$$

The portions of the signals $\overline{S}[j]$ and $\overline{P}[j]$ that are dependent on the intermediate data will average out to the same constant as long as the data produced by the RSA computation is equal. We have $D[j] = 0$ if the exponentiation operations are the same and $D[j] \neq 0$ if different.

There are several ways to perform the attack, depending on the assumptions made about the attacker. The simplest one is a "Multiple-Exponent, Single-Data" mode. Then, the attacker guesses the exponent bits (starting from the MSB), decides if the guess was correct by computing $D[j]$ and modifies the exponent bits one by one in order to get $D[j] = 0$ everywhere. Figure ?? shows our practical implementation of the attack. The left picture is a single power consumption trace where we observe the 13 clock edges corresponding to 13 “square and multiply” operations. The right picture shows peaks amplitudes for two keys that are equal until bit number 7. We observe that the consumption traces clearly diverge when exponents differ. Note that the attack depends on how different are the intermediate texts. As a consequence, repeating it with different texts improves its efficiency. Another critical point is that our RSA design was a toy-design with 12-bit vectors. As a consequence the difference between correct and wrong vectors is not large and it was difficult to underline their different power consumption. We increased the power consumption by repeating the RSA computation 20 times on the FPGA. Then we could clearly distinguish the secret exponent.

In the case of DES, the Differential Power Analysis requires a selection function $D(C,b,K_{Sb,16})$ that we define as computing the value of a bit $b$ which is a
part of intermediate vector $L_{15}$. As $b$ results of a partial decryption through the last round of the algorithm, it can be derived from the ciphertext $C$ and the 6 key bits entering in the same s-box as bit $b$.

To implement the DPA attack, an attacker first observes $m$ encryptions and captures $m$ power traces $T_i$ and their associated ciphertexts $C_i$. No knowledge of the plaintext is required. With a guessed key $K$, the function $D$ can be computed for each $i$ and we can obtain two sets of traces: one corresponding with $D_i = 0$ and the other with $D_i = 1$. Each set is then averaged to obtain two average traces $A_0$ and $A_1$ and we can compute the difference $\Delta = A_0 - A_1$.

If $K_{S_b, 16}$ is correct, the computed value for $D$ will equal the actual value of target bit $b$ with probability 1. As the power consumption is correlated to the data, the plot of $\Delta$ will be flat, with spikes in regions where $D$ is correlated to the values being processed. If $K_{S_b, 16}$ is incorrect, $\Delta$ will be flat everywhere.

The main difference between attacking DES and RSA is that while we have to distinguish the difference between two intermediate vectors in the RSA case, we have to observe the effect of a single bit in the case of DES, what we could not achieve with our low cost equipment. The following practical features of our FPGA board make the implementation of the DPA against DES a challenging task:

1. It should be noted that the application boards usually include several components of which the grounds are connected together. This makes the isolation of the FPGA consumption critical if the power measurements are carried out on the ground pin.
2. The manipulation of the selection bit that is spread over several clock edges in smart cards is reduced to one clock period in our FPGA implementation.
3. FPGAs are running at high work frequencies. Optimal implementations of the DES on the old VIRTEX technology run up to 170 MHz. Recent devices like VIRTEX-2 are much faster. This involve very high sampling rates to catch the consumption details.
4. Contrary to smart cards where the data is managed by 8-bit registers, FPGAs deal with all the bits (64 for DES) at once. This cause a dilution of the desired effect. This is even more critical when the key schedule or other tasks
are computed in parallel. As a result, the quantization of power traces may become the bottleneck of the attack, i.e. if the effect of a single bit is out of scale (less than one bit of quantization), the attack becomes unfeasible. Figure 3 illustrates this assessment with a comparison between 20-bit spikes and 2-bit spikes.

7 Further Research

A practical implementation of the DPA against DES is still matter of further research and there are plenty of potential sources for improvements. Nevertheless, there are many others scopes for further research. We propose the following list:

1. Reducing the noise during measurements by isolating the FPGA, using multiple-bit attacks, cooling the devices with nitrogen, ...
2. Applying intrusive attacks to FPGAs: depackaging, layer recovering,...
3. FPGAs usually consists in regular structure. As a consequence, Electro-Magnetic Analysis could be applied in order to focus the acquisition of information leaking to some relevant logic blocks.
4. FPGAs have multiple power sources. Analysis of their distribution inside the logic blocks could help to isolate some components of FPGAs.
5. Studying the security questions raised by the reconfigurability.

8 Conclusions

This work confirmed that power analysis has to be considered as a serious threat for FPGA security. Although certain features of our FPGA board made the practical implementation of power attacks significantly harder than in the smart card context, we have conducted relevant experimental tests. We analyzed the power of a DES running with weak keys and could clearly distinguish both keys. We also implemented a Differential Power Analysis attack against a toy-implementation of RSA. Many solutions would allow to improve our measurements, for example isolating the FPGA from its application board, and a lot of questions concerning the physical security of FPGAs remain open. As a future technological trend seems to be the combination of processors and reconfigurable hardware, there is a field for various research in the coming years.
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Abstract. In the research community wireless devices are fostering many design and development activities. The augmented transmission bandwidth supplied by 3G transmission schemes will soon enable an ubiquitous fruition of multimedia content. This paper proposes a reconfigurable, power–scalable architecture for hybrid video coding, suitable for the mobile environment. The complete FPGA design flow shows very interesting performances both in terms of throughput, and power consumption.

1 Introduction

In the last few years, reconfigurable power-aware systems have gained a growing interest in the scientific community. The current global coverage wireless networks are designed specifically to transmit circuit-based voice; however, market analyses foresee that in 2005 50% of wireless traffic, and 80% in 2010 will be non voice, e.g. data transfer and multimedia applications. The major technological challenge will be then to guarantee wireless video access with an acceptable quality, real time response and interactivity. However, behind all these attractive motivations, there are many critical factors that could seriously tackle the design and implementation of multimedia–aware mobile terminals. The design of wireless terminals, in fact, has to deal with limited power budgets and reduced resources availability. Field Programmable Gate Arrays (FPGAs) emerged as the leading technology for their capability of being easily reconfigurable with a quite low effort, allowing, at the same time, to implement even large designs. They became not only powerful prototyping tools for complex designs, but also attracting alternatives to Application Specific Integrated Circuits (ASICs). Thus, FPGAs can be used instead of ASIC where both complex elaborations and certain reconfigurability are the main goals.

Different working profiles could be provided in order to obtain scalable performance (e.g. video quality, frame rate ...) with different levels of power dissipation. Reconfigurable blocks have to be designed to achieve several energy consumption profiles providing, at the same time, the necessary elaboration tasks.
Good choices for this paradigm can be both DSPs and FPGAs. While the former are able to grant a quite large set of reconfigurable options, they usually suffer from high dynamic power consumption. This figure can seriously tackle their employment in strong power constrained envirorments, expecially when computationally intensive algorithms will be used. On the other hand, FPGAs resemble the proper candidates to obtain a certain degree of reconfiguration and the needed elaboration capabilities with acceptable power consumption, provided that technology improvements can reduce static power consumption.

Power–Scalable solutions must be carefully designed in order to reduce the overall power dissipation. Shut–down policies of the most consuming blocks have to be exploited to reach effective energy savings without compromising the efficiency and the functionality of the entire system. In order to achieve different energy profiles, a Power–Scheduler has to be added to the terminal architecture either as an hardware block or as an Operating System’s feature. In this work we investigate the feasibility of a new Motion Estimation IP for hybrid video coding: the main novelty behind the proposed architecture lays in the availability of different power consumption profiles. The paper is organized as follow. In Section 2 hybrid video coder principles and Motion Estimation techniques, for low–power operation, are discussed. In Section 3 the proposed IP for Motion Estimation, based on the previous discussion, is analysed. In Section 4 the IP implementation and its performances are presented; while in Section 5 some conclusions are drawn.

2 Hybrid Video Coders

In figure 1 a simplified description of an actual implementation of an hybrid video coder is sketched. Analysing the coder structure, a direct path and a feedback path can be identified. The direct path exploits the spatial correlation among near pixels in a frame; it is highly probable, in fact, that they can have similar values, thus low–frequencies components are the most relevant in the frame spectrum. To identify them, every new frame produced by the image sensor,
passes through a transformation stage (T). The transformed image, then, passes through a quantiser (Q), that reduces the amount of bits needed for the frame representation. Then, the remaining bits are coded via an entropy coder (C) to adapt the information to communication medium’s capacity. All these processes, typical also for still pictures, produce the so called Intra Frame (I).

The feedback path, on the other hand, tries to detect the temporal correlation among frames, i.e. successive frames have, with high probability, little scene variations with respect to the formerly coded ones. The objective is to predict the new frame, based on the knowledge of the previous ones, and then to transmit only the differences between the predicted and the real frame. Such this error frame passes through the T, Q and C stages obtaining then a so called Inter Frame (P) that requires few bits to be represented. The main hint in this step is that the feedback path has to “simulate” the receiver’s steps before trying to predict the next frame. This must be done to avoid differences between the transmitter and the receiver, the prediction stage must work on the same quality frames than the receiver does. The image has to pass through a de-quantiser (Q⁻¹) and an anti-transformation stage (T⁻¹) to produce a frame similar to the one produced by the image sensor. This reconstructed frame is then stored in a local buffer. After, it is compared with a previously stored image to identify the differences, due to moving objects. This step, called Motion Estimation (ME), detects the motion occurred between the images in terms of Motion Vectors (MVs). A subset of these MVs are used to predict the next frame just applying them to the current frame during the Motion Compensation (MC) step. This prediction is compared with the actual image to obtain the aforementioned error frame. Understanding the computational effort of each block aids in designing a power efficient coder. Thus, we perform a profiling analysis on a software model of an H.263 video coder\(^1\). As it can be inferred analysing table 1, Motion Estimation is the most demanding task; therefore a proper hardware implementation can reduce the overall consumption achieving better power figures.

Block–based Matching Algorithms,[2], divide the whole frame in \(L \times W\) “mosaic” of macroblocks (MBs) each made of \(N \times N\) pixels. Then each MB of the current frame is compared with a set of macroblocks of the past stored picture, obtaining the most correlated block, with the one of the current frame. Knowing the coordinates of both these MBs, the MV, is evaluated. A suitable metric is the Sum of Absolute Differences (SAD) function that reaches a minimum value

---

\(^1\) The C code was developed at the University of British Columbia, [1].

<table>
<thead>
<tr>
<th>Building Block</th>
<th>% Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformation</td>
<td>39.3 %</td>
</tr>
<tr>
<td>ME block</td>
<td>47.2 %</td>
</tr>
<tr>
<td>Quantiser</td>
<td>5.4 %</td>
</tr>
<tr>
<td>Entropy Coder</td>
<td>0.8 %</td>
</tr>
<tr>
<td>Other</td>
<td>7.3 %</td>
</tr>
</tbody>
</table>
when the correlation function has its maximum, [2], [5]. The SAD function requires, therefore, $N \times N$ operations to evaluate each macroblock, exhibiting a $O(N^2)$ computational complexity. Reducing this function’s evaluation implies fewer power–consumption to perform ME. Depending on the search strategy employed, two separated classes can be identified: Exhaustive Search Class and Heuristic Search Class.

The former class is basically formed by the well–known Full Search (FS) algorithm, [2], [3]. As it can be inferred from the name, in this search strategy each macroblock in the current frame is compared with all MBs of the past image. Thus the best correlated block is straightforwardly identified but a great energy effort is required. In fact, considering a frame divided into $W \times W$ macroblocks the search complexity is $O(W^2)$; each search step has complexity $O(N^2)$ therefore the FS algorithm can require $O(W^2 N^2)$ operations.

To reduced the computational needs of the Full Search other sub–optimal search strategies have been purposed, all based on an assumption on the SAD function properties. Thus a reduced number of steps is needed to identify the best correlated frame. One of these sub–optimal algorithms was the so–called Three–Step Search (TSS) algorithm, [2]. In this approach, a constellation of 9 MBs, centred in the past frame, are evaluated identify the block that exhibit the minimum SAD value. This MB becomes the central macroblock of a new constellation where the relative distance among the blocks is halved. The search is stopped when the macroblocks are one–MB–distance one from the others. Considering a frame of $W \times W$ macroblocks where $W = 15$, to perform a complete search requires 25 steps therefore $O(25 N^2)$ operation; thus, there is considerable reduction with respect to the Full Search. One of the major drawbacks of TSS is that it is not centre–biased, i.e in typical video sequences the main amount of motion is in the central area of the frame, [5]. Higher video quality can be achieved if the search process is performed first in this region. This can be done, with low computational complexity, resorting to the Four–Step Search (FSS) algorithm. This algorithm relays on the 9–MBs constellation used by TSS, but, in this approach, the macroblocks are 2–MB–distance long, one from the others, in all the search steps. This strategy is therefore centre–biased, and the algorithm stops when the minimum SAD value block is the one in the centre of the constellation. Then it is performed the so called Shrinking step, i.e. the SAD function is evaluated also in the 8 MBs around the central one and 1–MBs–away from it. The shrinking step can be performed anytime during the search process so an analytical evaluation of the computational complexity is not possible. From simulations’ results, otherwise, it has been found that FSS has a mean complexity of $O(19 N^2)$ operations, [5]. Another algorithm which is an improvement of TSS, is the so–called Simple and Efficient Search (SES) algorithm, [4]. Based on the aforementioned assumption on SAD function, it is possible to identify the direction and the verse of the motion vectors without analysing all of the 9 macroblocks of the TSS. The SES algorithm starts to evaluate the SAD function in the central macroblock and in other two blocks that are in two orthogonal directions. The basic idea is to divided the frame
into four quadrants; depending on the value assumed by the SAD functions in these three MBs one of these quadrants is selected. This allow to evaluate only other few blocks of the 9–MBs constellation used by TSS. This approach allows a further computational reduction, approximately $O(12N^2)$ operations.

3 The Proposed Architecture

To obtain proper video–quality with reasonable power consumption we designed a Motion Estimation IP based on sub–optimal search strategies. Furthermore, it has to achieve different energy profiles that can be implemented on FPGAs. In this section we present the chosen algorithm and we validate its estimation properties. Heuristic search is needed in order to avoid energy waste due to a full search. Moreover, in video–surveillance applications an high video quality is not required since the main task is to properly detect abnormal situations. This means that video quality, and also the stream frame–rate, can be adapted depending on the environment conditions.

To obtain good video quality with low computational efforts, we have chosen the so–called Majority Voting Algorithm (MVA), [6]. This algorithm relays on the aforementioned FSS and TSS ones choosing, depending on a particular merit criterion, which of them has to be used. This is done because near macroblocks tend to exhibit similar motion, so chosen the proper search strategy for a MB is better performed by knowing the motion occurred by its neighbour. This approach can further reduce the overall search without compromising the quality. In fact, FSS, that is centre–based, can properly detect the motion in the centre of the frame, while TSS works well in all the other cases. The choice between TSS and FSS is based on the motion vector values of some of the MBs near the one under elaboration and called “Predictors”. These values are compared with a threshold that varies depending on the frame format (CIF, QCIF or others).

To achieve further computational reduction, we chose to implement the SES algorithm rather than the original TSS one; in fact SES can be considered like an improvement of the TSS scheme. Moreover, other reductions can be obtained selecting, when it is possible, a sub-sampling strategies called Pixel Decimation, [7]. In this approach, the SAD function is evaluated only for $N^2/4$ of the $N \times N$ MB pixels. This means some video quality losses, but great improvements in the power savings. Because of these losses, this strategy can be selected depending on the environmental conditions.

To validate our choices, we wrote a “software model” in C and we compared the estimated motion vectors of our approach with the ones obtained with the Full Search algorithm. In fact, FS has better estimation properties and can be used as benchmark. We analysed the differences in term of displacements between the MVs’ values obtained by FS and our MVA implementation. The statistical frequencies of these displacements, representing the estimation errors of our model are depicted in figures 2(a) and 2(b). These values have been obtained comparing the estimations of several frames from some well known
test sequences like *Foreman* and *Coast–guard*. These sequences are all in QCIIF format ($176 \times 144$ pixels) with $16 \times 16$ pixels MBs and without Pixel Decimation.

Analysing these results, we can see that our MVA commits few errors with respect to the Full Search, in fact the statistical distributions, that are similar the well–known Laplace’s Distribution, have zero mean and little variance. This has given us good confidence on our algorithm estimation properties; thus it is a good choice for an hardware implementation.

The block–scheme of the proposed IP is depicted in figure 3. As it can be seen this IP is made of several building blocks. The first one is the *Interface* block. As it was observed previously, this architecture is intended to be able to work with different profiles; this means that it has to accept different frame formats in particular CIF ($352 \times 288$ pixels) and QCIIF ($176 \times 144$ pixels) sequences. So, an external CPU can select the proper format sending to our IP the frame “dimension”, in terms of pixel. Moreover the MBs’ format, like $16 \times 16$ or $8 \times 8$ pixel, can be chosen during the elaboration time. Also Pixel Decimation can be programmed by the control microprocessor ($\mu$P). This one has to provide to our IP the corresponding thresholds, to be used in the MVA algorithm, for the chosen frame format. All these features make our architecture able to be
reconfigured “on–line” during the operation time. Moreover the interface block is used to access the external frame buffer in which the current and the past frame are stored.

The $CU_{SUP}$ block, controls the information interchange with the CPU when this one programs the IP. Moreover, it selects the proper MB, of the current frame, on which evaluating the motion estimation. This block is also devoted to select, based on the knowledge of the predictor block MV values and of the threshold values, the proper algorithm, FSS or SES, for the estimation. This is done alternately enabling and disabling the control units devoted to the operation flow of these two search strategies.

In particular, the $CU_{SES}$ block is the control unit that implements the Simple and Efficient Search algorithm. On the other hand, the $CU_{FSS}$ block controls the FSS algorithm’s operation flow. In the $Data-path$ block, otherwise, all the required analytical elaborations are performed. In particular, the SAD is evaluated for the chosen macroblocks of the search constellations by the $SAD$ block. Then, the MB that exhibits the minimum SAD value is chosen by the $MIN$ block.

4 Implementation and Results

All of these blocks were described in VHDL code and then synthesised on a Xilinx XCV300E FPGA. To improve the reconfigurability, the code was written by means of generic parameters. In this way, our IP can be adapted to the particular operative conditions just varying these parameters and re–synthesising the code. This provides the so–called “off–line” reconfigurability.

The FPGA speed–grade for the implementation was set to 8 and 352–pin Ball–Grid Array (BGA) package was chosen. The synthesis step was performed by means of Synplify Pro tool from Simplicity. The synthesised structure was, then, Placed & Routed on the selected FPGA. This step was accomplished by mean of the WebPack tool provided by Xilinx. From these previous steps, we obtained some preliminary information on the architecture performances, addressed in table 2. The LUT (look–up table) occupation means the percentage of the total FPGA look–up tables used by our design; while the REG occupation is related with the percentage of non–Input/Output registers used. From table 2 it can be seen that there is a reduction for the maximum frequency achievable by the IP, between the post synthesis and the post Place & Route structures. This reduction is mainly due to some internal critical paths within

<table>
<thead>
<tr>
<th>Table 2. Area &amp; frequency IP performances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>LUT occupation</td>
</tr>
<tr>
<td>REG occupation</td>
</tr>
<tr>
<td>Maximum Frequency</td>
</tr>
</tbody>
</table>
the obtained IP. Further studies have to be exploited in order to eliminate them and to achieve better frequency performances.

To be of practical use, our architecture has to achieve very small energy requirements. Thus, we need to have some estimations of the dissipated power in order to have some energy profiles. This task was accomplished using the XPower Analyzer provided by Xilinx. First of all, we evaluated a statistical power consumption value setting the activity ratios of all the involved signal to 12.5%. To obtain a more realistic estimation, we produced a test-bench to validate the overall IP. By means of Modeltech tool from Mentor Graphics, we were able to extract all the actual activity ratios for the IP signal and to store them in a so-called VCD file. This file became an entry for XPower that could perform a more accurate power dissipation estimation. We performed this evaluations doing the motion estimation on frames in QCIF format without applying Pixel Decimation and operating at the maximum frequency. All these results are depicted in table 3. Total $P_D$ represents the overall FPGA power consumption due both to static and dynamic contributions. As it can be seen from table 3, the static power overcame the dynamic one acting as the limiting factor for the use of commercial FPGA in mobile devices. In fact, Static Power is due to internal implementation of the FPGA, therefore is a characteristic of each device family and the designer has no control on it. The dynamic $P_D$, on the other hand, can be reduced by a proper choice of the architecture that has to be implemented.

<table>
<thead>
<tr>
<th></th>
<th>Statistical estimation</th>
<th>Actual estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total $P_D$</td>
<td>637 mW</td>
<td>579 mW</td>
</tr>
<tr>
<td>Worst Case Static $P_D$</td>
<td>540 mW</td>
<td>540 mW</td>
</tr>
<tr>
<td>Dynamic $P_D$</td>
<td>97 mW</td>
<td>39 mW</td>
</tr>
</tbody>
</table>

To analyse the power-saving properties of our architecture, we compared its energy consumption with the ones achievable running our C-code "software model" over some general-purpose µPs. We also compared the elaboration time needed to perform motion estimation for a QCIF frame for all the considered processors. The results of the comparisons are presented in table 4. As it can be seen, our IP achieves the lowest dissipation and one of the lower elaboration time. StrongArm SA1100 obtains a quite low energy consumption, but needs a long computation time\(^2\). On the other hand, a reasonable elaboration time is achieved by Mobile Celeron processor, but it has an higher power dissipation, i.e. 23.8 W, and an higher cost that makes its use impractical in an most wireless

\(^2\) This results were obtained with the JouleTrack tool, avalible at: http://www-mtl.mit.edu/jouletrack/JouleTrack/index.html
Table 4. Performances Comparisons

<table>
<thead>
<tr>
<th>Selected processor</th>
<th>Elaboration time</th>
<th>Dissipated energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed IP</td>
<td>39.6 ms</td>
<td>0.023 J</td>
</tr>
<tr>
<td>StrongArm SA1100 206 MHz</td>
<td>1.1 s</td>
<td>0.39 J</td>
</tr>
<tr>
<td>Mobile Celeron 1.1 GHz</td>
<td>0.02 s</td>
<td>0.48 J</td>
</tr>
<tr>
<td>UltraSparc III</td>
<td>0.11 s</td>
<td>8.8 J</td>
</tr>
<tr>
<td>UltraSparc I</td>
<td>0.40 s</td>
<td>11.2 J</td>
</tr>
</tbody>
</table>

Fig. 4. One MB estimation time vs. clock frequency

devices. The other processors have been addressed only for the purpose of having some evaluation metrics for the comparisons.

The proposed architecture is able to evaluate a $16 \times 16$ pixel macroblock (of the current frame) in less than 400 $\mu$s operating at maximum frequency; therefore, our IP performs the motion estimation on a 99 MBs’ QCIF frames in less than 40 ms. Thus, frame–rates of 25 frames/s are achievable. ME for CIF frames, is exploited with rates of 6 frames/s, but high–rates are not the main target in video–surveillance operations. Furthermore we can applying Pixel–Decimation, at a cost of little losses in video–quality, obtaining higher rates even for CIF sequences\(^3\). Further power savings can be obtained reducing the operating frequency as was sketched in[8]; this comes at the cost of longer elaboration periods. We exploited this feature, evaluating our IP performances reducing the clock frequency; the obtained results are depicted in figure 4. These values can be used as evaluation metrics for selecting the proper power dissipation/elaboration time trade–off while designing a energy constrained application.

\(^3\) The higher resolution of CIF format can compensate the losses due to Pixel Decimation.
5 Conclusions

In this paper we presented a novel Power–Scalable Motion Estimation IP suitable for nomadic use on wireless terminals. The proposed architecture can achieve low dynamic power, good video quality and reasonable frame-rates. Moreover it can operate on different video format and can be reconfigured both off-line and on-line. Further researches have to be accomplished in order to reduce the internal critical path, achieving better maximum frequencies performances. Moreover, new FPGA architectures must be exploited searching low-static-power devices suitable for an actual implementation of our IP on a demonstrator platform.
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Abstract. In this article we present a model of coarse grained reconfigurable architecture, dedicated to accelerate data-flow oriented applications. The proliferation of new academic and industrial architectures implies a large variety of solutions for platform-based designers. Thus, efficient metrics to compare and qualify these architectures are more and more necessary. Several metrics, Troughput Density[3][12], Remanence[4] and Operative Density are then used to perform comparisons on different architectures. Architectures are often customisable and purpose several parameters. Therefore, it is crucial to characterize the architectural model according to these parameters. This paper proposes as a case study the Systolic Ring, and gives a set of metrics as functions of the architecture parameters. The methodology illustrated is generic and proved very efficient to highlight architectural properties such as the scalability.

1 Introduction

A System on Chip (SoC) allows the integration of a whole system on the same silicon die by combining different IP (Intellectual Property) cores. This technology provides significant benefits such as decreasing device’s cost and power consumption and is therefore suitable for embedded communication products. Thanks to process geometries dropping, these systems are more and more complex bringing attractive functionalities such as multimedia abilities. However, design techniques must fit silicon technologies evolution in order to cope with the time to market constraints: it is obvious that it is more and more difficult to validate the whole functionality of an entire system. In order to reduce the designing times, SoC providers purpose customisable platform-based designs. Thus, the provider can adapt the platform to different customer needs (size of memory and buses, hardwired accelerators etc.) with a customisable architectural model. This methodology allows to significantly decrease the circuits’ time to market.

In this context, customisable cores seem to be very attractive: by changing few parameters of the architectural model, different kind of optimisation could be
imagined: for example, the processing power/area trade-off. In a SoC context, this
ability allows to cope with different customer needs at the core level; this means that
the core architectural model must have been fully characterised according to the
parameters of the architecture. From the SoC provider point of view, the most
competitive and attractive platform will be the one made of the most evolutionary,
customisable and scalable soft cores.

The lack of flexibility of specific hardware has motivated the integration of
reconfigurable cores. These architectures provide hardware-like acceleration style
while retaining most of the software flexibility: a simple bit-stream defines the
functionality. Among the last couple of years lots of new approaches appeared [1].
Real innovations like coarse grain reconfigurable fabrics [2] or dynamical
reconfiguration have brought numerous improvements, solving several weaknesses of
traditional FPGA architectures. Besides this point, several recurrent issues remain,
and the proliferation of architectures lays on an additional problem for platform-based
designers: choose the right IP core for a given set of specifications. Some works have
already proposed useful tools to directly compare reconfigurable computing
architectures, like the Dehon criterion[3][12]. Nevertheless, none addresses the
characterisation of architectural models. This characterisation supposes to evaluate
metrics as a function of the architecture parameters.

Efficiency and comparison of architecture is always a major problem to address. In
this paper, we distinguish two orientations. The first one considers the application
implementation efficiency. The second one is based on intrinsic characterization of
the architectural model. The goal of this paper is to propose a method to characterize
an architectural model: the approach proposed here is performed on a case study, but
could be easily extended to any coarse grained reconfigurable architecture.

The next section presents a model of coarse-grained dynamically reconfigurable
architecture, the Systolic Ring. This architecture already presented in [4][5], will be
used as an example in our characterisation approach.. The third section presents
metrics dedicated to compare different architectures. Finally, we propose a novel
approach of using intrinsic metrics to characterise an architectural model.

Fig. 1. The Dnode architecture

2 The Systolic Ring Architectural Model

The objective of this section is to briefly describe the Systolic Ring architecture,
already presented in [4][5]. This architectural model will be used as an example in the
fifth section to present the way to characterize a model of reconfigurable architecture.
The Systolic Ring architectural model features a highly optimised DSP-like coarse grain reconfigurable block, the Dnode (figure 1). The Dnode, a processing element, is the building block of the architectural model. This component is configured by a fixed-size microinstruction code. The configuration comes from a local sequencer. This sequencer can manage the Dnode configuration autonomously (up to eight instructions) or can be managed at a higher level by a global sequencer.

In the Systolic Ring model, at a higher processing elements are brought together in clusters. A cluster is called “layer”. A layer is made of a number “N” of Dnodes; N is the first parameter of the architectural model. In order to interconnect these layers, a configurable switch component is used to establish a full connectivity between two layers and to inject data from the memory. The number “C” of layers used in the model is the second parameter. The global interconnect structure of the processing elements is depicted on figure 2: this example of the Systolic Ring model is made of 8 layers and 2 Dnodes per layer. The last layer is connected to the first layer with a switch (each switch is connected to the data memory via dedicated FIFO inputs). Thus, the topology is circular, allowing an efficient implementation of pipelined datapaths of different sizes through the successive layers. The Systolic Ring also provides reversed datapaths through a feedback network made of pipelined registers. A reversed datapath is associated to each switch. In addition, a Systolic Ring bus connecting all switches in the architecture and the global sequencer is also available. An other way to increase the processing power in a Systolic Ring architecture consists in using multiple instances of the circular datapaths. Figure 3 depicts this third interconnection level. The Systolic Ring bus is then used to interconnect the number S (S=4 in the example) of Systolic Ring instances. S is the third parameter of the Systolic Ring architectural model.

3 Metrics for Architecture Comparisons

The main goal of metrics consists of evaluating quantitatively and relatively the performances of the architecture to implement an application (application oriented metrics) and of quantifying the structure intrinsic characteristics (intrinsic oriented metrics).
3.1 Application Oriented Approach

The most used metric to compare computing machines to implement an algorithm is the Throughput Density [3], also presented in [12]. This metric is computed as follows: \( D = \frac{1}{(\text{Area} \times \text{Time})} \). The area is expressed in relative unit, \( \lambda^2 \), where \( \lambda \) is the half size of the minimal width gate in a given technology (for more details, refer to [3]) and the time is expressed in absolute unit, \( i.e., \) seconds. This metric highlights the architecture which uses the most efficiently the silicon (smallest time and area) for closed technologies and a given application.

3.2 Intrinsic Approaches

3.2.1 Remanence

Remanence has been introduced in [6]. It characterises the architecture dynamism and is computed as follows: \( R = \frac{N_a \times \text{Fe}}{N_c \times \text{Fc}} \). \( N_a \) is the number of the architecture building block (operators for coarse grain reconfigurable architectures and processors, CLBs for FPGA). \( N_c \) is the number of configurable building blocks per cycle. \( \text{Fe} \) is the building blocks operating frequency and \( \text{Fc} \) the configuration frequency. The architecture granularity and the technology do not influence the resulting Remanence due to the fact that Remanence is a ratio.

Remanence represents the number of cycles to (re)configure the whole architecture. For instance, a “very dynamic” architecture has a Remanence value equal to one (all the building blocks are configured in only one cycle) and on the opposite, “a highly static” architecture has a Remanence value very important.

3.2.2 Scalability and Operative Density

An architectural model is scalable when the number of building blocks increase implies a linear increasing of the architecture area. In this case, the area “A” can be expressed as a linear function of the number of the building blocks “N” as follows: \( A(N) = k \times N \forall N \). Consequently, the derived function of \( A(N) \) is a constant: its value is equal to \( k \), the increasing factor. The value of \( k \) can be then computed for any value of \( N \) and determined as follows: \( k = \frac{A(N)}{N} \forall N \). The inverse of \( k \), \( \frac{1}{k} \), is an interesting characteristic of an architectural model, because it represents the Operative Density “Do”. \( Do \) is computed as follows: \( Do(N) = \frac{N}{A(N)} = \frac{1}{k} \). The Operative Density allows to characterise the number of building blocks per area unit.

In order to avoid the influence of the technology, we propose to use a relative unit, \( \lambda^2 \), to express the area of the whole architecture as a function of the number of the building blocks. When the architecture is scalable, \( Do \) is a constant whatever the value of \( N \). However, \( Do \) can also be used to illustrate a non-scalable architectural model, to characterise the evolution of the operative density as a function of the architectural model parameters. A complete illustration of this is given in the following section.

3.3 Comparisons

For these comparisons, we have selected three types of architecture dedicated to digital data processing: FGRA or Fine Grained Reconfigurable Architectures (Xilinx

3.3.1 Throughput Density Comparisons
The results of throughput densities are summarized in table 1. The application considered is a classical algorithm of digital signal processing: the Discrete Cosine Transform (DCT). It is supposed that this algorithm is applied to a 64*64 image, on 8*8 blocks (two-dimensional DCT).

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Techno.</th>
<th>Implement.</th>
<th>N</th>
<th># cycles</th>
<th>f (MHz)</th>
<th>Time (µs)</th>
<th>Area (Mλ²)</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtex E</td>
<td>FGRA</td>
<td>0.18µm</td>
<td>Signal Flow</td>
<td>N/A</td>
<td>4171</td>
<td>80</td>
<td>52.14</td>
<td>8000</td>
<td>2.4.10*</td>
</tr>
<tr>
<td>Systolic Ring</td>
<td>CGRA</td>
<td>0.18µm</td>
<td>Matrix</td>
<td>24</td>
<td>6826</td>
<td>200</td>
<td>34.13</td>
<td>500</td>
<td>5.8.10*</td>
</tr>
<tr>
<td>DART</td>
<td>CGRA</td>
<td>0.18µm</td>
<td>N/A</td>
<td>24</td>
<td>9536</td>
<td>130</td>
<td>73.35</td>
<td>300</td>
<td>4.5.10*</td>
</tr>
<tr>
<td>MorphoSys</td>
<td>CGRA</td>
<td>0.35µm</td>
<td>Signal Flow</td>
<td>128</td>
<td>1344</td>
<td>100</td>
<td>13.44</td>
<td>5500</td>
<td>1.3.10*</td>
</tr>
<tr>
<td>TMS320C62</td>
<td>DSP</td>
<td>0.15µm</td>
<td>Matrix</td>
<td>8</td>
<td>10240</td>
<td>300</td>
<td>34.13</td>
<td>12300</td>
<td>2.4.10*</td>
</tr>
</tbody>
</table>

Firstly, we can notice that different algorithm implementations are used. In order to compare the most objectively Throughput Densities (D), the same implementation would have to be mapped on each architecture. Indeed, it is well known that a signal flow implementation allows better performances. An other point to consider is the CMOS technology. Time is given in absolute units (seconds): thus, only close feature sizes can be objectively compared. Consequently, we can suppose that MorphoSys would reach greater performances with similar silicon technologies as the other architectures presented in the table. Then, we observe that the DSP and the FPGA have a very close D value (around 2.4.10⁻⁶). The two other examples of CGRA reach a better throughput density due to the fact of the parallel and pipelined topology of the operators allowing a better implementation.

Even if the results proposed here are interesting and useful to qualify these architectures, they are also limited because targeting only one algorithm with several implementations and different feature sizes. In order to compare efficiently the five architectural models, it would be necessary to produce results as a function of the architectural model parameters on several applications and closed feature sizes.

3.3.2 Remanence Comparisons
For the five architectures presented in the table 2, configuration and operating frequencies are equal. The building block granularity can differ from an architecture to another one. Thus, for the ARDOISE architecture based on a partially dynamically reconfigurable AT40K FPGA [8], the building block grain is the CLB: consequently, 2304 CLBs are available. Seven cycles are needed to configure one CLB, therefore 0.14 CLB is reconfigured in one cycle. Concerning the four others architectures, the grain is coarse: for the Systolic Ring, DART and MorphoSys, the building blocks are made of one multiplier and one ALU. We will consider for each
one that the total number of operators is the product of the number of building blocks by 2.

These Remanence values show the dynamism of the architecture or the number of cycles needed to configure the whole structure. Hence, the DSP is the most dynamic architecture because it is able to configure the 8 operators in only one cycle. The CGRA architectures can also behave very dynamically by reconfiguring the whole structure in only one cycle thanks to SIMD control modes. They also propose more elevated Remanence allowing to configure more slowly the whole architecture but then can fix their configuration reducing consequently the consumed power by the configuration. The highest Remanence value is reached by the FPGA showing that if it is needed to reconfigure the architecture, 16457 cycles are necessary.

Table 2. Remanence comparisons

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Na</th>
<th>Nc (min)</th>
<th>Nc (max)</th>
<th>F</th>
<th>R (min)</th>
<th>R (max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARDOISE</td>
<td>FGRA</td>
<td>2304</td>
<td>0.14</td>
<td>0.14</td>
<td>33</td>
<td>16457</td>
<td>16457</td>
</tr>
<tr>
<td>Systolic Ring</td>
<td>CGRA</td>
<td>24</td>
<td>0.5</td>
<td>24</td>
<td>200</td>
<td>1</td>
<td>48</td>
</tr>
<tr>
<td>DART</td>
<td>CGRA</td>
<td>24</td>
<td>1</td>
<td>24</td>
<td>130</td>
<td>1</td>
<td>24</td>
</tr>
<tr>
<td>MorphoSys</td>
<td>CGRA</td>
<td>128</td>
<td>1</td>
<td>128</td>
<td>100</td>
<td>1</td>
<td>128</td>
</tr>
<tr>
<td>TMS320C62</td>
<td>DSP VLIW</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>300</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

3.3.3 Operative Density Comparisons

As stated in the previous parts, multipliers and ALUs are separated to compute the total number of operators (N). Here, in order to compare the most objectively different architectures, we only consider coarse grained operators. By the way, for the ARDOISE architecture, the number of operators (26) is the number of synthesized operators on the whole FPGA architecture (2304 CLBs).

Table 3. Operative densities comparisons

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>N</th>
<th>Area($\text{M}\mu^2$)</th>
<th>Do (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARDOISE</td>
<td>FGRA</td>
<td>26</td>
<td>12300</td>
<td>0.21 . 10^2</td>
</tr>
<tr>
<td>Systolic Ring (S=1, C=6, N=2)</td>
<td>CGRA</td>
<td>24</td>
<td>500</td>
<td>4.80 . 10^2</td>
</tr>
<tr>
<td>Systolic Ring (S=4, C=8, N=2)</td>
<td>CGRA</td>
<td>128</td>
<td>2700</td>
<td>4.74 . 10^2</td>
</tr>
<tr>
<td>DART</td>
<td>CGRA</td>
<td>24</td>
<td>300</td>
<td>8.00 . 10^2</td>
</tr>
<tr>
<td>MorphoSys</td>
<td>CGRA</td>
<td>128</td>
<td>5500</td>
<td>2.32 . 10^2</td>
</tr>
<tr>
<td>TMS320C62</td>
<td>DSP VLIW</td>
<td>8</td>
<td>12300</td>
<td>0.06 . 10^2</td>
</tr>
</tbody>
</table>

The Operative Densities results show that CGRA use more efficiently the silicon area due to the fact of the hardwired operators. The area dedicated to control units in the DSP involves for this one the worst operative density value. The ARDOISE architecture operative density, because of the fine grained granularity, is worse than CGRAs. Concerning CGRA, DART has the greatest Do value, meaning that the number of operators per $\text{M}\mu^2$ is the most elevated, conferring a greater processing power per $\text{M}\mu^2$. The important interconnection resources available for the Systolic Ring and MorphoSys results in a worse Do value.
4 Characterize a Model: An Example through the Systolic Ring

The metrics previously described provide very useful results in order to compare different architectures. However, architectural models such as the Systolic Ring, proposing parameterization abilities, are not fully characterized. Therefore, it seems to be very important to propose a novel way of using previous metrics to reach this objective of characterization. The idea consists in computing the metrics as a function of the architectural parameters. By the way, a fully characterized core could be integrated in platform-based design and parameterized following the customer needs. For a platform-based design provider, this full characterization could be used as a tool to compare different architectural models in order to choose the best one according to his needs.

4.1 Remanence Analysis

The Systolic Ring architectural model is based on four management modes. Thus, we will provide four Remanence formalisations. Because the number of Systolic Ring instances is not an influencing factor, it will not appear in the Remanence results.

![Fig. 4. Global Mode Remanence](image1)

![Fig. 5. Maximum of Local Mode Remanence](image2)

In global mode, one layer of the architecture is configured each cycle, therefore N Dnodes are configured each cycle (Nc=N). The total number of Dnodes being C.N (Na=C.N), we easily deduce that the Remanence R is equal to C. In order to represent the evolution of the Remanence value as a function of the number Dnodes, we take four examples of customized Systolic Ring. This customization is based on the C/N ratio. This ratio represents the trade-off made on the pipeline degree versus spatial parallelism. To increase the pipeline degree, the C/N ratio must be elevated. At the opposite, to increase the parallelism potential, the C/N ratio must be low. The four ratios chosen are 1, 2, 4 and 8: we can observe on the figure 4 that the higher the pipeline, the higher the Remanence. We also remark that this Remanence is increasing quickly for low C.N values (few Dnodes), and more slowly for higher C.N values. We can also highlight that the most elevated value of R is less than 40 for more than 180 Dnodes, meaning that a 180 Dnodes Systolic Ring can be totally reconfigured in less than 40 cycles.

In local mode, local configuration registers of the Dnode sequencer are pre-programmed to execute a maximum of 8 instructions corresponding to 8 Dnodes configuration. One layer being addressed during the configuration phase, the number of Dnodes configured each cycle is N divided by the number of registers...
preprogrammed. Consequently, supposing that all the Dnodes are preprogrammed with the same number of instructions (from two instructions to eight instructions), we easily deduce that the minimum of the \textit{Remanence} will be $2C$ and the maximum, $8C$.

These results are shown on the figure 5. As a consequence, we can observe that local mode involves higher \textit{Remanence} values meaning that the whole architecture will need more cycles to be reconfigured. However, the maximum reached is only 320 cycles, and is ever lower than a dynamic FPGA \textit{Remanence} (16457 for ARDOISE).

An other means to manage the Systolic Ring is the SIMD mode. In SIMD global mode, all the Dnodes receive the same configuration instructions. This is performed in only one cycle. Therefore, the \textit{Remanence} value is one, meaning that the whole architecture is reconfigured in only one cycle. In SIMD local mode, each Dnode local sequencer register is pre-programmed with the same instruction. Therefore, the \textit{Remanence} value in this mode is equal to the number of pre-programmed registers (from two to eight). With these low \textit{Remanence} values SIMD mode is the most dynamic mode to manage the Systolic Ring.

### 4.2 Scalability Analysis

This analysis is based on the operative density evaluation. In order to compute this metric, we need to determine the area of the architectural model as a function of the number of processing elements. The total area is approximated by the sum of the 4 constituting elements of our model (PE : Processing Elements ; Config : Configuration memory):

$$A_{\text{TOTAL}} = S \cdot [A_{\text{Config}}(C,N) + A_{\text{Control}}(C,N) + A_{\text{Interconnect}}(C,N) + A_{\text{PE}}(C,N)] = f(S,C,N)$$

The total area $A_{\text{TOTAL}}$ is a parameterised function depending on the three architecture parameters. The number of Dnode in the structure is simply the product of these three parameters: $\# \text{Dnodes} = S \cdot C \cdot N$. The following results of operative density evaluations are expressed as a function of the total number of Dnodes. The systolic ring architectural model has been fully placed and routed in a C=4, N=2 version. The 0.35µ CMOS AMS technology has been used and the resulting area has allowed us to calibrate this area evaluation.

The figure 6 illustrates the operative density limits for one Systolic Ring instance. Three customized C/N ratios, from 1/8 (low pipeline degree versus spatial parallelism) to 4 (high pipeline degree versus spatial parallelism), were selected. Firstly, we can observe that $Do(N)$ decreases quickly for the lowest C.N values and
then decreases more slowly for the highest values. This figure shows that the Systolic Ring is not so scalable. The most influencing factor lays on the interconnection resources. Indeed, the full connectivity allowed between each architecture layer involves a quadratic increasing of the switches’ area.

The third interconnection scheme, multi Systolic Ring instantiations (refer to the third paragraph) allows to improve the scalability. The figure 7 illustrates this other level of the Systolic Ring customisability. The operative densities results presented here were performed for C/N ratio equal to one (balanced pipeline degree and parallelism potential), and for one, two, four and eight Systolic Ring instances. The curves represented on the figure show that for a fixed number of Dnodes (proportional to a given processing power), choosing several Systolic Ring instances will significantly improve the scalabilty compared to one Systolic Ring instance. This means that the silicon area needed to integrate the same number of Dnodes is lower when using several Systolic Ring instances. Thus, this scheme allows to balance area versus interconnect resources.

![Figure 8](image)

**Fig. 8.** Characterization and customisation illustration

### 4.3 Characterization and Customization of the Model

Let suppose that the silicon area available is between 3000M$\lambda^2$ and 4000M$\lambda^2$. This design space defines the constraint tube. As mentioned in the previous paragraph, the C/N ratio must be selected. This ratio will be fixed following the targeted applications. We choose here for example a C/N ratio equal to 4. Following the area evolution as a function of C and N for one instance of the Systolic Ring, corresponding curves are plotted for several instances of the Systolic Ring. The figure 8 represents the corresponding curves. The constraint tube is then plotted following the area constraints (the two lines were extrapolated from the Systolic Ring area formalisation). In order to show the architecture dynamism, we also plot the Remanence curve and add it to the graphic. The figure 8 shows how a Systolic Ring user (a platform-based designer for example) can tune his core with the architectural parameters. Indeed, in the constraint tube, many solutions are possible. For an area around 3000M$\lambda^2$, the number of Dnodes can take the values from around 45 to 90 meaning that within the same silicon area, the processing power can be multiplied by a factor two. This characterizes an increased operative density. This is allowed by the
way of using eight instances of the Systolic Ring instead of only one. However, this multi-instantiation implies a reduced connectivity between the Dnodes of the architecture and an increased Remanence. For an area around 4000Mλ², the processing power can also be doubled by the same means. Between these two areas, many solutions are possible and the Systolic Ring user can easily compare different possible trade-offs.

5 Conclusion

After having compared different architectures and show the limitations of classical comparing approaches, we have presented a general methodology for the characterization of architectures dedicated to digital signal processing. This methodology is based on evaluating metrics, Remanence and Operative Density, as functions of the architecture parameters. This methodology helps the designer to choose between several architectural trade-offs, as shown for the Systolic Ring example. This architecture presented in the second section, was used as a case study for both Remanence and scalability analysis. These considerations helped to determine architecture feature trade-offs and also contributed to establish the limitations of the architecture considering a set of application-relative constraints (parallelism type, area, processing power). Future works take place in a similar analysis on other crucial factors in a SoC design context such as the power consumption.
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Abstract. A smart transducer network hosts various nodes with different functionality. Our approach offers the possibility to design different smart transducer nodes as a system-on-a-chip within the same platform. Key elements are a set of code compatible processor cores which can be equipped with several extension modules. Due to the fact that all processor cores are code compatible, programs developed for one node run on all other nodes without any modification. A well-defined interface between processor cores and extension modules ensures that all modules can be used with every processor type. The applicability of the proposed approach is shown by presenting our experiences with the implementation of a smart transducer featuring the processor core and a UART extension module on an FPGA.

1 Introduction

A smart transducer is a sensor or actuator element that is integrated with a processing unit and a communication interface [1]. The processing unit transforms the raw sensor signal to a digital representation, checks and calibrates the signal, and transmits the digital information to its users via a standardized communication interface. In case of an actuator, the smart transducer accepts standardized commands and transforms these into control signals. In many cases, the smart transducer is able to locally verify the control action and provide a feedback at the transducer interface.

A demonstration of a smart transducer network is presented in the DSoS project (Dependable Systems of Systems (IST-1999-11585)), where smart transducers are built with commercial embedded 8-bit microcontrollers featuring integrated standard UART communication interfaces.

The miniaturization process of sensors and actuators, however, offers completely new possibilities for system designers. More and more sensor elements are microelectronic mechanical systems (MEMS) that can be integrated on the same silicon die as the associated microcontroller and the communication controller. Such an integrated smart transducer promises a number of advantages

*This work was supported by the Hochschuljubiläumsstiftung der Stadt Wien via project MOSAIC (H-1147/2002).
over a discrete design: (i) non-linear and electrically weak sensor signals can be generated, conditioned, transformed into digital form, and calibrated without any noise pickup from long external signal transmission lines [2], (ii) power consumption of the smart transducer can be reduced significantly to a level where long-life battery-powered sensors or systems powered by solar cells are possible, (iii) the size of a smart transducer will decrease to a level where the size of the package containing sensor, processing unit, and communication interface is insignificant compared to the size of connectors and casing, (iv) production costs for large lot sizes are considerably lower than for solutions based on a discrete design.

At the same time, a developer faces several problems when designing a smart transducer. Selecting the right microcontroller for a smart transducer is difficult since a smart transducer network can host various different nodes, where the spectrum ranges from simple sensor nodes instrumenting a contact switch up to nodes with control functions or image processing capabilities. Thus, in the majority of cases it will not be possible to select a single processor that economically covers all expected applications [3]. Moreover, if the smart transducer should provide real-time functionalities, commercial processor architectures are often not appropriate, since they are optimized for average throughput. Worst-case analysis for such systems, which is essential for real-time applications, lead to unrealistically pessimistic estimations [4]. Finally, the smart transducers, although different in processing power and interaction capabilities, should support interoperability via a standard communication interface.

It is the objective of this paper to present an architecture for integrated smart transducers that meets the above described requirements on scalability and interoperability. The paper is structured as follows: Section 2 describes the architecture of a smart transducer node in general. Section 3 describes a modular approach to build integrated smart transducers using a microprocessor core with various extension modules. Section 4 provides information about implementations of the processor core hardware, an extension module, that protects processor resources against unauthorised accesses, and a communication extension module. Section 5 gives an overview of related work in the field, while the paper is concluded in Section 6.

2 Smart Transducer Architecture

The generic smart transducer architecture introduces a two-level design approach [5] that reduces the overall complexity of a smart transducer by separating transducer-specific implementation issues from interaction issues between different smart transducers.

Figure 1 depicts the two functionalities as protocol part and local application. The protocol part instruments the network interface. Each network interface of a smart transducer must provide some standard functionalities to transmit data in a temporally deterministic manner in a standard data format, provide means
for fault tolerance, and enable a smooth integration into a transducer network and its application.

For example, the smart transducer interface (STI) [6] standard specifies some services for smart transducers. It comprises a time-triggered transport service within the distributed smart transducer subsystem and a well-defined interface to a CORBA (Common Object Request Broker Architecture) environment. The key feature of the STI is the concept of an Interface File System (IFS) that contains all relevant transducer data. This IFS allows different views of a system, namely a real-time service view, a diagnostic and management view, and a configuration and planning view. The interface concept encompasses a communication model for transparent time-triggered communication. A time-triggered sensor bus will perform a periodical time-triggered communication to copy data from the IFS to the fieldbus and write received data into the IFS. Thus, the IFS is the source and sink for all communication activities. Furthermore, the IFS acts as a temporal firewall [7] that decouples the local transducer application from the communication activities. Data is transmitted in a standard UART format.

The general architecture including the protocol part applies for every smart transducer, thus implying a generic implementation approach. The realization, however, faces the following problems: Due to the differing requirements on code size and processing power for the different local applications, it is not economic to select a single processor architecture. Moreover, each smart transducer type has its own I/O hardware configuration. An architecture should support, on the one hand, the configuration of many types of I/O extensions, and, on the other hand, provide a consistent interface to these modules in order to enable software reuse. Building smart transducers on commercial hardware is possible, but due to the various microcontroller types and I/O interfaces, programming and reuse is complex and error-prone.

3 Implementation Concept

As explained in the previous section a smart transducer network comprises various nodes with different requirements in terms of processing speed, size, interfaces and so on. Due to this fact different standard microcontrollers have to be used within the same network - the programmers have to know instruction
set and peculiarities of each microcontroller type in order to be able to implement, administrate, and maintain such a network. Furthermore, software pieces with the same functionality, e.g. the communication protocol, have to be implemented and tested for each microcontroller type separately. This proves to be especially difficult in the field of real time applications, where not only the correct functionality, but also the temporal behavior has to be considered. Usually, the employment of different hardware components requires a redesign of the software. To overcome these problems we designed a modular construction system, consisting of a set of processor cores and a set of different extension modules. The processor cores are all fully code compatible, but have different features in terms of computational power, required silicon area, memory-size and power consumption. Additionally, every activity within these processors is temporally predictable, which facilitates the design of real-time applications. [8]

All processor cores provide a generic interface to extension modules, which can be used to fit the microcontroller to different requirements. Figure 3 depicts the idea behind that approach.

It difficult to verify the correct functionality of a smart transducer due the fact, that not only the value domain, but also the temporal domain has to be considered. Especially the temporal aspect is critical. To evaluate the functional-

![Fig. 2. Construction of an individual microcontroller](image)

![Fig. 3. Architecture of SPEAR and NEEDLE processor cores](image)
ity of such a smart transducer in a network long simulation periods are necessary. Such a simulation would require an unacceptable amount of time. Thus, it is particularly important to get prototypes of smart transducers at early development stages. The use of FPGAs is ideal for this purpose. The smart transducer can be integrated into a real network and tested over longer periods of time. Therefore, we test prototypes of the assembled network nodes on FPGA test boards. Since all employed components of our architecture are described as VHDL models it is easily possible to implement a proved system in a silicon chip.

3.1 Processor Cores

Currently, two processor cores, named SPEAR and NEEDLE [3], have been implemented by our group. While the SPEAR core is designed to support moderate arithmetic performance, NEEDLE pays attention to a compact design. A further processor core LANCE supporting high computational power is planned. All processor cores are absolutely code compatible - this means that they not only use the same instruction set, but also the same exception handling, an identical memory architecture (from a logical point of view) and the same status and configuration registers. Due to this fact the programming code can be interchanged between different processor cores without any modification.

**SPEAR Processor Core:** SPEAR features a 16 bit processor that executes instructions over a three-stage pipeline. The processor core comprises a set of 32 registers. 26 registers are general purpose registers and 6 registers have a special function: three are coupled with dedicated instructions to efficiently implement stacks and the other three registers are used to save the return address in case of a subroutine call or an exception. Data and instruction memory are both 4 kB in size. It is also possible to add up to 128 kB external instruction memory and 127 kB external data memory. The upper 1 kB of the data memory is reserved for the memory mapped extension modules. In this way an extremely simple and efficient access to these modules is provided. The SPEAR processor supports 32 exceptions, of which 16 are hardware exceptions (= interrupts) and 16 can be activated by software (= trap). The exception vector table contains the pointers to the exception service routines.

**NEEDLE Processor Core:** NEEDLE is absolutely code compatible with the SPEAR processor, but the implementation is more compact. NEEDLE has no pipeline and executes instructions within several clock cycles. Due the fact that during each clock cycle at most two memory accesses are performed, it was possible to map the entire memory architecture (instruction memory, data memory, register file and exception vector table) into a single 4 kB dual-ported memory block. Moreover, the possibility to bind up to 64 different extension modules to the data memory area still exists. The block diagram of SPEAR and NEEDLE is shown in figure 3.
3.2 Extension Modules

To ensure scalability the processors are easily expandable by different extension modules, such as communication interfaces (sensors, actuators, PS/2, VGA, parallel port, USB, network interfaces, etc.) or application-specific extension modules such as a floating point unit or a protection unit. The extensions are mapped to the top address space of the data memory. For the processors the extension modules are only storage positions that can be accessed with simple load and store instructions. Therefore, from the processor’s point of view it makes no difference, whether the extension is a simple sensor, actuator or a complex floating-point unit. Due to the well-defined generic interface [3] modules developed for one processor core can be used by all other cores. It is also possible to instantiate an extension module more than one time. For example, a smart transducer node can be equipped with several UART modules, having different mapping addresses in the data memory.

To illustrate the possibilities offered by the extension modules, two modules, the protection control unit and a customized UART will be described in the following. The first one extends the functionality of the processor core, the second one shows, how problems existing in commercial UART modules can be solved by a customized UART implementation.

Protection Control Module: The software that runs on a smart transducer node comprises a protocol code and an application part. As explained in section 2 the local application should not have direct access to the network bus. To guarantee that such an illegal access cannot happen, we have to ensure that only the protocol software can access the communication module. Such a protection mechanism is provided by the protection control extension module.

The protection control module allows assigning a protection level to individual data memory blocks, instruction memory blocks, registers and to extension modules. The module supports four protection levels: zero, low, high, and supervisor protection. As depicted in figure 4 the module comprises four look-up tables, which are are mapped into the data memory of the processor. Via these look-up tables a protection level to each resource can be assigned. The addresses of instruction memory, data memory, register file and extension modules are directly connected to the input of the respective look-up table. The module controls the access by comparing the output of each look-up table (i.e., the assigned protection level) with the current protection level defined in the processor status register (i.e., protection level of the current task) and by evaluating the control signals associated to each address. When a process tries to access a resource with the current protection level being lower than the protection level of the resource, an access-violation exception is generated.

UART Extension Module: In [9], we have examined the applicability of common UARTs for real-time communication and identified the following problems: the arithmetic error, the error due to frequency-drift and the send jitter problem.
Therefore, we have developed an alternative VHDL implementation of a UART unit that resolves the intrinsic UART problems and allows the implementation of more efficient protocols, respectively the employment of cheap on-chip oscillators with large drift rates.

The UART module is able to work with an RC-oscillator that provides a frequency of $1 \text{ MHz} \pm 50\%$ and a frequency-drift of $\pm 10\%$ per second. As the baud rate is influenced by this drift it has to be continuously adjusted. To deal with the baud rate drift rate problem the UART module offers a synchronization mode. In this mode the UART can be forced to synchronize periodically, like it is necessary in fieldbus protocols such as TTP/A [10] or LIN [11]. For synchronization the UART searches for a regular bit pattern as it is outlined in Figure 5. The synchronization pattern allows the UART to determine the used baud rate.

A substantial divergence from the desired transfer rate is caused by the arithmetic error in baud rate setting, i.e., the accuracy of a selected baud rate depends heavily on the selected clock source. Therefore, it is necessary to select special crystal frequencies (e.g. $1.8432 \cdot 10^6$) to be able to use standard communication rates [9]. Our UART module uses an extrapolation mechanism that minimizes this rounding errors.

As a further problem, many commercial UARTs exhibit intrinsic delays of the sending instant of a transmission because the UART baud rate generator period-
ically generates potential transmission points. Thus, the start of a transmission is delayed until the next transmission point which is perceived as a send jitter by an outside user. The send jitter can be a problem for real-time communication.

Our UART module overcomes this disadvantage by a different design approach. Thus, the UART module starts with the message transmission immediately after receiving the transmit signal transmission, which almost completely eliminates the send jitter.

The bus interface contains a hardware filter that preprocesses the input signal from the bus to achieve robustness against spike interferences. Additionally, oversampling has been implemented.

Figure 6 illustrates the block diagram of the UART extension module.

---

3.3 Development Tools

For software development an assembler is implemented. In the next step we will port the GNU C compiler to our processor architecture. Further a system design tool and a debugger are available to support assembling and testing of smart transducers. The system design tool provides software models of the processor cores and the extension modules. These components can be connected in order to form the desired smart transducer. The entire system could be simulated and verified. It is also possible to define own components in a high level language based on C++. In this way it is possible to evaluate a virtual hardware setup and to decide whether the real hardware should be build or not.

The debugger provides a high degree of flexibility, since it is easily adaptable to different purposes. For example it is possible to set breakpoints not only to a program counter value but also to sensor values or bus signals. Furthermore the debugger allows also the validation of real-time applications. Both, the system
design tool and the debugger are controlled via the same graphical user interface. A detailed description of the system design tool and the debugger can be found in [12, 13].

4 Experiences

We have used an Altera APEX 20KE300EQC240-1X FPGA on a Digilab prototyping board for implementing the described architecture. The modular approach has been successfully tested by composing the two processor cores with several extension modules.

The processor core properties are compared in Table 1. While SPEAR computes one instruction per clock cycle at a maximum clock frequency of 40 MHz yielding 40 MIPS (million instructions per second), NEEDLE performs one instruction within either two or three clock cycles leading to an average performance of 10 MIPS at a peak clock frequency of 25 MHz. The size of the processors is given by Logic Elements (these are the smallest hardware units in the APEX FPGA) and the instruction and data memory. Due to the different memory size of the two processor cores, the necessary silicon area for the NEEDLE core will be expected to be one half of that of the SPEAR core. The values for the power consumptions are estimates given by the Synopsys design analyzer tool.

<table>
<thead>
<tr>
<th></th>
<th>SPEAR</th>
<th>NEEDLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Speed</td>
<td>40 MHz/40 MIPS</td>
<td>25 MHz/10 MIPS</td>
</tr>
<tr>
<td>Logic Elements (LE)</td>
<td>1318</td>
<td>1010</td>
</tr>
<tr>
<td>Instr-/Data Mem</td>
<td>4/4 KB</td>
<td>2/1.92 KB</td>
</tr>
<tr>
<td>Reg File</td>
<td>26 GPR - 6 SPR</td>
<td>26 GPR - 6 SPR</td>
</tr>
<tr>
<td>Interrupts/Traps</td>
<td>16/16</td>
<td>16/16</td>
</tr>
<tr>
<td>Instructions</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Power consumption</td>
<td>113 mW</td>
<td>62 mW</td>
</tr>
</tbody>
</table>

The size of the extension modules heavily depends on their functionality. For example, the protection control module needs 279 LE, while the UART module accounts for 699 LE.

As communication interface, we have implemented software for a time-triggered UART communication that conforms to the OMG Smart Transducer Interface standard. The implementation is supported by the UART module that, in contrast to most commercial UART units, provides temporal predictability over the send instant of a message and a minimization of the arithmetic error in baud rate setting. The improved UART module greatly reduces the implementation effort for the smart transducer protocol software.
5 Related Work

The core-based system design approach is discussed by Gupta and Zorian in [14]. Their work outlines the advantages of using predesigned, preverified, silicon circuit modules as building blocks of large and complex applications on a single silicon die. ALTERA\(^1\) offers a set of processor cores for embedded applications called Nios\(^\text{©}\) following a similar idea as our proposed approach. The main difference for both approaches lies in its real-time capabilities. WCET analysis for code segments running on the Nios processor version 2.0 or higher is difficult, since the execution time of a single instruction depends on the preceding and the following instruction, the operands used, how recently operands were modified and other additional factors. In contrast our processor cores provide a fully temporal predictable behavior, which make them more suitable for to be used in real-time smart transducer networks.

Related work on sensor integration with VLSI circuitry can be found throughout the literature. Main research focuses on wide bandgap semiconductor materials [15], thin film sensors [16], and MEMS devices [17]. These approaches are related to the work presented in this paper as they outline possibilities for further on-chip I/O modules. The examined literature on smart sensor technologies, however, usually neglects the integration of a transducer with an appropriate communication network interface.

Besides the OMG STI, there are some other communication standards for smart transducers. Many fieldbus protocols, such as Controller Area Network, Local Area Network, Local Interconnect Network, Profibus, Foundation Fieldbus, WorldFip, and Interbus also provide possible solutions for the communication interface. The main differences between these approaches are in real-time features and implementation complexity. We have chosen the OMG STI since it provides hard real-time capabilities while having a low implementation complexity. In general, our architecture supports the easy adaption to a different communication interface by exchanging or adding communication I/O modules.

Another related standard is the IEEE 1451 smart transducer standard, which is not another fieldbus protocol but can be treated in the same way in our case, since IEEE 1451 specifies a 10-wire transducer-independent interface [18], which could be implemented as a communication extension module in our architecture.

6 Conclusion

This paper presented an architecture for the implementation of integrated smart transducers, i.e., a sensor or actuator element, a microcontroller and a network interface on a single silicon die.

The key element of our architecture is a set of fully code compatible microprocessor cores, with a well-specified interface to hardware extension modules that are synthesized on the same semiconductor chip. Due to the modular approach

\(^1\) http://www.altera.com/products/devices/nios/nio-index.html
of the proposed architecture, the system is open to various external extension modules such as physical sensors/actuators or network communication modules.

Currently we have implemented two different microprocessor cores and several extension modules. The microprocessor cores are compatible at register and machine language level, so that software can be easily reused. The two extension modules are designed to support a smart transducer implementation. The improved UART module reduces the implementation effort for the smart transducer protocol software, while the protection unit protects resources like communication interfaces from unauthorized access.
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Abstract. This paper proposes new core-based architectures for motion estimation that are customisable for different coding parameters and hardware resources. These new cores are derived from an efficient and fully parameterisable 2-D single array systolic structure for full-search block-matching motion estimation and inherit its configurability properties in what concerns the macroblock dimension, the search area and parallelism level. The proposed architectures require significantly fewer hardware resources, by reducing the spatial and pixel resolutions rather than restricting the set of considered candidate motion vectors. Low-cost and low-power regular architectures suitable for field programmable logic implementation are obtained without compromising the quality of the coded video sequences. Experimental results show that despite the significant complexity level presented by motion estimation processors, it is still possible to implement fast and low-cost versions of the original core-based architecture using general purpose FPGA devices.

1 Introduction

Motion estimation is a fundamental operation in motion-compensated video coding [1], in order to efficiently exploit the temporal redundancy between successive frames. Among the several possible approaches, block-matching is the most used in practice. In this strategy, the current frame is divided into equal sized $N \times N$ pixel blocks that are displaced within a $(N + 2p - 1) \times (N + 2p - 1)$ search window defined in the previous frame. The motion vector is determined by looking for the best matched block of this search window. The Sum of the Absolute Differences (SAD) is the matching criteria that is usually used by most systems, due to its efficiency and simplicity.

Although the Full-Search Block-Matching (FSBM) method exhaustively considers all possible candidate blocks, which guarantees the optimal solution, it requires a lot of computational resources. In fact, FSBM motion estimation can consume up to 80% of the total computational power required by a video encoder. Hence, most of the fast block-matching motion estimation algorithms that have been proposed over the last years restrict the search space by a given search pattern, providing suboptimal solutions (e.g. [2, 3]). However most of these algorithms apply non-regular processing and require complex control schemes, which make their hardware implementation difficult and rather inefficient.
Hence, the main objective of this paper is to propose efficient core-based VLSI array architectures based on FSBM to be implemented in Field Programmable Logic (FPL) devices. These architectures are based on a highly efficient core that was recently developed by the authors of this work, that combines both pipelining and parallel processing techniques to design powerful motion estimators based on multiple array architectures and using Application Specific Integrated Circuits (ASIC) [4]. In this paper, this original core architecture is used to derive simpler structures with reduced hardware requirements. The complexity of these architectures is reduced by decreasing the precision of the pixel values or/and the spatial resolutions in the current frame, while maintaining the original resolution in the search space. The pixel precision is configured by defining the number of bits used to represent the input data and by masking or truncating the corresponding Least Significant Bits (LSBs). On the other hand, spatial resolution is adjusted by sub-sampling the blocks of the current frame. By doing so, while the best candidate block in the previous frame is exhaustively searched, the SAD of each candidate block is computed by using only sparse pixels. Considering a typical setup with $16 \times 16$ pixels block, by applying $2 : 1$ or $4 : 1$ alternate sub-sampling schemes the number of considered pixels decreases by $1/4$ and $1/16$, respectively.

The efficiency of the proposed structures were evaluated by implementing these customisable core-based architectures in Field Programmable Gate Arrays (FPGA). It is shown that the amount of hardware required by these architectures when sub-sampling and truncation techniques are applied is considerable reduced, which allows the usage of a common framework for designing a wide range of motion estimation processors with different characteristics. Moreover, experimental results obtained with benchmark video sequences show that the application of those techniques does not introduce a significant degradation in the quality of the coded video sequences. These reduced hardware requirements architectures fit well in actual FPGAs, being a real alternative to those fast motion estimation techniques that require non-regular processing.

This paper is organised as follows. The original FSBM core architecture is presented in section 2. Section 3 proposes reduced hardware architectures to implement motion estimators on FPL devices. Experimental results obtained with FPGAs are presented in section 4 and section 5 concludes the paper.

2 FSBM Core-Based Architectures

Most motion estimation architectures that have been proposed in the last few years for hardware implementation are based on the optimum FSBM algorithm. The main reason for this is not only related to the better performance levels that it generally provides, but it is mainly due to the regularity properties that it also offers. In fact, not only does it conduct to much more efficient hardware structures, but it also provides the usage of significantly simpler control units, which is always a fundamental factor towards a real-time operation based on hardware structures.

Several FSBM structures have been proposed over the last few years (e.g.: [4–6]). Very recently, it was presented in [4] a new class of parameterisable hardware architectures that is characterised by offering minimum latency, maximum throughput and a full and efficient utilisation of the hardware resources. This last characteristic is a fun-
Fig. 1. Processor array proposed in [4] based on an innovative cylindrical structure and adopting the zig-zag processing scheme proposed by Vos [6] ($N = 4$, $p = 2$).

damental requisite in any FPL system, due to the limited amount of hardware resources. To achieve such performance levels, a peculiar and innovative processing scheme based on a cylindrical hardware structure and on the zig-zag processing sequence proposed by Vos [6] was adopted (see fig. 1). With such a scheme, not only was it possible to minimise the processing time, but it also provided the ability to prevent the usage of some hardware structures (the so called passive processor elements (PEs)) that do not carry useful information at some clock cycles.

Moreover, besides this set of performance and implementation characteristics, one other important feature of this class of processors is concerned with its scalable and configurable architecture, making it possible to easily adapt the processor configuration to fulfil the requisites of a given video coder. By adjusting a small set of implementation parameters, processing structures with distinct performance and hardware requirements are obtained, providing the ability to adjust the required hardware resources to the target implementation technology. As an example, while high performance processors requiring more resources are more suited for implementations using technologies such as ASIC or Sea-of-Gates, those low-cost processors that are meant to be implemented in FPL devices with limited hardware resources should use configurations requiring reduced amount of hardware.

3 Reduced Hardware Architectures

Despite the set of configurable properties offered by FSBM architectures and, in particular, by the class of processors proposed in [4], FPL devices often do not provide enough hardware resources to implement such processors. In those cases, the solution that is often adopted is the usage of processing structures based on sub-optimal motion estimation algorithms, that provide faster processing times and require reduced amounts of hardware. Three different categories of sub-optimal motion estimation algorithms have been proposed:
• **Reduction of the set of considered candidate motion vectors**, where the search procedure in the previous frame is restricted to a search pattern within the search window, by using hierarchical search strategies [2, 3];

• **Decimation at the pixel level**, where the considered similarity measure is computed by using only a subset of the $N \times N$ pixels of each reference macroblock [7–9];

• **Reduction of the precision of the pixel values**, where the similarity measure is computed by truncation the LSBs of the input values to reduce the hardware resources required by the used arithmetic units [9, 10].

The main drawback of these solutions is a corresponding increase of the prediction error that inevitable arises from using a less accurate estimation. This tradeoff usually leads to a difficult and non-trivial relationship between the final picture quality and the prediction accuracy that can not be assumed to be linear. In general, a larger prediction error will lead to higher bit rates, which will conduct to the usage of greater quantisation step sizes to compensate this increase, thus affecting the quality of the decoded images.

Up until now only a few VLSI architectures have been proposed to implement fast motion estimation algorithms, by restricting the search positions according to a given search pattern [9]. In general, they imply the usage of non-regular processing structures and require higher control overheads, which difficults their design using efficient systolic structures. Consequently, they have been extensively used in software applications, where such restrictions do not usually apply so strictly.

The set of architectures that are proposed in this paper try to combine the advantages offered by the regular and efficient FSBM structures proposed in [4] with the several strategies to reduce the amount of hardware resources that are offered by sub-optimal motion estimation algorithms. By doing so, it will be possible to implement processors based on this new class of fast motion estimation processors in any FPL device, even in FPGAs with limited resources. To achieve such objective, the original FSBM architecture will be adapted to apply two of the three decimation categories referred above: the decimation at the pixel level and the reduction of the precision of the pixel values.

### 3.1 Decimation at the Pixel Level

By applying the decimation at the pixel level, the image data of the current frame is sub-sampled in the orthogonal directions, by considering alternate pixels in each direction. In fact, this scheme corresponds to using a lower resolution version of the reference frame in the search procedure, that is carried out within the previous full-resolution frame. As an example, in a $2:1$ sub-sampling scheme just one in each pair of consecutive pixels in each direction is considered, giving rise to decimated images with $1/4$ of the area of the original image. In the general case, the SAD similarity measure for a configuration using a $2^S : 1$ sub-sampling in each direction is given by (considering $N$ a power of 2):

$$SAD(l, c) = \sum_{i=0}^{N/2^S-1} \sum_{j=0}^{N/2^S-1} \left| x_t(i.2^S, j.2^S) - x_{t-1}(l+i.2^S, c+j.2^S) \right|$$  \hspace{1cm} (1)

The FSBM circuit proposed in [4] can be easily adapted to carry out this type of sub-sampling. In fact, considering that the computation of the SAD similarity measure
Fig. 2. Modified processing array to carry out a 2 : 1 decimation function in the computation of the SAD similarity measure using the architecture proposed in [4] (N = 8, p = 4).

is performed in the active block of the processor, the decimation can be implemented by replacing the corresponding set of active PEs by passive PEs. By doing so, only the pixels with coordinates \((i.2^S, j.2^S)\) will be considered. In fig. 2 it is presented the block diagram of the modified processing array.

Since the amount of hardware resources required by passive PEs is considerable lower than that required by the active PEs, significant amounts of hardware can be saved. Moreover, by adopting the sub-sampling pattern presented in fig. 2, extra amounts of resources can be saved, since the number of inputs of the adder tree block is also reduced by the same sub-sampling factor \((S)\).

### 3.2 Reduction of the Precision of the Pixel Values

As it was previously referred, one other strategy to decrease the amount of hardware required by FSBM processors is to reduce the bit resolution of the pixel values considered in the computation of the SAD similarity function by truncating the LSBs. By adopting this strategy alone \((S = 0)\) or in conjunction with the previously described sub-sampling method \((0 < S < \log_2 N)\), the SAD similarity measure is given by:

\[
SAD(l, c) = \sum_{i=0}^{N/2^S-1} \sum_{j=0}^{N/2^S-1} \left| \frac{x_t(i.2^S, j.2^S)}{2^T} - \frac{x_{t-1}(l+i.2^S, c+j.2^S)}{2^T} \right| \tag{2}
\]

\[
\equiv \sum_{i=0}^{N/2^S-1} \sum_{j=0}^{N/2^S-1} \left| x_t(i.2^S, j.2^S)_{7:T} - x_{t-1}(l+i.2^S, c+j.2^S)_{7:T} \right| \tag{3}
\]

where \(T\) is the number of truncated bits and \(x_t(i, j)_{7:T}\) are the \((8 - T)\) most significant bits of a pixel value of the \(t^{th}\) frame.
The adaptation of the original FSBM architecture proposed in [4] to apply this bit truncation scheme is straightforward. In fact, it is only necessary to reduce the operands width of the several arithmetic units implemented in the active PEs, in the adder tree block and in the comparator circuit. Such modification potentially increases the maximum frequency of the pipeline and will significantly reduce the amount of required hardware, thus providing the conditions that will make it possible to implement the motion estimation processors in FPL devices.

4 Implementation and Experimental Results

The proposed customisable core-based architectures for motion estimation were completely described using IEEE-VHDL language. Both behavioural and structural parameterisable descriptions were carried out by making extensive use of “generic” type configuration inputs. These descriptions were used to synthesise several different setups of the proposed core in a general purposed VIRTEX XCV3200E-7 FPGA using the Xilinx Synthesis Tool from ISE 5.2.1. The considered set of configurations assumed each macroblock composed by $16 \times 16$ pixels ($N = 16$) and a maximum displacement in each direction of the search area of $p = 16$ pixels. These configurations were thoroughly tested using sub-sampling factors ($S$) varying between 0 and 2 and a number of truncated bits ($T$) of 0, 2 and 4. The experimental results of these implementations are presented in tables 1 and 3.

The proposed core-based architectures can provide significant savings of the required hardware resources. From the set of configurations presented in table 1, one can observe that reduction factors of about 75% can be obtained by using a sub-sampling factor $S = 2$ and by truncating the 4 LSBs. However, this relation should not be assumed to be linear. By considering only the pixel level decimation mechanism ($T = 0$), it can be shown that a reduction of about 38% is obtained by using a 2:1 sub-sampling factor ($S = 1$), while a 4:1 decimation will provide a reduction of about 51%. The same observation can be done by considering only the reduction of the precision of the pixel values ($S = 0$). While using 6 representation bits ($T = 2$) a reduction of the number of CLB slices of about 31% is obtained (a reduction of about 23% of the number of Look-up Tables (LUTs)), if only 4 representation bits are considered ($T = 4$) it provides a reduction of about 51% of the CLB slices (a reduction of about 47% of the number of LUTs). In table 2 it is presented the set of FPGA devices that should be used by each configuration, in order to maximize the efficiency of the hardware resources used by each processor.

In table 3 it is presented the variation of the maximum operating frequency of the considered configurations with the number of truncated bits ($T$). Contrary to what could be expected, the reduction of the operands width of the several arithmetic units does not significantly influence the processors performance. This fact can be explained if one takes into account the synthesis mechanism that is used by this family of FPGAs to synthesise and map the logic circuits using built in fast carry logic and LUTs.

To assess and evaluate the efficiency of the synthesised processors in an implementation based on FPL devices, they were embedded as motion estimation co-processors in the H.263 video codec provided by Telenor R&D [11], by transferring the estimated mo-
Table 1. Percentage of the CLB slices and LUTs that are required to implement each configuration of the proposed core-based architecture for fast motion estimation in a VIRTEX XCV3200E-7 FPGA ($N = 16; p = 16$).

<table>
<thead>
<tr>
<th>T</th>
<th>CLB Slices</th>
<th>LUTs</th>
<th>CLB Slices</th>
<th>LUTs</th>
<th>CLB Slices</th>
<th>LUTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>90.7%</td>
<td>30.7%</td>
<td>62.6%</td>
<td>23.5%</td>
<td>43.8%</td>
<td>16.3%</td>
</tr>
<tr>
<td>1</td>
<td>56.2%</td>
<td>19.0%</td>
<td>38.2%</td>
<td>14.6%</td>
<td>26.6%</td>
<td>10.7%</td>
</tr>
<tr>
<td>2</td>
<td>44.7%</td>
<td>14.8%</td>
<td>30.1%</td>
<td>11.4%</td>
<td>21.0%</td>
<td>7.8%</td>
</tr>
</tbody>
</table>

Table 2. Alternative FPGA devices to implement each of the considered configurations ($N = 16; p = 16$).

<table>
<thead>
<tr>
<th>S</th>
<th>0</th>
<th>2</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>XCV3200</td>
<td>XCV2600</td>
<td>XCV1600</td>
</tr>
<tr>
<td>1</td>
<td>XCV2000</td>
<td>XCV1600</td>
<td>XCV1000</td>
</tr>
<tr>
<td>2</td>
<td>XCV1600</td>
<td>XCV1000</td>
<td>XCV600</td>
</tr>
</tbody>
</table>

Table 3. Variation of the maximum operating frequency with the number of truncated bits (T) ($N = 16; p = 16$).

<table>
<thead>
<tr>
<th>T</th>
<th>0</th>
<th>2</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>76.1 MHz</td>
<td>77.8 MHz</td>
<td>79.8 MHz</td>
<td></td>
</tr>
</tbody>
</table>

Motion vectors to the video coder. Peak signal-to-noise ratio (PSNR) and bit-rate measures were used to evaluate the performance of each architecture. These results were also compared with those obtained with a sub-optimal 4-steps logarithmic search algorithm [1], implemented in software.

The first 300 frames of several QCIF benchmark video sequences with different spatial detail and amount of movement were coded in interframe mode, by considering a GOP length of 30 frames and an intermediate quantisation step size of $\Delta = 30$ to keep the quantisation error as constant as possible.

In fig. 3 it is presented the obtained PSNR values for the carphone and mobile video sequences, characterised by the presence of high amount of movement and high spatial detail, respectively. Several different setups in what concerns the number of truncated bits ($T$) and the sub-sampling factor ($S$) for the decimation at the pixel level were considered. For comparison purposes, it was also presented the PSNR values obtained with the 4-steps logarithmic search algorithm. As it can be seen, the PSNR value for the INTER type frames of the mobile sequence is almost constant ($25 - 26$ dB). Hence, one can conclude that the degradation introduced by using the reduced hardware architectures is negligible: less than $0.15$ dB when the 4 LSBs are truncated and the sub-sampling factor is $2 : 1$. Contrasting, the PSNR behaviour for the carphone sequence varies significantly along the time. The main reason for this fact is the amount of movement that is also varying. Even so, the reduced hardware architectures proposed in this paper only introduce a slightly degradation in the quality of the coded frames, when compared with the performances of both the reference FSBM architecture ($S = T = 0$) and of the 4-steps logarithmic search algorithm. A maximum reduction of about $0.5$ dB is observed.
in a few frames when the PSNR value obtained with the original (reference) architecture is greater than 30 dB.

As it was previously referred, these video quality results were obtained with a constant quantisation step size. The observed small decrease of the PSNR can be explained by the slight increase of the quantisation error, as a consequence of the inherent increase of the prediction differences in the motion compensated block, obtained with these sub-optimal matching processors. The obtained bit-rate required to store or transfer each
Table 4. Variation of the output bit rate to encode the considered video sequences by using different setups of the proposed core-base architecture and the 4-steps logarithmic search algorithm.

<table>
<thead>
<tr>
<th></th>
<th>T</th>
<th>S</th>
<th>2</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T</td>
<td>S</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>31.9 kbps</td>
<td>2</td>
<td>+1.7%</td>
<td>+3.8%</td>
</tr>
<tr>
<td>1</td>
<td>+3.9%</td>
<td>+3.9%</td>
<td>+3.8%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Four-step logarithmic search +0.3%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>49.9 kbps</td>
<td>2</td>
<td>+4.5%</td>
<td>+4.1%</td>
</tr>
<tr>
<td>1</td>
<td>+10.7%</td>
<td>+8.4%</td>
<td>+8.6%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Four-step logarithmic search +0.8%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>271.4 kbps</td>
<td>2</td>
<td>+1.1%</td>
<td>+0.3%</td>
</tr>
<tr>
<td>1</td>
<td>+6.7%</td>
<td>+0.6%</td>
<td>+0.5%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Four-step logarithmic search −0.1%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>79.3 kbps</td>
<td>2</td>
<td>+7.3%</td>
<td>+5.8%</td>
</tr>
<tr>
<td>1</td>
<td>+14.5%</td>
<td>+11.6%</td>
<td>+12.0%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Four-step logarithmic search +1.7%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The coded video sequence is presented in table 4 for the two sequences considered above and for two more sequences (Miss America and Silent). The relative values presented in table 4 reveal the increment of the average bit-rate when the number of truncated bits and the sub-sampling factor increase. This increment reaches its maximum value of 12% for the carphone sequence and for a processor setup with only 4 representation bits and a pixel decimation of 2:1, due to the presence of a lot of movement. Nevertheless, the obtained values for the other three considered video sequences with less amount of movement are quite smaller and are similar to those obtained with the 4-steps logarithmic search algorithm.

Consequently, one can conclude that the configuration using a 2:1 decimation (S = 1) and using 4 representation bits (T = 4) presents the best compromise between hardware cost (a reduction of about 70%) and video quality. Moreover, this configuration could be implemented by using the lower-cost XCV1000 FPGA, which only has about 40% of the total number of system gates provided by the XCV3200 FPGA.

5 Conclusion

In this paper, new customisable core-based architectures are proposed to implement real-time motion estimation processors on FPGAs. The base core of these architectures is a new 2-D array structure for FSBM motion estimation that leads to an efficient usage of the hardware resources, which is a fundamental requisite in FPL systems. The proposed core-based architectures consist on a wide range of processing structures based on FSBM with different hardware requirements. The reduction of the amount of required hardware is achieved by applying decimation at the pixel and quantisation levels, but still searching all candidate blocks of a given search area.
The proposed core-based architectures were implemented on FPGAs devices from Xilinx and their performance were evaluated by including the motion estimation processors on a complete video encoding system. Experimental results were obtained by sub-sampling the block of the current frame with $2:1$ and $4:1$ decimation factors and by truncating 2 or 4 LSBs of the representation. From the obtained results it can be concluded that a significant reduction of the hardware resources is achieved with these architectures. Moreover, the quality of the coded video is not compromised and the corresponding bit-rate is not significantly increased. One can also conclude from the results that the configuration using a $2:1$ decimation ($S = 1$) and using 4 representation bits ($T = 4$) presents the best compromise between hardware cost (a reduction of about 70%) and video quality.
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Abstract. In this paper, we describe a new computation method for 3D FCHC lattice gas model with FPGA. FCHC lattice gas model is a class of 3D cellular automata and used for simulating fluid dynamics. Many approaches with FPGAs for cellular automata have been researched to date. However, practical three dimensional cellular automata such as an FCHC lattice gas model could not be processed efficiently because they required large size data for each cell and very complex update rules for computing cells. We implemented the new method on an FPGA board with one XC2V6000. The speed gain for FCHC lattice gas model with 128×128×128 lattice is about 200 times compared with Athlon processor 1800 MHz.

1 Introduction

Lattice gas model is a class of cellular automata, and used for simulating fluid dynamics. Because of its simplicity and data independency, lattice gas model has been widely studied, and many approaches for its high performance computing with parallel systems and FPGAs have been proposed [4][5].

We have proposed a new computation method for two dimensional (2D) cellular automata, and showed that 2D lattice gas model can be accelerated on a small system with limited memory bandwidth[3]. This system for 2D cellular automata consists of only one desktop computer and one PCI board with one FPGA, and users are able to compute various kinds of 2D cellular automata by reconfiguring circuits in the FPGA according to C-like programs written by the users[2]. We have also proposed a computation method for three dimensional (3D) cellular automata which is an extension of the 2D computation method and runs efficiently on the same hardware system[1]. With this extended method, we showed that we could drastically accelerate the computation of several simple 3D models. This computation method, however, could not efficiently process practical 3D cellular automata such as a 3D FCHC lattice gas model, because the number of data input/output width of the FPGA is still limited, and can not read/write data of many cells at a time when the data width of the cells is large, which is a common case in practical 3D models.

With the recent improvement of the size and functions of FPGAs (especially the size of internal RAMs, the capability of dual-port RAMs and more number of
usable I/O pins), it becomes possible to compute practical 3D cellular automata models such as an FCHC lattice gas model with one latest FPGA.

In this paper, we propose an extended computation method for 3D FCHC lattice gas model based on our previous 3D computation method. This computation method is also based on the computation method for 2D lattice gas model we proposed before. In this computation method, status of $L$ cells (decided by the number of I/O pins of the FPGA) are read from the external memory in every clock cycle, and two $x - y$ layers of the lattice and a small part of the next $x - y$ layer are stored in the FPGA. Then, status of $L$ cells in the FPGA are updated for $N$ times (thus, $N \times L$ cells are processed in parallel), and, the new status of the $L$ cells are written back to another external memory. Using this computation method, cells with large data width on large size lattice can be efficiently processed in parallel and pipeline.

In this paper, we, first, introduce the FCHC lattice gas model and the computation method for the model. After that, we describe the implementation of the method and its results.

2 FCHC Lattice Gas Model

2.1 Overview

Many of 2D lattice gas models are based on FHP model with hexagonal cells. Extension to 3D lattice gas models from the FHP models, however, is not straightforward. In 3D lattice gas model, no regular cell with the required symmetries (for 3D lattice gas model) exists. Thus, the Four dimensional Face centered Hyper-Cubic (FCHC) cell is used to satisfy the required symmetries.

In FCHC model (Figure 1 (a)), to project four dimensional (4D) grid onto 3D grid, the fourth dimension ($w$ axis) is considered as the periodical boundary in three dimensions and takes only 2 values ((1, 0), (-1,1) and (-1, 0)). The Figure 1 (b) shows an example of coordinate system in FCHC lattice model. With the arrangement of cells shown in Figure 1 (b), the other three axes are not influenced by $w$ axis. Each cell in FCHC has 25 particles (on 24 directions to other cells and one position to stay in the cell), and only one particle is allowed to travel in
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each direction. The vectors indicated by each particle on 24 directions are shown as follows:

\[
\begin{align*}
C_1 &= (1, 0, 0, 1), & C_2 &= (0, 1, 0, 1), & C_3 &= (0, 0, 1, 1), & C_4 &= (1, 0, 0, -1), \\
C_5 &= (0, 1, 0, -1), & C_6 &= (0, 0, 1, -1), & C_7 &= (-1, 0, 0, -1), & C_8 &= (0, -1, 0, -1), \\
C_9 &= (0, 0, -1, -1), & C_{10} &= (-1, 0, 0, 1), & C_{11} &= (0, -1, 0, 1), & C_{12} &= (0, 0, -1, 1), \\
C_{13} &= (1, 1, 0, 0), & C_{14} &= (0, 1, 1, 0), & C_{15} &= (1, 0, 1, 0), & C_{16} &= (1, -1, 0, 0), \\
C_{17} &= (0, 1, -1, 0), & C_{18} &= (-1, 0, 1, 0), & C_{19} &= (-1, -1, 0, 0), & C_{20} &= (0, -1, -1, 0), \\
C_{21} &= (-1, 0, -1, 0), & C_{22} &= (-1, 1, 0, 0), & C_{23} &= (0, -1, 1, 0), & C_{24} &= (1, 0, -1, 0).
\end{align*}
\]

In FCHC lattice gas model, each cell consists of 25 bits data (for 24 directions to neighbor cells and 1 bit for a staying particle), and 25 bits is necessary (24 bits for particles coming from neighbor cells and 1 bit for a staying particle) to compute new status of each cell. Owing to this large number of parameters to decide new status, the update rule becomes very complex, and even in softwares, tables (called collision table) are used to compute new status of each cell. The size of the table is, however, quite large (the number of entries is \(2^{25} = 33554432\), and the size of table becomes 512 Mbits). Therefore, the reduction algorithm [7] is used to reduce the size of the table.

### 2.2 Reduction Algorithm

The reduction strategy is called *momentum normalization*. A basis of the strategy is to specify that the reduced table will contain only the states which have a *normalized momentum*. The coordinates of the momentum \(\mathbf{q}\) are defined by

\[
q_\alpha = \sum_{i=1}^{24} [S_i C_{i\alpha}] \quad (\alpha = 1, \ldots, 4)
\]

where \(S_i\) is the boolean variable representing the presence or absence of a particle with velocity \(C_i\) as shown in section 2.1. The momentum is said to be normalized if the coordinates satisfy the following

\[
q_1 \gg q_2 \gg q_3 \gg q_4 \gg |q_1 - q_2 - q_3|
\]

This definition corresponds to a simple sequence of 11 step reduction procedures below. It is not difficult to show that a given input state \(S\) is reduced to a state with a normalized momentum by the following sequence. In each step, an *optional isometry* which is applied if the given inequality is satisfied.

1. If \(q_1 < 0\), \(S_1\) is applied to \(\mathbf{q}\).
2. If \(q_2 < 0\), \(S_2\) is applied to \(\mathbf{q}\).
3. If \(q_3 < 0\), \(S_3\) is applied to \(\mathbf{q}\).
4. If \(q_4 < 0\), \(S_4\) is applied to \(\mathbf{q}\).
5. If \(q_1 < q_2\), \(P_{12}\) is applied to \(\mathbf{q}\).
6. If \(q_3 < q_4\), \(P_{34}\) is applied to \(\mathbf{q}\).
7. If \(q_1 < q_3\), \(P_{13}\) is applied to \(\mathbf{q}\).
8. If \(q_2 < q_4\), \(P_{24}\) is applied to \(\mathbf{q}\).
9. If \( q_2 < q_3 \), \( P_{23} \) is applied to \( q \).
10. If \( q_1 + q_4 < q_2 + q_3 \), apply \( \sum_1 \).
11. If \( q_1 < q_2 + q_3 + q_4 \), apply \( \sum_2 \).

In this sequence,

\[ S_\alpha : \text{symmetry with respect to the plane } x_\alpha \]
\[ P_{\alpha\beta} : \text{symmetry with respect to the plane } x_\alpha = x_\beta \]
\[ \sum_1 : \text{symmetry with respect to the plane } x_1 + x_4 = x_2 + x_3 \]
\[ \sum_2 : \text{symmetry with respect to the plane } x_1 = x_2 + x_3 + x_4 \]

If the collision table is invariant under duality, the additional sequence can be executed before the momentum normalization. In the additional sequence, if the number of particles exceeds 12, the input state is replaced by its duality (the input state is bit-inverted). This sequence of procedures brings the number of status down to 316273.

3 Computation Method for FCHC Lattice Gas Model

In this section, we would like to introduce a new computation method for FCHC lattice gas model.

3.1 Basic Idea of the Computation Method

Basic idea of the computation method is based on the computation method for 2D model that we proposed in [3]. The computation method for 2D model consists of two phases: parallel processing of \( L \) cells (\( L \) is decided by the number of I/O pins and bit-width of one cell), followed by pipeline processing for applying update rule \( N \) times continuously (Figure 2). This method can be classified into three strategies by the following relations.

1. I/O width of the FPGA \( \geq \) lattice width
2. I/O width of the FPGA \( < \) lattice width \( \leq \) FPGA internal memory size
3. I/O width of the FPGA \( < \) FPGA internal memory size \( < \) lattice width
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The typical size of lattice in FCHC lattice gas model is $128 \times 128 \times 128$. Thus, the second strategy can be used for a basis of a new computation method for 3D FCHC model when we use the latest FPGAs (with large size internal RAMs). When the size of lattice is larger than FPGA internal memory size, the third strategy can be used though it causes some overhead as described in [3].

3.2 Outline of the Computation Method

Figure 3 shows the computation method for 3D FCHC model. In Figure 3, suppose that an FPGA can read data of $L$ cells at once (along $x$ direction; data on the lattice are arranged to read $L$ cells along $x$ direction in advance) and have three memory planes to store all data of three $x$-$y$ layers of the lattice (one layer has $x \times y$ cells, typically $128 \times 128$ cells).

As shown in Figure 3 (1), first, the FPGA continues to read $L$ cells in each clock cycle. When three layers ($3 \times x \times y$ cells) from the top of the lattice are stored in the three memory planes (Figure 3 (2)), the update rule is applied to $L$ cells (black parts of Figure 3 (2)) in the second plane which stores the second layer. In subsequent clock cycles, new status of $L$ cells are computed in every clock cycle by using the stored cells. During this computation, cells in the fourth layer of the lattice are read in continuously and stored in the first memory plane.
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because the cells in the first layer are not used again (Figure 3(3)). In this phase, dual-port access to the memory plane is very important because we can continue the computation which accesses the three memory planes while loading data in the next layer of the lattice into one of the three memory planes (if dual-port access is not supported, we need one more memory plane to process the computation and the data loading in parallel).

When status of all cells in the second layer (in the second memory plane) are updated, $L$ cells in third layer (in the third memory plane) are started to be updated (Figure 3(4)), and, $L$ cells in the fifth layer of the lattice are beginning to be read into the second memory plane (Figure 3(5)).

In these procedures, status of $L$ cells are updated every clock cycle. The generation of the output by the FPGA is the generation of the inputs +1. By pipelining the circuit and storing data of cells in $N \times 3$ layers, we can process $L \times N$ cells at a time ($N$ is the number for applying the update rule continuously). In this case, the generation of the output by the FPGA becomes the generation of the inputs +$N$, and the effective parallelism is $L \times N$.

### 3.3 An Improvement to Reduce the Memory Size

Figure 4 shows an improvement of the method to reduce the memory size. In Figure 4, two memory planes to store two $x$-$y$ layers and a small size memory to store a part of the next layer are used. In the small size memory, two lines along $x$ axis ($x \times 2$ cells), and $L \times 2$ cells in the next line are stored. In our circuit which is described in Section 4, $L$ is 2, and typical sizes of $x$ and $y$ are 128 respectively, therefore, memory size reduction by this improvement is very effective.

As shown in Figure 4(1), first, an FPGA reads two layers from the top of the lattice in the two memory planes and two lines along $x$ axis in the small size memory by reading $L$ cells in every clock cycle. In practice, when the FPGA finishes to read in the first layer and the first line of the next layer, the FPGA becomes ready to compute new status of cells on boundaries. However, in order to simplify the figure and its explanation, we skip the computation of cells on boundaries. When $2 \times L$ cells of the third line are stored in the small size memory as shown in Figure 4(2), status of $L$ cells (black part in Figure 4(2)) are updated (the update of the first $L-1$ cell is skipped again because it includes a boundary computation). The two lines and $2 \times L$ cells are necessary to give correct neighbor cells in the bottom layer to the $L$ cells which are updated. Then, FPGA reads next $L$ cells on the third line, and status of next $L$ cells (black part in Figure 4(3)) are updated. The first $L$ cells in the first plane are not necessary any more, thus, the first $L$ cells in the small size memory (gray part in Figure 4(3)) are moved to the part of the first memory plane in which the first $L$ cells in the first layer is stored. In Figure 4(4), FPGA reads the next $L$ cells on the third line, and status of next $L$ cells (black part in Figure 4(4)) are updated, and the next $L$ cells in the small size memory (gray part in Figure 4(4)) are moved to the first memory plane again.
By repeating this cycle of reading $L$ cells into small size memory, updating $L$ cells on the first/second memory plane, and moving $L$ cells from the small size of memory to the second/first memory plane, we can update status of all cells of the whole lattice.

4 Details of the Implementation of the Computation Method

4.1 ADM-XRC-II PCI Mezzanine Board

Before describing the detail of the implementation of the method, we would like to introduce features of the FPGA and the PCI board on which we implemented the method.

The PCI board (ADM-XRC-II by Alpha Data) has one Virtex-II XC2V6000, six 4MB SSRAM banks with 32 bit width (24MB and 196 bit width in total), and flexible front panel I/O. In our implementation, the front panel I/O is used for an interface with two additional SSRAM banks (8MB each). Accordingly, we
can use eight SSRAM banks. Each memory bank can be accessed independently from the FPGA and the host computer. DMA data transfer is supported for the memory access by the host computer.

Virtex XC2V6000 has two kinds of memories; distributed RAMs consists of LUTs and block RAMs (dual-port). With the dual-port block RAMs, we can store enough data of cells required by the computation method.

4.2 The Overview of the Circuit on XC2V6000

The total I/O width of the FPGA is $32 \times 8$ bits because the FPGA board support eight memory banks. In our implementation, two memory banks are used to store input to the FPGA (data of the lattice of generation $g$), and another two memory banks are used to store the output of the FPGA (data of the lattice of generation $g + N$, where $N$ is the pipeline depth). The data width of each cell in the lattice is 25 bits. Therefore, data of two cells are read in and written out in every clock cycle ($L$ is 2). The other four memory banks are used to store the collision table. The width of the collision table is also 25 bits, which means that four cells on the lattice can be processed in parallel. Thus, the depth of the pipeline ($N$) becomes $2 \left(\frac{4}{2}\right)$.

In order to process four cells in parallel and pipeline, we need to store four layers of the lattice in the FPGA (two layers for the first pipeline stage and two layers for the next pipeline stage). Memory planes to store these four layers are implemented using dual-port Block RAMs of XC2V6000. The maximum layer size which can be stored in XC2V6000 is $128 \times 128$, which is the typical lattice size in the FCHC lattice gas model. In our computation method, we can take any size for $z$ axis. Thus, we can process any type of $128 \times 128 \times k$ size lattice by exchanging $x$, $y$ and $z$ axis. When the size of other two axes is larger than 128, we can extend our computation method as described in Section 3.1. The two small size memories (one for the first pipeline stage and another for the second pipeline stage) are implemented using shift registers called *Shift Register Look up table* of XC2V6000.

4.3 Details of the Circuit

Figure 5 shows the block diagram of the circuit. In the circuit, there are four $(2 \times 2)$ data computing units to compute next status of cells and two data control units for storing data of cells. With one set of one data control unit and two data computing units, two cells of the same generation are processed in parallel. By duplicating the set, one more generation of the two cells is computed continuously on the FPGA (pipeline processing). Thus, four cells are processed at a time.

Figure 6 (a) shows the structure of the data control unit. Each data control unit consists of block RAMs to store data of two layers ($128 \times 128 \times 2$ cells), and shift registers (*Shift Register Look up table*) to store two read-in lines ($2 \times 128$ cells) and $2 \times 2$ cells. 50 block RAMs and 450 LUTs are used in one data control unit.
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Fig. 5. The Block Diagram of the Circuit

(a) Data Control Unit

(b) Data Computing Unit

Fig. 6. The Block Diagrams of Sub-units

Figure 6 (b) shows the structure of the data computing unit. It consists of three parts; status reduction part, collision table part and status restoring part. In the status reduction part, input to the unit (25 bits) is reduced to 19 bits, and the collision table in the external SSRAM is accessed using the reduced status as its address. Then, each bit in the status which is read out from the collision table is exchanged by re-executing reduction steps in reverse order to restore correct new status in the status restoring part. In status reduction and restoring parts, some rules are applied in parallel. This data computing unit is completely pipelined, and can process new status of one cell in each clock cycle.
5 Results

Table 1 shows the results of 3D FCHC lattice gas model with $128 \times 128 \times 128$ cells. The operation frequency is 52.7 MHz. The performance gain excluding data transfer time between the FPGA and the host computer is 2345 times compared with Athlon Processor 1800 MHz (a C program which is translated from a Fortran Program is used for this comparison).

<table>
<thead>
<tr>
<th></th>
<th>Computation time (for 2 generation)</th>
<th>Speed gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software</td>
<td>$2 \times 23.8 \times 10^3$ (msec)</td>
<td>1</td>
</tr>
<tr>
<td>FCHC lattice gas system with DMA</td>
<td>242.3 (msec)</td>
<td>197</td>
</tr>
<tr>
<td>FCHC lattice gas system without DMA</td>
<td>20.3 (msec)</td>
<td>2345</td>
</tr>
</tbody>
</table>

This drastic speed gain comes from parallel and pipelined processing (4 cells are processed in parallel and pipeline, data in 24 neighbors are accessed and processed in parallel, the sequence of state reduction steps are executed in parallel and pipeline), and in 3D cellular automata, many data which spread in large address space are accessed for computing new status of one cell, which suppresses the effectiveness of cache memories in micro-processors.

When all outputs by the FPGA are transferred to the host computer (namely, status of all cells in every two generations are sent), the speed gain becomes 197 times. However, we need to transfer the results in every hundreds of generations in general. Thus, we can expect more than one thousand of speed gain.

6 Conclusions

In this paper, we proposed a new computation method of 3D FCHC lattice gas model for small systems with limited memory bandwidth. We implemented the method on a FPGA board (ADM-XRC-II with one Virtex-II XC2V6000), and the speed gain for a 3D FCHC lattice gas model with $128 \times 128 \times 128$ lattice is about 200 times compared with Athlon Processor 1800 MHz. With this method, we could achieve a high performance computing of FCHC lattice gas model which is equivalent to large parallel/distributed systems.

The circuit which we implemented consists of data control unit and data computing unit, which are completely separated. Therefore, the method can be applied for other 3D cellular automata which requires large data width for each cell and very complex update rules. We are going to develop hardware libraries for those 3D cellular automata. With the libraries, user can process those types of 3D cellular automata efficiently and easily.
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Abstract. A reconfigurable accelerator for cell simulators called “ReCSiP” is proposed. It consists of both reconfigurable hardware and software platform. For high performance simulation, numerical solution of kinetic formulas, which require a large amount of computation, are processed on the reconfigurable hardware. It also provides programming interface for developing cell simulators. In this paper, Michaelis-Menten solver is designed and implemented on ReCSiP. The result of preliminary evaluation shows that ReCSiP is 8 times faster than Intel PentiumIII 1.13GHz when simple metabolic simulations are executed.

1 Introduction

Simulating cellular process is a big challenge in both of biology and computer science. Whole-cell simulators which are currently under development[1][2] are much more complicated than traditional computational sciences like fluid dynamics or molecular dynamics because it has various kinds of chemical reaction in a system[3].

When a cellular system is simulated by computer software, the system is modeled as a network of chemical reactions. Each reaction is described in the form of differential equation, and optimal numerical solution is selected and applied on each equation. Since a lot of equations must be solved at every time step, simulations take long computation time.

However, traditional parallel systems (e.g. PC/WS clusters, shared memory machine and so on) are not suitable for performance enhancement because of the frequent synchronization as the result of tight dependencies between chemical reactions in the next (or previous) time-steps.

In this paper, we propose a reconfigurable accelerator “ReCSiP”, and Michaelis-Menten solvers are implemented on it. Chemical reactions are independent in itself, but across time-steps, they have dependencies to each other. This causes communication bottleneck on traditional parallel systems, but this bottleneck can be avoided by parallel processing of differential equations in a single reconfigurable platform.

ReCSiP consists of hardware platform called ReCSiP board and software executed in the host computer. Parallel processing of differential equations of cell simulation is executed on the board. Software layer provides the device driver and programming interface for easy use of the ReCSiP board.
2 Overview of ReCSiP

The purpose of ReCSiP is to accelerate metabolic simulation in private, desktop computing environment. Biologists can use high performance systems such as supercomputers or clusters in grid environment, but such resources are globally shared, and frequently busy and congested. Desktop super computing environment for personal use should be investigated as an alternative choice for biologists. ReCSiP is designed to achieve high throughput computation by the co-operation of the host CPU and reconfigurable platform consisting of FPGA.

As shown in Fig.1, ReCSiP consists of the hardware layer called ReCSiP board, and the software layer with the device driver and API. By using API codes, users can access ReCSiP board directly from their programs. Cell simulators and other applications can be easily accelerated with ReCSiP.

2.1 Structure of ReCSiP Board

ReCSiP board has an FPGA, a Xilinx Virtex-II (XC2V6000-4) as a core reconfigurable resource, and a QuickLogic QuickPCI (QL5064) for 64bit/66MHz PCI interface. 4 sets of 32bit×1Mwords (4Mbytes) synchronous SRAM and a
Table 1. Components on ReCSiP board

<table>
<thead>
<tr>
<th>Vendor</th>
<th>Series</th>
<th>Part No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core FPGA</td>
<td>Xilinx Virtex-II</td>
<td>(XC2V6000-4BF957C)</td>
</tr>
<tr>
<td>PCI Interface</td>
<td>QuickLogic QuickPCI</td>
<td>(QL5064-PB456C-66B)</td>
</tr>
<tr>
<td>Memory (SRAM)</td>
<td>Micron SyncBurst SRAM</td>
<td>(MT58L1MY18DT-7.5)</td>
</tr>
<tr>
<td>Memory (DRAM)</td>
<td>Micron Synchronous DRAM</td>
<td>(MT48LC16M16A2TG-7E)</td>
</tr>
</tbody>
</table>

set of 32bit× 16Mwords (64Mbytes) SDRAM are connected to Virtex-II. The memory modules can be accessed from the FPGA simultaneously, and remove the bottleneck of memory access from the FPGA. The specification of the board is shown in Table 1.

PCI interface in QuickPCI manages both PIO access and DMA transfer at 64bit/66MHz. The local bus between QuickPCI and Virtex-II is also 64bit/66MHz, and the maximum frequency of SDRAM/SSRAM is 133MHz. The clock frequency of memory modules are controlled by the clock manager on Virtex-II.

For users who design the logic on FPGA, ReCSiP’s standard modules are available including local bus interface, SDRAM interface, SSRAM interface and so on.

2.2 The ReCSiP Software

The software provides the programming interface to ReCSiP board. ReCSiP driver is the lowest layer, which has basic interface using `ioctl()`. ReCSiP API is an easy-to-use user level library, but it can access ReCSiP board without the driver’s overhead by memory mapped I/O with the system call, `mmap()`.

To extend the API to fit the application, API extension mechanism is implemented. Registers or memories on the board can be accessed from user programs like as usual variables since this mechanism can automatically generate low level interface code from address map file using `mmap()` or other system calls. By this mechanism, users can build up their simulator on ReCSiP easily.

Fig. 3. The ReCSiP Board
2.3 Michaelis-Menten Solver on ReCSiP

As the first example of cell simulation with ReCSiP, a solver of a basic enzyme reaction kinetic model was designed and evaluated.

2.4 Michaelis-Menten Reaction Model

There are various kinds of chemical reactions in a cellular system, and approximate models are used in kinetic simulations. Michaelis-Menten model is the most widely used model of substrate-enzyme reaction is represented as (1).

In this scheme, \([E]\) is concentration of the enzyme and \([S]\) is concentration of the substrate. The enzyme-substrate complex \([ES]\) is formed by collision of enzyme and substrate. Then \([ES]\) quickly changes to \([E]\) and the product, \([P]\). This reaction is catalyzed.

\[
[E] + [S] \xrightleftharpoons[k_2]{k_1} [ES] \xrightarrow{k_3} [E] + [P]
\] (1)

Formation/degradation velocity of each substance in scheme (1) can be approximated as (2), (3), (4) and (5).

\[
\frac{d[S]}{dt} = -k_1[S][E] + k_2[ES]
\] (2)

\[
\frac{d[P]}{dt} = k_3[ES]
\] (3)

\[
\frac{d[E]}{dt} = -k_1[S][E] + (k_2 + k_3)[ES]
\] (4)

\[
\frac{d[ES]}{dt} = k_1[S][E] - (k_2 + k_3)[ES]
\] (5)

Therefore, it is possible to calculate concentration of each substance in time series when all initial concentrations and \(k_s\) (kinetic constants) in the target system are given.

2.5 The First Prototype

The solver of Michaelis-Menten model using the 1st-order Euler’s method was designed and implemented. The first prototype was designed to find problems in the design and implementation of metabolic simulation accelerator on the FPGA. It is only the specialized processing unit for Michaelis-Menten model, so it has no interface logic to PCI or any other systems.

Implementation. The first prototype of Michaelis-Menten solver has following components as shown in Fig.4:

- single precision, floating point adder (addsub)
- single precision, floating point multiplier (mult)
- exponent shifter for numerical integration (shift)
– substance registers which hold concentration of each substances
– temporary registers which hold intermediate data

With these components, the kinetic equations ( (2)–(5) ) with the integration step can be solved as Fig.5. In the first step of this method, each derivative is calculated. Then, the exponent part of derivative is shifted to get $d/dt$. At last, the difference is added to the value at time $t$, and the integration completes.

The method shown in Fig.5 was implemented with the modules add/sub, mult and shift. The pipeline completes the process of 4 equations in 32 clocks, and it can start a new process every 10 clocks. The schedule of calculation is shown in 6.

**Evaluation.** The prototype was designed with Verilog-HDL. Synthesis, place and route were done with Synopsys FPGA Compiler-II and Xilinx ISE 4.1. The maximum operating frequency was calculated from the result of place and route, then the throughput was calculated. This evaluation was done with the place and route for multiple units on an FPGA. However, the evaluated system doesn’t have any host interface. So it’s just for preliminary evaluation.

The result is shown in Table 2. By comparison to throughput of microprocessors in Table 3, 2 units of this prototype have the same throughput as 1.13GHz version of PentiumIII.

---

1 This method is very fast and easy to implement numerical integration because it does not need a divider. In our second prototype, $d/dt$ is calculated by multiplying $dt$ to $k_n$ before the simulation starts.
**Fig. 6.** Pipeline Schedule of the First Prototype

**Table 2.** The Size, Frequency and Throughput of the First Prototype

<table>
<thead>
<tr>
<th>Units</th>
<th>Slices (Used %)</th>
<th>Frequency</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,211 (6%)</td>
<td>62MHz</td>
<td>6.2</td>
</tr>
<tr>
<td>2</td>
<td>4,422 (13%)</td>
<td>64MHz</td>
<td>12.8</td>
</tr>
<tr>
<td>3</td>
<td>6,644 (19%)</td>
<td>58MHz</td>
<td>17.4</td>
</tr>
<tr>
<td>4</td>
<td>8,845 (25%)</td>
<td>56MHz</td>
<td>22.4</td>
</tr>
<tr>
<td>8</td>
<td>17,849 (52%)</td>
<td>54MHz</td>
<td>43.2</td>
</tr>
</tbody>
</table>

**Table 3.** Throughput of Microprocessors

<table>
<thead>
<tr>
<th>Processor</th>
<th>Frequency (MHz)</th>
<th>OS/Compiler</th>
<th>Throughput (Mop/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UltraSPARC-II</td>
<td>300</td>
<td>Solaris8 / gcc-2.95.2</td>
<td>5.21</td>
</tr>
<tr>
<td>Pentium III</td>
<td>800</td>
<td>FreeBSD-4.2 / gcc-2.95.2</td>
<td>6.25</td>
</tr>
<tr>
<td>Pentium III</td>
<td>1133</td>
<td>FreeBSD-4.2 / gcc-2.95.2</td>
<td>10.15</td>
</tr>
</tbody>
</table>

**The Communication Bottleneck.** This prototype receives concentration of 4 substances from the host CPU, then sends them back at each time step. The size of this transaction is \(4 \times 2 \times 32\) (bit) = 256 (bit). Here, the maximum bandwidth of 64 bit/66 MHz PCI bus is \(64 \times 66 = 4.2\) (Gbps), so \(4.2\) (Gbps) \(\div 256\) (bit/timestep) = 16.5 (timestep/sec) is the maximum processing ability. However, as shown in Table 3, desktop CPU will soon reach to 16 Mops/sec. Some breakthrough is needed to solve this communication bottleneck, and exploit the power of the FPGA.

### 2.6 The Second Prototype

**Concept.** To avoid the communication bottleneck, the second prototype (Fig. 7) was designed and implemented. This prototype has a mechanism to program how the solver receives, processes, stores and sends back data. The program for the solver is stored in “Code RAM”, while the data is stored in “Data RAM”. Data
in the Data RAM can be used in the succeeding time step, and can be partially modified from the host. Host program does not need to get all data in every time step, since all data in simulation is stored in the Data RAM. By accessing to only essential data, transactions over PCI bus can be reduced drastically.

For example, to process the reaction pathway in Fig.8, data transfer between the solver and host is as follows:

- in the first prototype:
  - to process reaction 1, receive $A$, $B$, $E_{ab}$ and $A.E_{ab}$ at time $t$
  - as the result of reaction 1, send $A$, $B$, $E_{ab}$ and $A.E_{ab}$ at time $t + \Delta t$
  - to process reaction 2, receive $B$, $C$, $E_{bc}$ and $B.E_{bc}$ at time $t$
  - as the result of reaction 2, send $B$, $C$, $E_{bc}$ and $B.E_{bc}$ at time $t + \Delta t$
- in the second prototype:
  - receive the program
  - to process reaction 1 and 2, receive $A$, $B$, $C$, $E_{ab}$, $E_{bc}$, $A.E_{ab}$ and $B.E_{ab}$ at time $t$ if necessary
  - as the result of the reactions, $A/dt$, $B/dt$, $C/dt$, $E_{ab}/dt$, $E_{bc}/dt$, $A.E_{ab}/dt$ and $B.E_{ab}/dt$ if necessary

In this way, transactions over PCI bus can be reduced by using the memory on the accelerator board.

**Implementation.** As shown in Fig.7, the second prototype of the solver has 3 multipliers (M1, M2 and M3) and an adder (A). The solver itself is fully pipelined, and controlled with a simple finite-state machine as shown in Fig.9. The address for Code RAM is simply incremented by every clock cycle, then Data RAM is accessed as Code RAM points to.
Table 4. Data RAM for the Sample Pathway

<table>
<thead>
<tr>
<th>Address</th>
<th>Data</th>
<th>Address</th>
<th>Data</th>
<th>Address</th>
<th>Data</th>
<th>Address</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>00h</td>
<td>A</td>
<td>04h</td>
<td>k_{11}</td>
<td>08h</td>
<td>B</td>
<td>0ch</td>
<td>k_{21}</td>
</tr>
<tr>
<td>01h</td>
<td>Eab</td>
<td>05h</td>
<td>k_{12}</td>
<td>09h</td>
<td>Ebc</td>
<td>0dh</td>
<td>k_{22}</td>
</tr>
<tr>
<td>02h</td>
<td>A.Eab</td>
<td>06h</td>
<td>k_{13}</td>
<td>0ah</td>
<td>B.Ebc</td>
<td>0eh</td>
<td>k_{23}</td>
</tr>
<tr>
<td>03h</td>
<td>B</td>
<td>07h</td>
<td>k_{12} + k_{13}</td>
<td>0bh</td>
<td>C</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Format of Code RAM

<table>
<thead>
<tr>
<th>Address</th>
<th>Pointer</th>
</tr>
</thead>
<tbody>
<tr>
<td>4n × 00h</td>
<td>S</td>
</tr>
<tr>
<td>4n × 01h</td>
<td>k_{2}</td>
</tr>
<tr>
<td>4n × 02h</td>
<td>k_{2} + k_{3}</td>
</tr>
<tr>
<td>4n × 03h</td>
<td>k_{3}</td>
</tr>
</tbody>
</table>

Fig. 9. Pipeline Schedule of the Second Prototype

The solver is fully pipelined, and it can start process each 2 clocks. Most of the logic operates at 33MHz, Data RAM and Code RAM run at 66MHz to ensure sufficient bandwidth. Code RAM is the array of pointer, which points to Data RAM in the format shown in Table 5. The width of Code RAM is 32 bit, and two 16 bit pointers are stored in each address. Some special values are reserved as control commands.

The second prototype is designed so as to be implemented on ReCSiP board. It provides a simple and easy software interface by mapping Code RAM, Data RAM and some control registers on the memory address space of the host processor, via PCI bus. Simulation will start by storing the code and data on each RAM, then kick the control register.

Evaluation. The size, maximum operating frequency and throughput are shown in Table 7. It is about 8 times faster than 1.13GHz version of Intel PentiumIII.
Table 6. Contents of Code RAM for the Sample Pathway

<table>
<thead>
<tr>
<th>Address</th>
<th>Pointer</th>
</tr>
</thead>
<tbody>
<tr>
<td>00h</td>
<td>A</td>
</tr>
<tr>
<td>01h</td>
<td>k\textsubscript{12}</td>
</tr>
<tr>
<td>02h</td>
<td>k\textsubscript{12} + k\textsubscript{13}</td>
</tr>
<tr>
<td>03h</td>
<td>k\textsubscript{13}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Address</th>
<th>Pointer</th>
</tr>
</thead>
<tbody>
<tr>
<td>04h</td>
<td>B</td>
</tr>
<tr>
<td>05h</td>
<td>k\textsubscript{22}</td>
</tr>
<tr>
<td>06h</td>
<td>k\textsubscript{22} + k\textsubscript{23}</td>
</tr>
<tr>
<td>07h</td>
<td>k\textsubscript{23}</td>
</tr>
<tr>
<td>08h</td>
<td>END</td>
</tr>
</tbody>
</table>

Table 7. The Size, Frequency and Throughput of the Second Prototype

<table>
<thead>
<tr>
<th>Units</th>
<th>Slices (Used %)</th>
<th>Frequency</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3,713 (10%)</td>
<td>48MHz</td>
<td>24</td>
</tr>
<tr>
<td>2</td>
<td>7,449 (22%)</td>
<td>44MHz</td>
<td>44</td>
</tr>
<tr>
<td>3</td>
<td>11,163 (33%)</td>
<td>43MHz</td>
<td>64</td>
</tr>
<tr>
<td>4</td>
<td>14,897 (44%)</td>
<td>42MHz</td>
<td>84</td>
</tr>
</tbody>
</table>

With Code RAM and Data RAM, transactions over the PCI bus can be reduced as possible, and so it is not a bottleneck now.

Controlling the solver by Code RAM and Data RAM is also a highly flexible way, since it can describe complicated reaction pathway. However, each unit on the FPGA cannot communicate each other in the current implementation. To exploit the performance of this accelerator, some communication facilities like shared registers or FIFOs should be implemented, to process a large reaction pathway in parallel.

3 Conclusion

A host-accelerator co-operation environment for bioinformatics, “ReC SiP” is proposed. As the preliminary evaluation, a solver for a basic metabolic simulation using Michaelis-Menten model is implemented. Its performance is 8 times as that of 1.13GHz PentiumIII by the parallel execution in the solver.

Current Michaelis-Menten solver needs further improvement to run various type of simulations with more realistic models. For example, some more stiff algorithms of numerical solution of differential equations should be implemented.

Now, implementation of other applications including microscopic image processing or DNA sequence matching is going on.

Now we’re planning to design ReC SiP board version 2. The following new facilities are added on the current version:

- 18Mbit QDR-SRAMs instead of current 18Mbit synchronous SRAM,
- a DDR-SDRAM SO-DIMM slot for running big simulations, and
- a direct board to board communication interface.
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Abstract. Margolus neighborhood is the easiest form of designing Cellular Automata Rules with features such as invertibility or particle conserving. In this paper we propose two different implementations of systems based on this neighborhood: The first one corresponds to a classical RAM-based implementation, while the second, based on concurrent cells, is useful for smaller systems in which time is a critical parameter. This implementation has the feature that the evolution of all the cells in the design is performed in the same clock cycle.

1 Introduction

Cellular Automata (CA) model massively parallel computation and physical phenomena [1]. They consist of a lattice of discrete identical sites called cells, each one taking a value from a finite set, usually a binary set. The value of the cells evolve in discrete time steps according to deterministic rules that specify the value of each site in terms of the values of the neighboring sites. This is a parallel, synchronous, local and uniform process [1, 2, 5, 10, 14].

CA are used as computing and modeling tools in biological organization, self-reproduction, image processing and chemical reactions. Also, CA have proved themselves to be useful tools for modeling physical systems such as gases, fluid dynamics, excitable media, magnetic domains and diffusion limited aggregation [13, 3, 4, 5, 8, 12]. CA have been also applied in VLSI design in areas such as generation of pseudo-random sequences and their use in built-in self test (BIST), error-correcting codes, private-key cryptosystem, design of associative memory and testing the finite state machine [9, 10, 11, 15, 16].

1.1 Invertible Cellular Automata and Margolus Neighborhood

A CA is invertible when its global function is a bijection, i.e., if every configuration – which, by definition, has exactly one successor – also has exactly one predecessor [6].
Invertibility is such a desirable property, because in the context of dynamical systems coincides with microscopic reversibility. One of the most common ways of constructing invertible cellular automata is by using a partitioning schema [6].

Partitioning Cellular Automata (PCA) are based on a different kind of local map that takes as input the contents of a region and produces as output the new state of the whole region (rather than of a single cell). This way, the state space is completely divided into non-overlapping regions. In order to exchange information between regions, partitions must change at the next step. The partitioning format is specially good for many applications because it makes very easy to construct invertible rules.

The most important partitioning scheme is the Margolus Neighborhood, introduced in [3]. In this neighborhood each partition is 2x2 cells as shown in figure 1. We alternate between even partitions (solid lines) and odd partitions (dotted line) in order to couple them all. Periodic boundary conditions are assumed.

Several rules based on Margolus neighborhood have been introduced in different areas. Among them we can mention BBMCA introduced by Margolus itself and capable of universal computation [3], rules TM and HPP for modelling gases [8] and the rule DIAG_then_DOWN for simulating particles that fall down and pile up [7].

2 Sequential Implementation of Margolus neighborhood

A classical architecture for implementing Margolus neighborhood at VLSI is presented in figure 2. In this approach, the lattice of cells is stored in a RAM memory disposed as a 2D array of single bits. The control path has to generate the proper signals to read the four positions that form a block and present them to the process unit. The process unit applies the transformation codified by the local map and after it is finished, the control generates the signals to store the result back in the memory.

It is necessary for the control unit to have an input from a parity generator that ensures the correct alternancy between even and odd evolutions, so the directions in the memory to be accessed are different in each case.
The proposed architecture was implemented on several FPGA families to compare performances. For the logic synthesis we used Leonardo Spectrum Version 2002b.21 from Exemplar Logic. This allows us to synthesize on different families from several manufactures. The results shown here are those obtained for ALTERA and XILINX devices. For the ALTERA devices the implementation and simulation was performed with MAX+PLUSII v. 10.0 (FLEX10K family) and QUARTUS II v. 2.2 (APEX20K, APEXII and STRATIX families). Implementation and simulation on XILINX devices was performed using FOUNDATION SERIES 3.1i.

2.1 Sequential Control Implementation

As a first stage, we implemented only the control unit on the FPGA. This is thought to operate on a external RAM in which information about cell states is stored. Table 1 summarizes the results on Maximum frequency and Logic Cells (LCs) needed for ALTERA devices. Implementations are done for a 8x8 matrix of cells.

Similar results can be given for XILINX Devices. XILINX Slice is more complex than ALTERA LC. In fact, it contains 2 LUTs, so used resources seem to be lower in this case, but it is due to the granularity.

Table 1. Results of Sequential Control Implementation in ALTERA devices

<table>
<thead>
<tr>
<th>Family</th>
<th>FLEX10K</th>
<th>APEX20K</th>
<th>APEXII</th>
<th>STRATIX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RC240-3</td>
<td>RC240-1</td>
<td>F672C7</td>
<td>F780C6</td>
</tr>
<tr>
<td>LCs</td>
<td>72</td>
<td>75</td>
<td>75</td>
<td>61</td>
</tr>
<tr>
<td>Maximum Frequency</td>
<td>82.64MHz</td>
<td>87.67MHz</td>
<td>268.24MHz</td>
<td>308.36MHz</td>
</tr>
</tbody>
</table>
Table 2. Results of Sequential Control Implementation in XILINX devices

<table>
<thead>
<tr>
<th>Family</th>
<th>4000</th>
<th>VIRTEX</th>
<th>VIRTEXII</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device</td>
<td>4020XLPQ160-09</td>
<td>V200BG256-6</td>
<td>XC2V80FG256-4</td>
</tr>
<tr>
<td>Slices</td>
<td>25</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td>Maximum Frequency</td>
<td>82,905MHz</td>
<td>158,806MHz</td>
<td>173,461MHz</td>
</tr>
</tbody>
</table>

2.2 Using Embedded Memory

In most cases we can use the embedded memory included in the devices for storing information about the matrix of cells. This limits the maximum size of the system: The maximum size of the matrix of cells depends on the total amount of RAM embedded on the chip. Table 3 gives the results of implementation of a 8x8 matrix on the listed ALTERA devices. Also we have included the maximum size of the array allowed for a device and for a family.

The same results for XILINX devices are given in Table 4. It is important to note that some families, such as 4000, lacks of embedded memory and emulate it using distributed memory (LUTs).

Table 3. Results of Sequential Implementation using embedded memory in ALTERA devices

<table>
<thead>
<tr>
<th>Family</th>
<th>FLEX10K</th>
<th>APEX20K</th>
<th>APEXII</th>
<th>STRATIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCs</td>
<td>71</td>
<td>75</td>
<td>76</td>
<td>61</td>
</tr>
<tr>
<td>Maximum Frequency</td>
<td>30,58MHz</td>
<td>54,24MHz</td>
<td>113,91MHz</td>
<td>187,21MHz</td>
</tr>
<tr>
<td>Maximum Size (Device)</td>
<td>64x64</td>
<td>256x256</td>
<td>512x512</td>
<td>1024x1024</td>
</tr>
<tr>
<td>Maximum Size (Family)</td>
<td>128x128</td>
<td>512x512</td>
<td>1024x1024</td>
<td>2048x2048</td>
</tr>
</tbody>
</table>

Table 4. Results of Sequential Implementation using embedded memory in XILINX devices

<table>
<thead>
<tr>
<th>Family</th>
<th>4000</th>
<th>VIRTEX</th>
<th>VIRTEXII</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device</td>
<td>4020XLPQ160-09</td>
<td>V200BG256-6</td>
<td>XC2V80FG256-4</td>
</tr>
<tr>
<td>Slices</td>
<td>31</td>
<td>38</td>
<td>39</td>
</tr>
<tr>
<td>Maximum Frequency</td>
<td>55,460MHz</td>
<td>92,200MHz</td>
<td>120,337MHz</td>
</tr>
<tr>
<td>Maximum size (Device)</td>
<td>128x128</td>
<td>128x128</td>
<td>256x256</td>
</tr>
<tr>
<td>Maximum size (Family)</td>
<td>512x512</td>
<td>512x512</td>
<td>1024x1024</td>
</tr>
</tbody>
</table>

1 Actually the total dimension, if we could use all the memory available, should be a little more, but the design has been thought to have size of $2^n \times 2^n$. 
The main drawback of the design is the fact that the time required to perform an evolution increases linearly with the total size of the array. The control unit needs 4 clock cycles to read a 2x2 block from memory and 4 cycles to store them back. Also, the process unit needs one cycle to perform the evolution of the partition, so 9 clock cycles are necessary to evolve each 2x2 block from memory.

2.3 Dual-Port Memories

Evolution rates can be increased by relying on special features of the most powerful families. Concretely, we can get advance of the embedded dual-port RAM that allows the user to perform simultaneous read-and-write operations. This can reduce the number of cycles needed to perform a block evolution from 9 to 5, almost doubling the number of evolutions per second that the system can achieve. But this feature is not supported by all the families under study. Results on the suitable families are given in Table 5 for the 8x8 array.

Even if we rely on most powerful families and take advantage of dual-port embedded memories, sequential implementation leads us to a system that presents poor timing-characteristics as size increases. This effect is due to the fact that memory must be explored and updated sequentially. So, the evolutions per second that the system can achieve decreases with the total size. Figure 3 shows this evolution for the best devices studied.

Table 5. Results of Sequential Implementation using dual-port embedded memory in ALTERA and XILINX devices

<table>
<thead>
<tr>
<th>Family</th>
<th>APEXII</th>
<th>STRATIX</th>
<th>VIRTEX</th>
<th>VIRTEXII</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device</td>
<td>EP2A25</td>
<td>EP1S25</td>
<td>V200BG256-6</td>
<td>XC2V80FG256-4</td>
</tr>
<tr>
<td></td>
<td>F672C7</td>
<td>F780C6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LCs / Slices</td>
<td>91</td>
<td>68</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Maximum Frequency</td>
<td>111,02MHz</td>
<td>187,86MHz</td>
<td>85,690MHz</td>
<td>143,021MHz</td>
</tr>
</tbody>
</table>

3 Concurrent Implementation

In some applications, evolution rates like those presented in the previous paragraph are non acceptable. The main advance of a Cellular Automata Structure is precisely its high parallelisation degree, and the implementation previously proposed converts it into a serial scheme to perform the matrix actualisation. If we want to obtain a real concurrent Cellular Automata, new strategies need to be explored.
3.1 Proposed Architecture

If we carefully study the connection schema of a Margolus Neighborhood Cellular Automata, easily we can distinguish between four classes of cells, depending on its position into the global matrix. In figure 4 these four classes are shown. Class 1 Cells are updated in odd cycles as Type D cells (referred to the notation introduced in figure 1) from a dotted line block, and are updated in even cycles as Type A Cells from a solid line block. The rest of classes and their connectivities are easily inferred from the figure.

This connection scheme leads us to reduce all classes of Cells to a common structure that is depicted on figure 5. For each cell in the matrix we need to define two different functions: the even one and the odd one. A multiplexer selects between results on even or odd branches depending on the present cycle. Also, to easily supply initial data to the circuit, we have included a second multiplexer for data synchronous load. Finally, an Enable terminal has been added to hold and start the evolution.

If we fix the proposed architecture for all the classes of cells in the matrix, the only difference between classes is the way the neighbor cells are connected to the inputs of the even/odd functions.
Fig. 5. Common structure of a cell. Each one supports two different functions: the even one and the odd one

3.2 Implementation and Results

This concurrent architecture was implemented on several FPGA families to compare performances. For the logic synthesis we used LeonardoSpectrum Version 2002b.21 from Exemplar Logic on different families from several manufactures. The results shown here are those obtained for ALTERA and XILINX devices. For the ALTERA devices the implementation and simulation was performed with MAX+PLUSII v. 10.0 (FLEX10K family) and QUARTUS II v. 2.2 (APEX20K, APEXII and STRATIX families). Implementation and simulation on XILINX devices was performed using FOUNDATION SERIES 3.1i.

ALTERA Logic Cell contains a four-input look-up-table that is specially indicated for implementing one of the even/odd functions. So, in every device from ALTERA, the complete Cell showed in figure 5 needs 4 LCs to be implemented: two for the two functions and the rest for the multiplexers and register.

Table 6 summarizes the results of the implementations for a 8x8 matrix in different ALTERA devices. It is important to remark that even though in the synthesis step every device needs 4 LCs per Cell, implementation changes that number, due to the mapping process. In family STRATIX LC is a little more complex, so mapping can be optimized and the number of LCs per Cell is reduced to 3, allowing us to include more Cells in the device. Table 6 also lists the maximum size of the matrix, considering the number of LCs in the device and in the family2. Finally, the maximum frequency is listed for the 8x8 design. This value is clearly greater than that obtained in the sequential implementation. But the main advantage accomplished is the way the circuit evolves: it updates the whole matrix in the same clock cycle, independently of the size. So, for any size of the array, the rate of evolutions per second is constant and equal to one clock period.

---

2 In this case, design is not limited to sizes of $2^n \times 2^n$. With this implementation the only limitation, characteristic of Margolus neighborhood, is that size must be the square of an even number.
Table 6. Results of Concurrent Implementation in ALTERA devices

<table>
<thead>
<tr>
<th>Family</th>
<th>FLEX10K</th>
<th>APEX20K</th>
<th>APEXII</th>
<th>STRATIX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RC240-3</td>
<td>RC240-1</td>
<td>F672C7</td>
<td>F780C6</td>
</tr>
<tr>
<td>LCs (Cell)</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>LCs (Full Design)</td>
<td>257</td>
<td>257</td>
<td>257</td>
<td>193</td>
</tr>
<tr>
<td>Maximum Frequency</td>
<td>81,96MHz</td>
<td>152,05MHz</td>
<td>152,07MHz</td>
<td>303,12MHz</td>
</tr>
<tr>
<td>Maximum size (device)</td>
<td>16x16</td>
<td>40x40</td>
<td>68x68</td>
<td>92x92</td>
</tr>
<tr>
<td>Maximum size (family)</td>
<td>54x54</td>
<td>100x100</td>
<td>114x114</td>
<td>194x194</td>
</tr>
</tbody>
</table>

Table 7. Results of Concurrent Implementation in XILINX devices

<table>
<thead>
<tr>
<th>Family</th>
<th>4000</th>
<th>VIRTEX</th>
<th>VIRTEXII</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device</td>
<td>4020XLPQ160-09</td>
<td>V200BG256-6</td>
<td>XC2V80FG256-4</td>
</tr>
<tr>
<td>Slices (Cell)</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Slices (Full Design)</td>
<td>96</td>
<td>97</td>
<td>97</td>
</tr>
<tr>
<td>Maximum Frequency</td>
<td>40,596MHz</td>
<td>103,082MHz</td>
<td>165,618MHz</td>
</tr>
<tr>
<td>Maximum size (device)</td>
<td>22x22</td>
<td>39x39</td>
<td>18x18</td>
</tr>
<tr>
<td>Maximum size (family)</td>
<td>74x74</td>
<td>90x90</td>
<td>176x176</td>
</tr>
</tbody>
</table>

Similar results can be obtained for XILINX devices. As we mentioned before, XILINX Slice contains 2 LUTs, so one single Cell requires only 2 Slices to be implemented. However, after the implementation the mapping can be optimized, reducing the number to approximately 1.5 Slices per Cell. Table 7 summarizes these results for XILINX devices. Again, given maximum frequency corresponds to the 8x8 design.

Seeing these results one questions how the total size affects maximum frequency. In practice, we obtain little variation as the total size increases, due to the locality connection of cells in the overall design. This effect can be seen in Figure 6, in which only the most powerful families were used.

3.3 Comparison between Implementations

The two main differences between both strategies are evident from the given results: sequential implementation permits large matrix sizes, thus having the drawback of that the time per evolution increases linearly with the size of the matrix. On the other hand, concurrent implementation is more adequate when time is a critical parameter, even though the sizes obtained are small. This could be indicated in some VLSI applications such as random number generation or BIST.
Fig. 6. Effects of the size in number of evolutions per second in the concurrent implementation

4 Conclusions

We have studied Margolus neighborhood Cellular Automata. We propose two implementations for Margolus neighborhood Cellular Automata, the first one RAM based that allows large sizes but offers poor timing characteristics as processing times increases linearly with memory size. This processing time can be reduced to the half using dual-port memories to speed-up data access. The other implementation, that we call concurrent, gives support to much small systems in which time is a critical factor, performing a complete evolution in only one clock cycle.
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Abstract. Elliptic Curve Public Key Cryptosystems are becoming increasingly popular for use in mobile devices and applications where bandwidth and chip area are limited. They provide much higher levels of security per key length than established public key systems such as RSA. The underlying operation of elliptic curve point multiplication requires modular multiplication, division/inversion and addition/subtraction. Division is by far the most costly operation in terms of speed. This paper proposes a new divider architecture and implementation on FPGA for use in an ECC processor.

1 Introduction

Elliptic Curve Cryptosystems (ECC) were independently proposed in the mid-eighties by Victor Miller \cite{1} and Neil Koblitz \cite{2} as an alternative to existing public key systems such as RSA and DSA. No sub-exponential algorithm is known to solve the discrete logarithm problem on a suitably chosen elliptic curve, meaning that smaller parameters can be used in ECC with equivalent security to other public key systems. It is estimated that an elliptic curve group with 160-bit length has security equivalent to RSA with a bit length of 1024-bit \cite{3}.

Two types of finite field are popular for use in elliptic curve public key cryptography: $GF(p)$ with $p$ prime, and $GF(2^n)$ with $n$ a positive integer. Many implementations focus on using the field $GF(2^n)$ due to the underlying arithmetic which is well suited to binary numbers \cite{4}. Addition is simply bitwise XOR in $GF(2^n)$, whereas carry adders must be used when operating in $GF(p)$. However, most $GF(2^n)$ processors are limited to operation on specified curves and key sizes. An FPGA implementation of a $GF(2^n)$ processor which can operate on different key sizes without reconfiguration has previously been presented in \cite{5}. ECC Standards define different elliptic curves and key sizes which ECC implementations must be capable of utilising \cite{6}\cite{7}. With a $GF(p)$ processor, any curve or key length up to the maximum size, $p$, can be used without reconfiguration.

Few implementations of ECC processors over $GF(p)$ have been implemented on hardware to date due to the more complicated arithmetic required\cite{8}. The
modular division operation has been implemented in the past by modular in-
version followed by modular multiplication. No implementations to date have
implemented a dedicated modular division component in an ECC application.

This paper proposes a modular divider for use in an ECC processor targeted
to FPGA which avoids carry chain overflow routing. The design proposed has a
bit length of 256-bits and thus would provide security well in excess of RSA-1024
when used in an ECC processor.

2 Elliptic Curve Cryptography over $GF(p)$

An elliptic curve over the finite field $GF(p)$ is defined as the set of points $(x, y)$,
which satisfy the elliptic curve equation

$$y^2 = x^3 + ax + b$$

where $x, y, a$ and $b$ are elements of the field, and $4a^3 + 27b^2 \neq 0$.

To encrypt data, it is represented as a point on the chosen curve over the
finite field. The fundamental encryption operation is point scalar multiplication,
i.e. a point $P_1$ is added to itself $k$ times.

$$Q = kP = P + P + \ldots + P_{k \text{ times}}$$

In order to compute $kP$, a double and add method is used and $k$ is represented
in binary form and scanned right to left from LSB to MSB, performing a double
at each step and an addition if $k_i$ is 1. Therefore the multiplier will require
$(m - 1)$ point doublings and an average of $\left(\frac{m-1}{2}\right)$ point additions, where $m$
is the bitlength of the field prime, $p$.

The operations of elliptic curve point addition and point doubling are best
explained graphically as shown in Fig.1 and Fig.2. To add two distinct points,
$P_1$ and $P_2$, a chord is drawn between them. This chord will intersect the curve
at exactly one other point, and the reflection of that point through the $x$-axis is
defined to be the point $P_3 = P_1 + P_2$. (Note: The point at infinity, $O$
is taken to exist infinitely far on the $y$-axis, and is the identity of the elliptic curve group.)

Point Multiplication operations on elliptic curves over $GF(p)$ are performed
by modulo addition, subtraction, multiplication and inversion. Different coordi-
nate systems can be used to represent elliptic curve points, and it is possible to
reduce the number of inversions by representing the points in projective coordi-
nates. However, this results in a large increase in the number of Multiplications
required per point operation (13 for addition, 6 for doubling) [3][8].
The point addition/doubling formulae in \textit{affine coordinates} are given below. Let \( P_1=(x_1,y_1) \) and \( P_2=(x_2,y_2) \), then \( P_3=(x_3,y_3)=P_1 + P_2 \) is given by:

\[
\begin{align*}
    x_3 &= \lambda^2 - x_1 - x_2 \\
    y_3 &= \lambda(x_1 - x_3) - y_1 \\
    \lambda &= \begin{cases} 
    \frac{y_2 - y_1}{x_2 - x_1} & \text{if } P_1 \neq P_2 \\
    \frac{3x_1^2 + a}{2y_1} & \text{if } P_1 = P_2
    \end{cases}
\end{align*}
\]

The performance of an ECC processor depends on the efficiency of the finite field computations required to perform the point addition and doubling operations. Point addition requires 2 multiplications, 1 division and 6 addition/subtraction operations. Point doubling requires 3 multiplications, 1 division and 7 additions/subtractions. Division is the critical operation and the speed of the overall processor will depend on a high-speed divider.

3 Modular Inversion

One method to perform the division operation is to perform an inversion followed by a multiplication.

The multiplicative inverse of an integer \( a \pmod{M} \) exists if and only if \( a \) and \( M \) are relatively prime. There are two methods to calculate this inverse. One is based on Fermat’s Theorem which states that \( a^{M-1}(\pmod{M}) = 1 \) and therefore \( a^{M-2}(\pmod{M}) = a^{-1}(\pmod{M}) \). Using this fact, the inverse may be calculated by modular exponentiation. However this is an expensive operation requiring on average \( 1.5 \log_2 m \) multiplications. Another method to calculate the inverse is by knowing that the greatest common divisor of any two integers may be expressed as a linear combination of the two.
Table 1. Area and speed results for the Inverter designs.

<table>
<thead>
<tr>
<th>Design</th>
<th>Area (Slices)</th>
<th>% of XCV2000e</th>
<th>Equivalent Gates</th>
<th>Max Freq. (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64-bit</td>
<td>735</td>
<td>3.8</td>
<td>13,855</td>
<td>45</td>
</tr>
<tr>
<td>128-bit</td>
<td>1,259</td>
<td>6.6</td>
<td>24,628</td>
<td>38</td>
</tr>
<tr>
<td>256-bit</td>
<td>2,453</td>
<td>12.8</td>
<td>48,226</td>
<td>28</td>
</tr>
</tbody>
</table>

Since $a$ and $M$ are relatively prime, the following expression may be solved for $r$ and $s$:

$$ar + Ms = 1 \pmod{M}$$

This linear equation implies that:

$$ar \equiv 1 \pmod{M}$$

Therefore, $r$ is the inverse of $a \pmod{M}$. The values of $r$ and $s$ may be derived by reversing the steps of the Euclidean algorithm. This procedure is known as the Extended Euclidean algorithm.

Kaliski proposed a variation of the extended Euclidean algorithm to compute the Montgomery Inverse, $a^{-1}2^m \pmod{M}$ of an integer $a$ [9]. The output of this algorithm is in the Montgomery domain, which is useful when performing further Montgomery multiplications [10]. The Montgomery multiplier is an efficient algorithm for computing modular multiplication, however inputs must first be mapped into the Montgomery domain, and then re-mapped before output. Therefore, the Montgomery multiplier is useful only when repeated multiplications are necessary, such as in the RSA cryptosystem where modular exponentiation is the underlying operation. Efficient Montgomery multipliers for implementation on FPGA have previously been presented in [11]. The performance of ECC point addition and doubling could be improved by performing all operations in the Montgomery domain.

Montgomery inverters have previously been presented in [12][13][14][15][16]. Inverter speed and area results based on designs presented in [14] are given in table 1. The architecture requires a maximum of $(3m + 2)$ clock cycles to perform an $m$-bit Montgomery inversion, or $(4m + 2)$ cycles to perform a regular integer inversion.

4 Modular Division

A new binary add-and-shift algorithm to perform modular division was presented recently by S.C. Shantz in [17]. This provides an alternative to division by inversion followed by multiplication. The algorithm is given here in algorithm 1. It computes $U = \frac{y}{x} \pmod{M}$ in a maximum of $2(m - 1)$ clock cycles where $m$ is the bitlength of the modulus, $M$. 
Algorithm 1: Modular Division

**Input**: \( y, x \in [1, M - 1] \) and \( M \)

**Output**: \( U \), where \( y = U \times x \) (mod \( M \))

\[
A := x, \quad B := M, \quad U := y, \quad V := 0
\]

while \((A \neq B)\) do
  if \((A \text{ even})\) then
    \[ A := A/2; \]
    if \((U \text{ even})\) then \( U := U/2 \) else \( U := (U + M)/2; \)
  else if \((B \text{ even})\) then
    \[ B := B/2; \]
    if \((V \text{ even})\) then \( V := V/2 \) else \( V := (V + M)/2; \)
  else if \((A > B)\) then
    \[ A := (A - B)/2; \]
    \[ U := (U - V); \]
    if \((U < 0)\) then \( U := (U + M); \)
    if \((U \text{ even})\) then \( U := U/2 \) else \( U := (U + M)/2; \)
  else
    \[ B := (B - A)/2; \]
    \[ V := (V - U); \]
    if \((V < 0)\) then \( V := (V + M); \)
    if \((V \text{ even})\) then \( V := V/2 \) else \( V := (V + M)/2; \)
end while

return \( U \);

5 Basic Division Architecture

As can be seen from algorithm 1, the divider makes decisions based on the parity and magnitude comparisons of \( m \)-bit registers. To determine the parity of a number, only the LSB need be examined (0 implies even, 1 implies odd). However, true magnitude comparisons can only be achieved through full \( m \)-bit subtractions, and thus introduce delay before decisions can be made.

The first design presented here uses \( m \)-bit carry propagation adders to perform the additions/subtractions. At each iteration of the while loop in algorithm 1, \( U_{\text{new}} \) is assigned one of the following values, depending on the parity and relative magnitude of \( A \) and \( B \): \( U, \frac{U}{2}, \frac{U + M}{2}, \frac{U - V}{2}, \frac{U - V + M}{2} \) or \( \rac{U - V + 2M}{2} \).

The basis for the proposed designs is to calculate all 6 possible values concurrently, and use multiplexors to select the final value of \( U_{\text{new}} \). This eliminates the time required to perform a full magnitude comparison of \( A \) and \( B \) before calculation of \( U \) and \( V \) can even commence. The same is true for the determination of \( V_{\text{new}} \). These architectures are illustrated in Fig.3 and Fig.4.

The architecture for the determination of \( A_{\text{new}} \) and \( B_{\text{new}} \) is simpler as illustrated in Fig.5. The \( U, V, A \) and \( B \) registers are also controlled by the parity and relative magnitudes of \( A \) and \( B \), and are not clocked on every cycle.
6 Proposed (Carry-Select) Division Architecture

The clock speed is dependent on the bitlength of the divider since the carry chain of the adders contributes significantly to the overall critical path of the design. When the carry chain length exceeds the column height of the FPGA, the carry must be routed from the top of the column to the bottom of the next. This causes a significant decrease in the overall clock speed. The carry-select design proposed here halves this adder carry chain at the expense of extra adders and control, but in doing so improves the performance of the divider.

This architecture is similar to a carry-select inverter design proposed in [14]. The values of \((U - V)\) and \((A - B)\) are determined by splitting the \(m\)-bit registers \(U, V, A\), and \(B\) into \(\frac{m}{2}\)-bit registers \(U_L, U_H, V_L, V_H, A_L, A_H, B_L\) and \(B_H\). The values of \((U - V)_L\) and \((U - V)_H\) are then determined concurrently to produce \((U - V)\) as illustrated in Fig.6 and Fig.7.
When calculating $(U - V)$, if $(V_L > U_L)$, then one extra bit must be “borrowed” from $U_H$. (i.e. The value of $(U - V)_H$ will actually be $(U_H - V_H - 1)$)

It is observed that $(U_H - V_H - 1)$ is actually equal to $(V_H - U_H)$, and therefore only a bitwise inverter is needed to produce this value as seen in Fig.7. However, it is also possible that a carry from the addition of $M_L$ or $2M_L$ will affect the final value of $U_{newH}$. Therefore carries of -1, 0 and 1 must be accounted for in the determination of $U_{newH}$. To allow for this, an extra $(m_2)$-bit adder with a carry-in of 1 is required to calculate $(U_H - V_H + M_H + 1)$.

The determination of $V_{new}$ is similar to that of $U_{new}$. The values of $A_{new}$ and $B_{new}$ are determined as illustrated in Fig.8.
Table 2 compares the proposed carry-select divider and the basic divider in terms of adder and multiplexor area. The adders and multiplexors in the carry-select divider are half the size of those in the basic design, so overall there is a 50% increase in the size of adders required. The multiplexors are actually instantiated as 4-input Look-Up Tables (LUT’s) on the FPGA, and so the 80% increase is not reflected in the actual mapped area results.

7 Results

Speed and area comparisons of 64, 128 and 256-bit dividers for both designs are given in Table 3. The percentage increase in speed and area for each design are given in Table 4. VHDL synthesis and place and route were performed on Xilinx ISE. The results are post place and route with a top level architecture to load the data in 32-bit words. The target FPGA device for this research is the Xilinx Virtex XCV2000e-6bg560 which has 80 CLB’s per column. Therefore the maximum unbroken carry chain length is 160 bits.

Little improvement in performance is achieved for the 64 and 128-bit dividers due to increased control logic and multiplexing. However, once the carry chain exceeds the FPGA column height, the basic design suffers a considerable deterioration in clock speed. The proposed carry-select design performs over 50% faster for the 256-bit divider, which is a realistic bit-length for secure ECC communications. A 50% increase in area is also observed, thereby keeping the (time $\times$ area) product similar for both designs.

Table 2. Number of adders/multiplexors required for both designs.

<table>
<thead>
<tr>
<th>Divider</th>
<th>Adders</th>
<th>2:1 Multiplexors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic</td>
<td>$8 \times n$-bit</td>
<td>$10 \times n$-bit</td>
</tr>
<tr>
<td>Carry-Select</td>
<td>$24 \times \frac{n}{2}$-bit</td>
<td>$36 \times \frac{n}{2}$-bit</td>
</tr>
<tr>
<td>Area Increase</td>
<td>50 %</td>
<td>80 %</td>
</tr>
</tbody>
</table>
Table 3. Area and speed results for the two designs.

<table>
<thead>
<tr>
<th>Design</th>
<th>Area (Slices)</th>
<th>% of Equivalent Max Freq.</th>
<th>Design</th>
<th>Area (Slices)</th>
<th>% of Equivalent Max Freq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>64-bit</td>
<td>1,212</td>
<td>6.3</td>
<td>20,858</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>32-bit x 2</td>
<td>1,472</td>
<td>7.7</td>
<td>26,566</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>128-bit</td>
<td>2,215</td>
<td>11.5</td>
<td>39,622</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>64-bit x 2</td>
<td>3,217</td>
<td>16.8</td>
<td>56,236</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>256-bit</td>
<td>3,872</td>
<td>20.2</td>
<td>72,610</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>128-bit x 2</td>
<td>5,849</td>
<td>30.5</td>
<td>104,918</td>
<td>27</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Percentage increase in area/speed of carry-select design over basic design.

<table>
<thead>
<tr>
<th>Divider Bitlength</th>
<th>Increase in Area (%)</th>
<th>Increase in Speed (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64-bit</td>
<td>21.5 %</td>
<td>0 %</td>
</tr>
<tr>
<td>128-bit</td>
<td>45.2 %</td>
<td>22.5 %</td>
</tr>
<tr>
<td>256-bit</td>
<td>51 %</td>
<td>58.8 %</td>
</tr>
</tbody>
</table>

Comparing these results to the inversion architecture results presented in Section 3, it is observed that both inverter and divider have almost identical maximum operating clock frequencies.

The divider requires half the number of clock cycles to perform the operation, however it requires significantly more area. It is estimated that using this new architecture, division can be performed twice as fast as by the alternative invert and multiply architecture.

8 Conclusions

Modular division is an important operation in elliptic curve cryptography. In this paper, two new FPGA architectures, based on a recently published division algorithm [17] have been presented and implemented. The basic design computes all possible outcomes from each iteration and uses multiplexors to select the correct answer. This avoids the necessity to await the outcome of a full \( m \)-bit magnitude comparison before computation can begin. The second, carry-select divider design splits the critical carry chain into two, and again performs all calculations before the magnitude comparison has been completed. For a 256-bit divider, an improvement in speed of over 50% was achieved with the proposed carry-select divider at a similar area cost over the basic design. The operation speed of the proposed divider is almost identical to that of an inverter, and needs only half the number of clock cycles. Since an additional modular
multiplication is required when using inversion in ECC point multiplication, this division architecture is better suited for implementation in an ECC processor.
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Abstract. This paper presents a method for evaluating functions in hardware based on polynomial approximation with non-uniform segments. The novel use of non-uniform segments enables us to approximate non-linear regions of a function particularly well. The appropriate segment address for a given function can be rapidly calculated in run time by a simple combinational circuit. Scaling factors are used to deal with large polynomial coefficients and to trade precision with range. Our function evaluator is based on first-order polynomials, and is suitable for applications requiring high performance with small area, at the expense of accuracy. The proposed method is illustrated using two functions, \(\sqrt{-\ln(x)}\) and \(\cos(2\pi x)\), which have been used in Gaussian noise generation.

1 Introduction

The evaluation of functions is often the performance bottleneck of many compute-bound applications. Examples of these functions include elementary functions such as \(\ln(x)\) or \(\sqrt{x}\), and compound functions such as \(\sqrt{-\ln(x)}\) or \(\tan^2(x) + 1\). Computing these functions quickly and accurately is a major goal in computer arithmetic; software implementations are often too slow for numerically intensive or real-time applications. The performance of such applications depends on the design of a hardware function evaluator. Advanced FPGAs enable the development of low-cost and high-speed function evaluation units, customizable to particular applications. The principal contribution of this paper is a fast and efficient hardware function evaluator using polynomial approximations. The key novelties of our work include:

- a method for polynomial approximations with non-uniform segments;
- hardware architecture and implementation of the proposed method;
- evaluation of this method with a logarithmic function and a cosine function.

The rest of this paper is organized as follows. Section 2 covers background material and previous work. Section 3 explains our segmentation technique. Section 4 describes the hardware architecture. Section 5 presents a method for determining the placement of segment boundaries. Section 6 discusses evaluation and results, and Section 7 offers conclusion and future work.
2 Background

Polynomial approximation [13], [14] involves approximating a continuous function $f$ with one or more polynomials $p$ of degree $n$ on a closed interval $[a, b]$. The aim is to minimize a distance $\|p - f\|$. There are two kinds of approximations: least squares approximations that minimize the average error, and least maximum approximations that minimize the worst-case error [15]. In both cases, the aim is to minimize a distance $\|p - f\|$. For least squares approximations, that distance is:

$$\|p - f\|_2 = \sqrt{\int_a^b w(x)(f(x) - p(x))^2dx},$$  (1)

where $w$ is a continuous weight function for selecting parts of $[a, b]$ where we want the approximation to be more accurate. For least maximum (minimax) approximations, the distance is:

$$\|p - f\|_\infty = \max_{a \leq x \leq b} |f(x) - p(x)|.$$  (2)

Our work is based on minimax polynomial approximations, which involve minimizing the worst-case error. Since we are interested in fixed-point number representation in our work, we will be concerned with the worst-case absolute errors. A recent study of minimax polynomial approximation on FPGAs can be found [21].

Much of the work on function evaluation is generally concerned with producing highly accurate approximation with complex designs. Instead, we will focus on applications that require very high speed and small area but not high accuracy. Examples of such applications include Gaussian noise generation [3] and belief propagation in LDPC decoding [20]. We will focus in this paper on first-order polynomials of the form $p(x) = c_1 \times x + c_0$, where $c_1$ is the gradient and $c_0$ is the y-intercept, which can be computed by two table lookups, a multiplication and an addition.

Previous work on polynomial approximations involves equally sized segments [4], [5], [6], [7], [8], [9], [10], [11], [12]. Approximations using such uniform segments are suitable for functions with linear regions, but they can be inefficient for non-linear functions. It is desirable to choose the boundaries of the segments to cater for the non-linearities of the function. Highly non-linear regions may need smaller segments than linear regions. This approach minimizes the amount of storage required to approximate the function, leading to more compact and efficient designs.

3 Function Evaluation Based on Non-uniform Segmentation

The interval of approximation $[a, b]$ is divided into a set of sub-intervals, called segments. The best-fit straight line, in a minimax sense, to each segment is found. A lookup table is used to store the coefficients for each line segment, and the functions can then be evaluated using a multiplier and an adder to calculate the linear approximation [1].

Using well-known methods that compute elementary functions such as CORDIC [2], the evaluation of compound functions is a multi-stage process. Consider the evaluation
of the function $\sqrt{-\ln(x)}$ over the interval $(0, 1]$. Using CORDIC, the computation of this function is a two-stage process: the logarithm of $x$ followed by the square root. With our approach, we look at the entire function over the given domain, and therefore we do not need to have two stages.

As shown in Figure 1, the greatest non-linearities of the function $\sqrt{-\ln(x)}$ occur in the regions close to zero and one. If uniform segments are used, a large number of small segments would be required to get accurate approximations in the non-linear regions. However, in the middle part of the curve where it is relatively linear, accurate approximation can be obtained using relatively few segments. It would be efficient to use small segments for the non-linear regions, and large segments for linear regions. Arbitrary-sized segments would enable us to have the least error for a given number of segments; however, the hardware to calculate the segment address for a given input can be complex. Our objective is to provide near arbitrary-sized segments with a simple circuit to find the segment address for a given input.

We have developed a novel method which can construct piecewise linear approximation such that: (a) the segment lengths used in a given region depends on the local linearity, with more segments deployed for regions of higher non-linearity; and (b) the boundaries between segments are chosen such that the task of identifying which segment to use for a given input can be rapidly performed. The proposed method consists of five steps.

1. Determine optimal placement of segment boundaries (see Section 5) – this would include dividing into regions such that in each region the function either monotonically increases or decreases.
2. For a non-linear region, if the non-linearity is monotonically increasing, then increase segment size by a factor of two or more at each step; if the non-linearity is
monotonically decreasing, then reduce segment size by a factor of two or more at each step.

3. The segment addresses can be obtained by computing the prefixes [16] with a simple combinational or pipelined circuit.

4. If necessary, divide the function into several intervals, then apply step 1–3 (see the function \( \cos(2\pi, x) \) in Section 6).

5. If necessary, repeat the above steps with higher-order terms.

As an example to illustrate our approach, consider approximating \( \sqrt{-\ln(x)} \) with an 8-bit input (Figure 1). Using the traditional approach, the most-significant bits of \( x \) are used to index the uniform segments. For instance if the most-significant four bits are used, 16 uniform segments are used to approximate the function. Using our approach, it is possible to use small segments for non-linear regions (regions near 0 and 1), and large segments for linear regions (regions around 0.5). The idea is to use segments that grow by a factor of two from 0 to 0.5, and segments that shrink by a factor of two from 0.5 to 1 in the \( x \)-axis of Figure 1. We use segment boundaries at locations \( 2^{-n} \) and \( 1 - 2^{-n} \) where \( 0 \leq n < 8 \). Up to 14 segments can be formed this way. A circuit based on prefix computation can be used for calculating segment addresses (Figure 2) for a given input \( x \). It checks the number of leading zeros and ones to work out the segment address. A cascade of OR gates is used for segments that grow by factors of two, and a cascade of AND gates is used for segments that shrink by factors of two; these circuits can be pipelined and a circuit with shorter critical path but requiring more area can be used [16]. Note that the choice of segments does not have to be factors of two, it could be more. The appropriate taps are taken from the cascades depending on the choice of the segments and are added to work out the segment address. In Figure 2, the maximum available taps are taken, giving 14 segment addresses. Some taps would not be taken if the segments grow or shrink by more than a factor of two. It can be seen that the critical path of this circuit is the path from \( x_6 \) or \( x_7 \) to the output of the adder. By introducing pipeline registers between the gates, higher throughput can be easily achieved.

![Fig. 2. Circuit to calculate the segment address for a given input \( x \). The adder counts the number of ones in the output of the two prefix circuits.](image-url)
When approximating $\sqrt{-\ln(x)}$ with 32-bit inputs based on polynomials of the form $p(x) = c_1 \times x + c_0$, the gradient of the steepest part of the curve is in the order of $10^8$, thus large multipliers would be required. To overcome this problem, we use scaling factors of multiples of two to reduce the magnitude of the gradient, essentially trading precision for range. This is appropriate since the larger the gradient, the less important precision becomes. The use of scaling factors provides the user the ability to control the precision for both $c_1$ and $c_0$, resulting in variation of the size of the multiplier and adder. Hence for each segment four coefficients are stored: $c_1$ and its scaling factor, $c_0$ and its scaling factor.

It is also possible to divide the input interval into uniform or non-uniform intervals, and have uniform or non-uniform segments inside each interval. In this case, the most-significant bits are used to address the intervals, and the least-significant bits are used to address the segments inside each interval. It can be seen that one can have any number of nested combinations of uniform and non-uniform segments. This hybrid combination of nested uniform and non-uniform segments provides a flexible way to choose the segment boundaries. Currently, this segmentation step is done by hand, which is slow and far from optimal. A possible approach to automate this step is discussed in Section 5.

4 Hardware Architecture

The architecture of our function evaluator shown in Figure 3 is based on polynomials of the form $p(x) = c_1 \times x + c_0$. The most-significant bits are used to select the interval, and the least-significant bits are passed through the segment address calculator which calculates the segment address within the interval. The design shown is developed for the common cases, and has been used in the examples of this paper. For other cases, one could divide the input bits into more than two parts and apply the segment address calculation depending on whether the parts use uniform or non-uniform segments.

The ROM outputs the four coefficients for the chosen interval and segment. $c_1$ is multiplied by the input $x$ and $c_{s1}$ is used to scale the output. The scaling circuit involves shifters, which increase or decrease the value by powers of two. This scaled multiplication value is added to the scaled $c_0$ coefficient to produce the final result.

For high throughput applications, the segment address calculator, the multiplier and the adder can be pipelined. For typical applications targeting FPGAs, the ROM would be small and could be implemented on-chip using distributed RAM or block RAM. Often the multiplier would be the part taking up a significant portion of the area. Therefore it is important to minimize the multiplier size by finding out the minimum bit width for the coefficient $c_1$. Also recent FPGAs, such as Xilinx Virtex-II devices, provide dedicated hardware resources for multiplication which can benefit the proposed architecture.

5 Placement of Segment Boundaries

Let $f$ be a continuous function on $[a, b]$, and let an integer $m \geq 2$ specify the number of contiguous intervals into which $[a, b]$ has been partitioned: $a = u_0 \leq u_1 \leq \ldots \leq u_m = b$. Let $n_i$ and $d_i (i = 1, \ldots, m)$ be non-negative integers and let $P_i$ denote the set
of rational functions \( p_i \) whose numerators and denominators are polynomials of degrees less or equal to \( n_i \) and \( d_i \), respectively. For \( i = 1, \ldots, m \), define

\[
    h_i(u_{i-1}, u_i) = \min_{p_i \in P_i} \max_{u_{i-1} \leq x \leq u_i} |f(x) - p_i(x)|. \tag{3}
\]

Let \( \mu = \mu(u) = \max_{1 \leq i \leq m} h_i(u_{i-1}, u_i) \). Lawson states in his paper [18] that the segmented rational minimax approximation problem is that of minimizing \( \mu \) over all partitions \( u \) of \([a, b]\). It can be shown that if the error norm is a non-decreasing function of the length of the interval of approximation, that the function to be approximated is continuous and that the goal is to minimize the maximum error norm on each interval, then a balanced error solution is optimal; the term “balanced error” means that the error norms on each interval are equal.

Pavlidis and Maika present an iterative scheme for segmentation in their paper [19] which results in a suboptimal balanced error solution. The scheme is based on an iteration of the form

\[
    u_{m+1}^k = u_m^k + c(e_{m+1}^k - e_m^k), \quad m = 1, \ldots, n - 1. \tag{4}
\]

Here \( u_m^k \) is the value of the \( m \)-th point and the \( k \)-th iteration, \( e_m^k \) is the error on \([u_{m-1}^k, u_m^k]\) and \( c \) is an appropriate small positive number. It can be shown that for sufficiently small
the scheme converges to a solution [19]. In this algorithm, the number of segments is fixed and this determines the maximum error. However in many cases, it may be more useful to fix the accuracy desired and let the number of segments vary. Starting from $a$ or $b$ one could apply polynomial approximation in small increments, until the desired accuracy is reached. Then start a new segment from that point.

Once the segment boundaries have been found by using one of the two approaches above, the next step is to match the boundaries based on our addressing scheme as close to the suboptimum ones as possible. As discussed in Section 3, our addressing scheme is based on nested uniform and non-uniform segments. By carefully using these combinations of segments, it is possible to get a close approximation to the suboptimum segment boundaries. Our aim is to enable the user to input constraints such as maximum error norm and to apply the segmentation automatically to produce lookup tables and the corresponding circuits such as the one shown in Figure 3. A possible approach of such an automated method is shown in Figure 4.

![Diagram](image)

**Fig. 4.** Steps for automating segmentation.

## 6 Evaluation and Results

Our function evaluator has been successfully implemented for the Gaussian noise generator presented in [3]. Three functions are approximated: $\sqrt{-\ln(x)}$, $\cos(2\pi x)$ and
\[ \sin(2\pi x) \text{ over } [0, 1]. \] 32-bit inputs are used for \( \sqrt{-\ln(x)} \) and 16-bit inputs are used for \( \cos(2\pi x) \) and \( \sin(2\pi x) \).

We first consider the function \( \sqrt{-\ln(x)} \). As stated earlier, the greatest non-linearities of this function occur in the regions close to zero and one. To be consistent with the change in linearity, we use line segment locations to boundaries at locations \( 2^n - 32 \) for \( 0 < x \leq 0.5 \), and \( 1 - 2^{-n} \) for \( 0.5 < x \leq 1 \), where \( 0 \leq n < 32 \). A total of 59 segments are used to approximate this function as shown in Figure 5. Since \( \sqrt{-\ln(x)} \) approaches infinity for \( x \) values close to zero, the smallest \( x \) value is \( 1/2^{32} \), resulting in a maximum output value of around 4.7.

The maximum absolute error of this approximation is 0.020. However, this is the case only if we have infinite precision for the coefficients, which is not realistic. Multipliers take significant amount of resources on FPGAs, therefore the coefficients for the gradient should be as small as possible. Tests are carried out to find the optimum number of bits for the gradient coefficients that provides the least absolute error. Figure 6 shows how the maximum absolute error varies with the number of bits used for the gradient of \( \sqrt{-\ln(x)} \). The figure indicates that six bits are sufficient to give a maximum absolute error of 0.031. The approximation should differ from the true value by less than one unit in the last place (ulp) [17]; the least significant bit of the fraction of a number in its standard representation is defined to be the last place. With this error, it is sufficient to give an output accuracy of eight bits (three bits for integer and five for fraction). If uniform segments are used, small segment size would be needed in order to cope with the highly non-linear parts of the curve. In fact, one would require around 617 million segments to get the same maximum absolute error with uniform segments. This is a good example to demonstrate the effectiveness of our non-uniform approach. It is clear that our approach works well especially for functions with exponential behavior.
To evaluate the functions $\cos(2\pi x)$ and $\sin(2\pi x)$, due to the symmetry of the sine and cosine functions, only the input range $[0, 1/4]$ for $\cos(2\pi x)$ needs to be approximated [15]. The specific axis-partitioning technique for $\sqrt{-\ln(x)}$ is unsuitable for $\cos(2\pi x)$, since the non-linearities of the two functions are different. If the same technique is used, there would be many unnecessary segments near the beginning and end of the curve, and not enough segments in the middle regions. As before we consider both the local linearity of the curve, and the computational concerns with respect to choosing specific segment boundary locations, leading to the approximations shown in Figure 7. The curve is divided into four uniform intervals and within each interval, non-uniform segmentation is applied. Note that for each interval, not all taps are taken from the segment address calculator. We use a total of 21 segments to approximate this function.
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**Fig. 6.** Variation of function approximation error with number of bits for the gradient of $\sqrt{-\ln(x)}$.

![Figure 7](image2)

**Fig. 7.** Approximation for $\cos(2\pi x)$ over $[0, 1/4]$. The asterisks indicate the segment boundaries of the linear approximations.
With finite precision on the coefficients, the maximum absolute error of this approximation is 0.0035, which is sufficient to give an output accuracy of eight bits (all eight bits for fraction). Using uniform segments, the same error can be obtained with a slightly larger number of segments; this is because the curve does not have high non-linearities.

Table 1 shows a comparison of the number of segments for the two functions for non-uniform and uniform segmentation in order to achieve the same worst-case error. Note that for uniform segmentation, the number of segments needs to be a power of two. This is because the most-significant \( n \) bits are used for addressing. For instance, the actual number of uniform segments needed for the \( \sqrt{-\ln(x)} \) function is 617 million, but 1 billion segments are used which is the next power of two \((2^{30})\). We do not have this kind of a restriction with our non-uniform addressing scheme. The table also shows the number of bits used for each coefficient in the look-up tables. The lookup tables for the three functions \( \sqrt{-\ln(x)} \), \( \cos(2\pi x) \) and \( \sin(2\pi x) \) have a total size of just 3504 bits. With such small lookup table size, all the coefficients can be stored on-chip for fast access.

**Table 1.** Second column shows the comparison of the number of segments for non-uniform and uniform segmentation. Third column shows number of bits used for the coefficients to approximate the \( \sqrt{-\ln(x)} \) and \( \cos(2\pi x) \) functions.

<table>
<thead>
<tr>
<th>function</th>
<th>non-uniform</th>
<th>uniform</th>
<th>( c_1 )</th>
<th>( c_{s1} )</th>
<th>( c_0 )</th>
<th>( c_{s0} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sqrt{-\ln(x)} )</td>
<td>59</td>
<td>1 billion</td>
<td>6</td>
<td>5</td>
<td>32</td>
<td>5</td>
</tr>
<tr>
<td>( \cos(2\pi x) )</td>
<td>21</td>
<td>32</td>
<td>8</td>
<td>4</td>
<td>16</td>
<td>4</td>
</tr>
</tbody>
</table>

The function evaluators for the three functions are written using the Handel-C hardware compiler from Celoxica [25], and are mapped and tested on a Xilinx Virtex-II XC2V4000-6 device [24]. The design occupies 1864 slices, four block multipliers and two block RAMs, and takes up around 7% of the device. A fully pipelined version of our design operates at 133 MHz with a latency of 14 clock cycles, and the function evaluators are capable of 133 million operations per second; the completion time for each input is given by 14 / 133 million = 105 ns. The design has also been implemented on a low cost Xilinx Spartan-IIE XC2S300E-7, which occupies 70% of the chip and is capable of 62 million operations per second. Our hardware implementations have been compared with software implementations (Table 2). The Virtex-based FPGA implementation is 158 times faster than the Athlon-based PC in terms of throughput, and 11 times faster in terms of completion time.

Well-known function evaluation methods, such as SBTM [5], [6], deal with the approximation of elementary functions over a fixed input range where the function is linear. Range reduction techniques such as those presented in [22] and [23] are used to bring the input within the linear range. However, range reduction is not possible for most compound functions. Our approach caters for both non-linear and linear regions, which makes it suitable for both elementary and compound functions. Currently, our approach tends to produce small lookup table sizes with low accuracy; we hope to improve accuracy by further work on automatic segmentation.
Table 2. Performance comparison: computation of $\sqrt{-\ln(x)}$, $\cos(2\pi x)$ and $\sin(2\pi x)$. All PCs are equipped with 512MB DDR RAM. The XC2V4000-6 FPGA belongs to the Xilinx Virtex-II family, while the XC2S300E-7 belongs to the Xilinx Spartan-IIE family. The software implementations are written in C generating single precision floating point numbers, and are compiled with the GCC 3.3 compiler [26].

<table>
<thead>
<tr>
<th>platform</th>
<th>clock speed (MHz)</th>
<th>latency (clock cycles)</th>
<th>area (slices)</th>
<th>throughput (operations / second)</th>
<th>completion time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>XC2V4000-6 FPGA</td>
<td>133</td>
<td>14</td>
<td>1864</td>
<td>133 million</td>
<td>105</td>
</tr>
<tr>
<td>XC2S300E-7 FPGA</td>
<td>62</td>
<td>14</td>
<td>2129</td>
<td>62 million</td>
<td>226</td>
</tr>
<tr>
<td>AMD Athlon PC</td>
<td>1400</td>
<td>-</td>
<td>-</td>
<td>0.84 million</td>
<td>1187</td>
</tr>
<tr>
<td>Intel Pentium 4 PC</td>
<td>2400</td>
<td>-</td>
<td>-</td>
<td>0.79 million</td>
<td>1261</td>
</tr>
</tbody>
</table>

7 Conclusion

This paper presents a novel method for evaluating functions using polynomial approximations by employing non-uniform segments. The non-uniform segments deal with the non-linearities of functions which occur frequently. A simple cascade of AND and OR gates can be used to rapidly calculate the segment address for a given input. Scaling factors are used to deal with large polynomial coefficients, trading precision with range. Two functions developed for the generation of Gaussian noise are used as examples to illustrate and to evaluate our approach. Results show the advantages of using non-uniform segments over uniform ones. Current and future work includes automating the selection of boundaries, and exploring the use of higher order polynomials for more accurate approximations. This would enable us to apply our approach to a wide range of functions and to obtain detailed comparison with other methods. We will also look at how our function evaluator can be used to speed up addition and subtraction functions in logarithmic number systems [12], which are highly non-linear functions.

Acknowledgment

The authors thank Jun Jiang and Shay Ping Seng for their assistance. The support of Celoxica Limited, Xilinx Inc., the U.K. Engineering and Physical Sciences Research Council (Grant number GR/N 66599, GR/R 55931 and GR/R 31409), and the U.S. Office of Naval Research is gratefully acknowledged.

References

A Dual-Path Logarithmic Number System 
Addition/Subtraction Scheme for FPGA

Barry Lee and Neil Burgess

Cardiff school of Engineering, Cardiff University, Queen’s Buildings, 
The Parade, Cardiff. CF24 3TF U.K. 
{Leebr2,BurgessN}@cf.ac.uk

Abstract. A new architecture for calculating the addition/subtraction function 
required in a logarithmic number system (LNS) is presented. A substantial 
logic saving over previous works is illustrated along with similarities with the 
dual-path floating-point addition method. The new architecture constrains the 
lookups to be of fractional width and uses shifting to achieve this. Instead of 
calculating the function \( \log_2(1 \pm 2^{M-K}) \) in two lookups the function arithmetic is 
performed (i.e. the two functions \( 2^{M-K} \) and \( \log_2( ) \), plus a correction function) as 
this allows logic sharing that maps well to FPGA. Better-than-floating-point 
(BTFP) accuracy is used to enable a future comparison with floating-point.

1 Introduction

The logarithmic number system (LNS) is a number system based on fixed-point 
arithmetic and has a high dynamic range comparable to floating-point. The LNS has 
the benefits of simplified multiplication, division and powering (including: square 
root, cube, square and reciprocal square root to name a few special cases) but at the 
cost of a complex addition/subtraction function. This paper describes the design of an 
FPGA core to evaluate the addition/subtraction function as a basis to efficiently port 
the LNS benefits to FPGA. The function is calculated with an error that is equivalent 
to floating-point to enable a fair comparison of the two systems (not covered in this 
work).

The paper is organised as follows. Section 2 introduces the LNS and gives some 
background details. Section 3 outlines the function partition method adopted. 
Section 4 describes the reasoning behind the BTFP accuracy. Section 5 gives details 
of the FPGA implementation including the function approximation methods and 
macro structures. Section 6 presents the results and finally section 7 concludes.

2 LNS Background

A base-2 LNS number is represented by the couple \(<s_a, e_a>\) where \(s_a\) is a 1-bit sign 
and \(e_a\) is an \(n\)-bit fixed-point number. Typically \(e_a\) is of two’s complement form with 
integer (I) and fractional (F) sections as shown in figure 1. The real value \(R_a\) of an 
LNS number is given as,
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This can be considered as a floating-point value that has an exponent with fractional precision and a significand of 1. A bias can be added to $e_a$ to simplify comparisons similarly to the bias added to a floating-point exponent.

Consider two logarithmic values $K$ and $M$, equations (2) and (3) respectively. The equivalent LNS operators to the real operators of multiplication, division, powering and addition are shown in (4), (5), (6) and (7) respectively.

\[ K = \log_2(X). \]  

\[ M = \log_2(Y). \]  

\[ \log_2(X \times Y) = K + M. \]  

\[ \log_2(X / Y) = K - M. \]  

\[ \log_2(X^P) = X \times P. \]  

\[ \log_2(X \pm Y) = K + \log_2(1 \pm 2^{M-K}), \text{ where, } K \geq M. \]  

Multiplication and division are fixed-point addition and subtraction operations with only simple overflow detection overheads and are exact operations. Powering is fixed-point multiplication, which can be considered as shifting for square root and squaring. The addition/subtraction function, a graph of which is shown in figure 2, is somewhat more complicated to perform. From figure 2 it can be seen that the addition function is well behaved and has a small range of (0,1]. Approximating the addition function is straight forward and a piecewise polynomial approach has been used in previous works [1] and [2]. The subtraction function is not so simple to approximate, which is primarily due to the singularity where the function value tends to $-\infty$ as the argument tends to 0. The region where the function tends to minus infinity is the lookup region required to calculate the difference of two numbers that are very similar and where catastrophic cancellation occurs (for floating-point). The difference of two very similar numbers produces a very small result and in the LNS this is represented by a very large (in magnitude) negative value.
3 Function Partitioning

To arrive at the method implemented in this work the addition/subtraction function was first split into three sections. The three sections A, B and C are shown in figure 3.

To reduce the lookup sizes needed for the function approximations we calculate section A of the addition function and section B of the subtraction function by calculating the power function $2^{M-K}$ and the logarithm function $\log_2(\cdot)$. This idea was first suggested in [3] although it is applied in a different manner. For section A the addition function is calculated on the range $[T,0]$, where $T$ is the smallest value of $M-K$ that does not cause the addition function to evaluate to a number smaller than the
smallest number in the number system. This is analogous to the addition of a very small number and a very large number where the small number is shifted out of range of the large number and effectively an addition of zero produces the same result after rounding. The diagram of the required hardware to calculate the function in section A is shown in figure 4(a).

For section B the subtraction function is calculated on the range \([T,1]\) where \(T\) has the same definition as for the addition function above. The hardware required for section B is illustrated in figure 4(b). For section C, the subtraction function on the range \((1,0)\), the hardware model of figure 4(b) cannot be used. This is due to the loss of accuracy, which can only be corrected by using very high precision approximations. To solve the accuracy dilemma we use an identity (9) introduced in [4].

Let, \(R = M - K\).  

\[ \log_2 (1 - 2^R) = \log_2 \left( \frac{1 - 2^R}{-R} \right) + \log_2 (-R). \]
The identity consists of two parts. The first part, which we will call the ‘correction function’, is a correction to the $\log_2(-R)$ function. A plot of the subtraction function, the $\log_2(-R)$ function and the correction function is shown in figure 5.

From figure 5 we can see that the correction function plots a smooth regular curve of restricted range, which lends itself well to polynomial approximation. The $\log_2(-R)$ function can be easily evaluated using a shifting range reduction technique to reduce the approximation range to a single ‘binade’ and then adding the binary encoded shifting quantity to the approximation. The diagram of the required hardware to calculate the subtraction function for the range $(1, 0)$ is shown in figure 6.

To forge a complete hardware solution, similarities in the hardware diagrams are combined and hardware sharing is used where possible. The same hardware can be used to produce sections A and B with a minor modification to allow the addition component to perform a subtraction as necessary. The range of the function approximations is the same for each section, i.e. $2^x$ is evaluated on the range $[0, 1)$ and $\log_2(\cdot)$ is evaluated on the range $[1, 2)$. Sections A and B need to calculate $\log_2(\cdot)$ over the range $[1, 2)$ as does section C so the $\log_2(\cdot)$ approximation can be shared between all sections. This will not have a great impact on the delay as the function need only be calculated once for any approximation input. The correction function and the $2^x$ function can share the same arithmetic hardware (multipliers and adders) to calculate their approximations because again, only one of the functions is required for any approximation input. The diagram of the hardware model to calculate the whole LNS addition/subtraction function is shown in figure 7.

4 Better-than-FP Accuracy

This section on accuracy is adapted from the work by Lewis [1] and gives a bound on the permissible approximation error to produce BTFP results, a term coined by
Arnold [2]. Floating-point has a relative error \(2^{-f-2} < \epsilon_{FP} \leq 2^{-f-1}\), so the worst-case error is \(2^{-f-1}\). The LNS has an absolute accuracy \(2^{-f-1}\) corresponding to a relative accuracy of \(\epsilon_{LNS} = 2^{2^{-f-1}} - 1 \approx 2^{-f-1.528}\) and giving a ½ ulp accuracy improvement over floating-point. The worst-case relative error is achievable for a floating-point number system and should be for IEEE compliant systems [5]. The worst-case relative error is only achievable for LNS if exact arithmetic is possible.

Fig. 6. A diagram of the hardware to calculate the subtraction function on the range (1,0)

To implement the logarithmic addition/subtraction function, transcendental functions need to be calculated either by using full table lookup or by function approximation. To guarantee correctly rounded results for function approximation methods the results need to be calculated with many extra bits of precision to overcome the ‘table-makers-dilemma’ problem [9]. In short the worst-case relative error is not achievable in any practical implementation so a compromise is taken.

The LNS addition/subtraction function will incur an error as a result of rounding, this is \(2^{-f-1}\). The addition/subtraction function approximation will also have an error \(\epsilon_{dp}\). The total error is \(\epsilon_{dp} + 2^{-f-1}\). The relative error for a realistic LNS implementation (i.e. one with approximation errors) is,

\[
\epsilon_{LNS} = 2^{(\epsilon_{dp}+2^{-f-1})} - 1 = \log_e (2) \times (\epsilon_{dp} + 2^{-f-1})
\]

(10)
We would like the LNS to have an error that is equivalent or less than that of floating-point. The equation to calculate the permissible data path error that results in an equivalent accuracy of floating-point is,

$$
\log_2(2) \times (\varepsilon_{dp} + 2^{-f-1}) \leq 2^{-f-1}
$$

(11)
Solving for $\varepsilon_{dp}$ gives,

$$
\varepsilon_{dp} \leq \left( \frac{1}{\log_e(2)} - 1 \right) \times 2^{-f-1} \approx 1.771 \times 2^{-f-3} \approx 2^{-f-2.18}
$$

Equation (12) requires the addition/subtraction function to be calculated correctly to three extra bits of precision to guarantee an error that is less than an equivalent floating-point system.

5 FPGA Implementation

A software model of the system has been developed using the MATLAB mathematical software package. The model allows the accuracy to be tested by enumeration to guarantee the BTFP accuracy criteria and provides a bit-true model to compare with the hardware model. The hardware model is written in VHDL with MATLAB being used to fill the coefficient ROMs needed for the function approximations.

5.1 Function Approximation

To calculate $2^{-F}$ and the correction function a simple 2nd order Lagrange polynomial approximation evaluated by Horner’s method is used. This is not the optimum approximation technique but it is simple to create and suffices for this study. The basic approximation is rearranged to allow the coefficient ROMs to be addressed by the MSBs of the argument and the LSBs to be the ‘x-terms’ of the polynomial. The log2( ) function is evaluated by means of a third order Taylor approximation. The main choice for this is that such an approximation scheme has already been developed.

5.2 Shifter, Memory and Multiplier Structure

The shifters are constructed using layers of 4:1 and 2:1 multiplexers as done in [6] as these are the most efficient Virtex LUT-based multiplexer implementations. The shifters are binary encoded so each bit of the ‘shift_amount’ directly controls a multiplexer input. The multipliers are built based on the scheme given in [6], which uses one embedded multiplier and some extra logic to produce wider than 17X17 multipliers. The memory for the approximations is constructed using LUT-based memory. One LUT can be configured as a 4-bit in 1-bit out memory and many are multiplexed using dedicated embedded multiplexers to produce wider input memories.
6 Implementation Results

The addition/subtraction core has been implemented using Xilinx ISE 5.1.03i for an XC2V1000-4 part with results being generated for the two metrics of delay (ns) and area (slices). The delay is calculated by placing registers on the inputs and outputs and measuring the register-to-register delay as reported by the P&R tools. Table 1 shows the implementation results of an addition/subtraction core for an integer width of 8 and a fraction width of 23, which is the LNS format that is comparable to IEEE single precision floating-point. The results are given for implementations that use only the ‘logic-elements’; use a combination of the ‘logic-elements’ and 4 embedded multipliers; and a theoretical implementation that uses ‘logic-elements’, 4 embedded multipliers and 2 blockRAMs.

Table 1. Implementation results of the LNS addition/subtraction function for an integer width of 8 and a fractional width of 23

<table>
<thead>
<tr>
<th>Area (slices)</th>
<th>‘Logic-elements’ only</th>
<th>‘Logic-elements’ and 4 embedded multipliers</th>
<th>‘Logic-elements’, 4 embedded multipliers and 2 blockRAMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay (ns)</td>
<td>99</td>
<td>101</td>
<td>X</td>
</tr>
</tbody>
</table>

For the theoretical implementation the blockRAMs replace two 128X36-bit LUT-based ROMs. A single 128X36-bit ROM uses 8*36=288 LUTs therefore two ROMs and two LUTs per slice means a saving of 288-slices.
Arnold [2] gives results for two FPGA implementations of the LNS addition function only. The unrestricted faithful rounding LNS adder uses 768-slices but has an accuracy that is worse than floating-point. Results for an unrestricted faithfully rounded subtraction function are not given. The estimated area for the BTFP LNS adder proposed by Lewis [1] is given in Arnold [2] as 2300-slices. Again, results for BTFP LNS subtraction are not given but would require a 10-fold increase in lookup ROM due to the singularity region [1]. Matousek et al. [8] implement a BTFP addition/subtraction function plus the logic to calculate the LNS sum using 1300-slices and 96 blockRAM cells. By using 96 blockRAMs the number of single precision LNS addition/subtraction components that can be fitted onto a single Virtex-II FPGA is restricted to one for all but the largest chip that could accommodate two.

7 Conclusion

A scheme has been presented that substantially reduces the lookup requirement and thus the area requirement of the implementation of an LNS addition/subtraction function on FPGA. Due to the area reductions it is now possible to accommodate 4 single-precision BTFP LNS addition/subtraction units on an XC2V1000 FPGA and potentially 45 on the largest 10M-gate chip [10]. A dual-path approach similar to that
of floating-point addition has been adopted and this reduces the lookups to be of fractional length. BTFP accuracy has been used as this allows a fair comparison with floating-point [6], which is a future work. Pipelining, delay reduction and efficient fixed-point to LNS conversions and vice-versa are also future works.
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Abstract. In this paper, a modular reconfigurable architecture for efficient stuck-at fault simulation in digital circuits is described. The architecture is based on a Universal Faulty Gate Block, which models each 2-input gate by a 4-input Look-Up Table (LUT) and a Shift-Register (SR) with 3 stages, and relies on collapsing the stuck-at fault list of the gates using equivalence and dominance relations between faults. An example is presented, the expected performance is estimated and the applicability and limitations of the architecture are discussed.

1 Introduction

Fault simulation is an important issue in the design and in the test of electronic circuits. It measures the Fault Coverage (FC) obtained with a set of Test Vectors (TVs) applied to the Circuit Under Test (CUT). It also discovers redundant TVs, that is, TVs which aren’t unique in detecting some fault [1, 2]. It is a fundamental tool in the evaluation of the testability of a given design and, in fault-tolerant circuits, fault simulation measures the degree of tolerance.

However, fault simulation is a very time consuming task and it is important to do it fast. Software techniques to accomplish this goal have been developed: the more important are the parallel, deductive and concurrent techniques [1, 2].

Hardware fault simulation is also well known. It relies on using specialized computer architectures that exploit the parallelism and/or concurrency in many CAD algorithms. Most hardware simulators are directed towards logic simulation, but many can also be used for fault simulation. Two examples are the logic simulation machine in [3], which was organized as a distributed processing architecture composed of separate processing units dedicated to specific tasks of the simulation algorithm, and the ‘Yorktown Simulation Engine’ [4] which exploited the parallelism of 256 processors. See [2] for a review of hardware fault simulation.

Reconfigurable Hardware (RHw) can speed-up many algorithms. In the last years, it was applied successfully to important ones. Many test and simulation algorithms are NP-complete [2], which means RHw is an important tool in these areas.

** This work was developed under the EC MEDEA+ A503 ASSOCIATE project, with funding from the Portuguese Government Agency “Agência de Inovação”.

There is already a substantial amount of literature on the implementation of test-related algorithms in RHw. In [5] a critical path tracing algorithm was implemented in RHw. The satisfiability (SAT) problem, which is NP-complete and is very important to CAD and Test, was also implemented in RHw. In [6] a method for the emulation of the PODEM algorithm formulated as a SAT problem was proposed and an implementation of a small SAT problem appears in [9]. In [7] each instance of a SAT problem is solved through the creation of a specialized circuit: simulations predicted it could solve a random 3-SAT problem with 400 variables in 20 minutes, using a clock of 1 MHz. This approach of synthesizing each instance of SAT is discussed in [8] and in other articles from the same group.

In [10] a novel approach for generating test vectors that detect faults in combinational CUTs was introduced. It automatically built a circuit which implemented the D-algorithm (an Automatic Test Pattern Generation algorithm) specialized for the combinational CUT. It was estimated that the approach would be two times faster than a software implementation.

In [11] instance-specific accelerators for minimum-cost covering problems based on a branch-&-bound algorithm were presented. An instance-specific hardware architecture implementing branch-&-bound in 3-valued logic and using reduction techniques borrowed from software solvers, resulted in significant speed-ups in small-sized covering problems.

In [12] a method that does serial fault emulation using FPGAs, which must be reconfigured for each fault, was proposed. To improve the efficiency due to the overhead of the reconfiguration time spent in the mapping of numerous faulty circuits, independent faults are injected simultaneously, as well as some sets of dependent faults. This capability needs extra supporting circuitry.

A more efficient approach is followed in [13], where only partial FPGA reconfiguration is used to inject the faults.

Reconfiguration models can be classified into Compile-Time Reconfiguration (CTR) and Run-Time Reconfiguration (RTR), which is much more slower in practice. Our approach falls into the ‘faster’ CTR model. Other important issue in RHw is data transfer between the host computer and the hardware: the data must be transferred in as few ‘batches’ as possible to avoid the large time overhead in data transfer operations. Our approach also minimizes this issue.

In summary, in this paper a reconfigurable hardware architecture that emulates faulty digital circuits and pursues efficient fault simulation is proposed. In the following sections we discuss briefly the stuck-at fault model, fault list reduction and fault simulation, we present the reconfigurable architecture and its basic building block, and apply it to an example. Performance in moderately large (1000 gates) circuits is predicted from 3 typical implementations. We conclude the paper with an appreciation of the merits and of the limitations of the approach.
2 Stuck-at Faults and Fault Simulation

2.1 The Fault Simulation Problem

The fault simulation problem is formulated as follows: given a circuit and a fault list, apply a set of test vectors to the primary inputs of both the nominal/good circuit and the faulty circuits (circuits whose functionality suffers from the effect of a single fault) and collect the test responses in the primary outputs. The single stuck-at zero/one fault model is usually used in logic fault simulation.

The test responses which are collected are used for fault detection, diagnosis and for the selection of TVs for production test. This selection delivers a (minimal) test set that detects (almost) all the faults.

The simulation of the faulty circuits with a large set of TVs can be lengthy. This paper proposes RHw as a means of emulating the faulty circuits and simulating efficiently the faults.

2.2 Stuck-at Faults, Fault Equivalence and Fault Dominance

Although logic single stuck-at faults (SAFs) don’t model all the possible defects, they are the main fault model used in practice. The reasons of this ubiquity are: SAFs are a simple model; the number of SAFs is finite (twice the number of nodes); and TVs that catch a large percentage of the SAFs (i. e., which have a good fault coverage) usually detect most of the defects, single or multiple, in the circuit (the correlation between SAF fault coverage and defects fault coverage is good).

There are two SAFs: the stuck-at-0 (SA0) and the stuck-at-1 (SA1) faults. If a node holds a SA0 fault, it will always have a logic ’0’. In case it holds a SA1 fault, it will always be at ’1’. The SAFs are associated with a logical block. A block with \( q \) terminals (primary inputs and outputs) has \( 2^q \) SAFs: one of each per terminal. Thus, a 2-input gate has 6 faults (4 in the inputs and 2 in the output).

As fault simulation is time consuming, in practice only single-faults are simulated. There is also the empirical observation that tests with good single faults coverage have good multiple faults coverage.

Faults in a gate can be collapsed with fault equivalence and dominance [1].

Fault equivalence: faults in a logic block are equivalent iff the response in the output is the same for them all when all the input logic combinations (\( 2^{n_i} \), for \( n_i \) inputs) are applied.

Fault dominance: Let \( T_g \) be the set of all TVs that detect a fault \( g \). Another fault \( f \) dominates the fault \( g \) iff \( f \) and \( g \) are functionally equivalent under \( T_g \). (The concept of fault dominance implies that all the TVs that detect the fault \( g \) also detect the dominant fault \( f \), but not vice-versa.)

Let’s reduce the fault list of a NOR gate \( z = \overline{x} + y \). Table 1 shows the nominal output (\( z \)) and the output under the effect of the faults. It is clear that x-SA1, y-SA1 and z-SA0 are equivalent: the corresponding columns are equal for all inputs. From this equivalent set, only z-SA0 will be kept in the fault list.
Table 1. Faults in a 2-input NOR gate. The boxed values illustrate fault dominance.

<table>
<thead>
<tr>
<th>(x,y)</th>
<th>z = x + y</th>
<th>x-SA0</th>
<th>y-SA0</th>
<th>y-SA1</th>
<th>z-SA0</th>
<th>z-SA1</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>01</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

In table 1 the columns corresponding to x-SA0, y-SA0 and z-SA1 have boxes in the entries that differ from the nominal z. The only TV of the fault x-SA0 is \((xy) = 10\) and the only TV of y-SA0 is \((xy) = 01\). Both these TVs detect z-SA1, which means that the fault z-SA1 dominates both x-SA0 and y-SA0.

In case x-SA0 or y-SA0 are detected, it is guaranteed that the dominant fault z-SA1 also is detected. If none of the dominated faults is detected, there is no information about the detection of z-SA1. Thus, the removal of the dominant fault from the fault list leaves uncertainty about fault coverage. However, in practice FC is usually above 99% which means that almost all the dominated faults are detected. This fact justifies collapsing the dominant faults (z-SA1 in the NOR).

Fault equivalence and fault dominance reduce the fault list of the NOR gate to z-SA0, x-SA0 and y-SA0. This is shown in figure 1 where a black dot and a circle represent SA1 and SA0 faults, respectively. The same procedure can be applied to 2-input AND, NAND, OR and 'x-input-negated' gates (which are useful in expanding the 2-input XOR). The reduced fault lists are in table 2.

![Fig. 1. Fault list reduction in the NOR with equivalence and dominance.](image)

Table 2. Reduced fault lists in 2-input gates (inputs \(x, y\), output \(z\)).

<table>
<thead>
<tr>
<th>Gate</th>
<th>Reduced Fault List</th>
<th>Gate</th>
<th>Reduced Fault List</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR</td>
<td>z-SA1, x-SA0, y-SA0</td>
<td>OR/xNEG</td>
<td>z-SA1, x-SA1, y-SA0</td>
</tr>
<tr>
<td>NOR</td>
<td>z-SA0, x-SA0, y-SA0</td>
<td>NOR/xNEG</td>
<td>z-SA0, x-SA1, y-SA0</td>
</tr>
<tr>
<td>AND</td>
<td>z-SA0, x-SA1, y-SA1</td>
<td>AND/xNEG</td>
<td>z-SA0, x-SA0, y-SA1</td>
</tr>
<tr>
<td>NAND</td>
<td>z-SA1, x-SA1, y-SA1</td>
<td>NAND/xNEG</td>
<td>z-SA1, x-SA0, y-SA1</td>
</tr>
</tbody>
</table>
3 The Reconfigurable Architecture

The reconfigurable architecture we propose falls into the compile-time reconfiguration (CTR) model and is directed towards FPGA implementation. After the initial compilation into the FPGA, the nominal and all the faulty circuits are simulated in sequence with all the TVs the design/test-engineer wants to apply. The FPGA is re-programmed only when a different circuit is simulated.

3.1 The Universal Faulty Gate Block (UFGB)

The basic primitive block of the architecture is the Universal Faulty Gate Block (UFGB). The UFGB models a 2-input AND, NAND, OR or NOR gate and its single SAFs. The gates with one input negated are also supported. However, 2-input NOR and 2-input NAND gates are sufficient which means that any logic function can be implemented with only one of them. Thus, more complex gates are expanded, at compile time, to be represented by a combination of the aforementioned 2-input gates. In conclusion, the technique is applicable to any circuit and is limited only by the FPGA size and/or wiring and I/O limitations.

Fault equivalence and dominance collapse the 6 possible SAFs into 3 SAFs. Accordingly, the ‘reconfigurable block’ we propose implements 4 functions: the nominal function of the gate and the 3 stuck-at faults. This structure, that we call UFGB, replaces each gate in the CUT and, through ‘soft’ reconfiguration, permits to simulate the nominal gate and each single fault in the gate’s fault list.

The UFGB consists of one Look-Up Table (LUT) with 4 inputs and 1 output, and of a 3 stage shift register (SR) wired as shown in figure 2. The UFGB structure is the same for all the supported 2-input gates: the differences between each gate are encapsulated in the LUT configuration.

As many FPGAs are based on LUTs with 4 (or more) inputs and 1 output, the LUT is a component already built into RHw. The SR is the serial connection of 3 flip-flops, or memory cells, which are also available in most reconfigurable devices.

Let’s explain how the UFGB works using the NOR gate \((z = \overline{x} + y)\) as an example. Figure 2 shows the original gate with the 3 faults to be simulated, and the UFGB that emulates the gate in the FPGA. 2 of the LUT’s inputs are assigned to the original NOR inputs, \(x\) and \(y\). The other 2 inputs are configuration signals named \(c_1\) and \(c_2\). The LUT is programmed as described in table 3 and works as a multiplexer of logic functions.

\(c_1\) and \(c_2\) configure the ‘LUT gate’ in nominal mode or in one of the 3 fault modes, which are simulated in sequence by applying a bit-stream ‘\(
\ldots000110000\ldots\)’ into the \(SRin\) input of the shift register (see the legend in figure 3). As the bit-stream is right-shifted, \(c_1\) and \(c_2\) span all the configuration options and the 3 faults are simulated in sequence. As soon as the 1’s leave the nodes \(c_1\) and \(c_2\), the UFGB goes into nominal mode. The need of a 3-stage SR, instead of a 2-stage SR, is explained below.
3.2 Fault Simulation in a Complete Circuit

Figure 4 shows a complete circuit built with one AND, one OR and one NOR, as well as the architecture which emulates it. The programming of the LUT for the NOR gate is shown in table 3. The other LUTs are programmed according to the gate nominal function and the fault list in table 2. In figures 3 and 4 the Clock and Reset lines shown in figure 2 are omitted in order to simplify the picture.

The flip-flops $m0a$ and $m0b$ are different from those in the UFGBs ($m1$ to $m9$): they have a Set input while the others have a Reset input as shown in
Table 3. LUT programming to replace the NOR gate $z = \overline{x + y}$.

<table>
<thead>
<tr>
<th>(c1,c2)</th>
<th>Mode</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>nominal</td>
<td>$z = x + y$</td>
</tr>
<tr>
<td>10</td>
<td>z-SA0</td>
<td>$z = 0$</td>
</tr>
<tr>
<td>11</td>
<td>x-SA0</td>
<td>$z = \overline{y}$</td>
</tr>
<tr>
<td>01</td>
<td>y-SA0</td>
<td>$z = \overline{x}$</td>
</tr>
</tbody>
</table>

Fig. 4. Simulation of a circuit with 3 gates (top). The complete simulation architecture consists of 3 UFGBs (separated with dashed lines) with LUTs corresponding to each gate type, two extra memory cells $m_0a$ and $m_0b$, control circuitry, a block to apply the TVs and a block to save the test outputs ("Test Responses Memory"). In the beginning of the simulation (the logic values shown) the 'good' circuit is configured.

The third stage in each SR of the UFGBs can be explained with the help of figure 4. Consider, for instance, that $m3$ in the UFGB of G1 doesn’t exist. When shifting the bit-stream there would be a state where $m1 = c1(G1) = 0$, $m2 = c2(G1) = 1$, $m4 = c1(G2) = 1$ and $m5 = c2(G2) = 0$ (remember $m3$ is
supposedly removed). With this configuration a double fault is being simulated, as the logic conditions \((c1, c2)(G1) = 01\) and \((c1, c2)(G2) = 10\) configure simultaneously the two LUTs associated to G1 and G2 in a faulty mode. \(m3\) is thus inserted to act as a ‘waiting buffer’ to the front-end bit ‘1’ while the rear bit ‘1’ is still configuring the LUT of G1 to simulate one fault. This reasoning applies also to \(m6\) and \(m9\), the last flip-flops in the SRs belonging to the UFGBs of the gates G2 and G3.

The good circuit is simulated twice until the bit-stream returns to the initial position: one time in the beginning, as shown in figure 4, and another time when \(m9 = m0a = 1\). One of the flip-flops \(m0a\) or \(m0b\) can be discarded if the last flip-flop in the chain, \(m9\), is initially ‘set’ instead of ‘reset’. This, however, destroys the modularity.

The TVs can be applied through a memory or using a generator such as a Linear Feedback Shift Register (LFSR). The outputs can be saved in the ‘Test Responses Memory’ or applied to an LFSR configured as a signature analyzer.

The control circuitry in figure 4 controls the clocks and the simulation modes, the set and reset of the SR flip-flops and of \(m0a\) and \(m0b\), the addressing of the memory with the TVs, the saving of the results into the ‘test responses memory’, it signals the end of the simulation and does an eventual intermediate data transfer with the host computer. The number of Clock pulses applied to the SR chain can be programmed in the control circuitry or, otherwise, the end of a ‘bit-stream round trip’ can be detected by AND’ing \(m0a\) and \(m0b\). Note that the only control signals applied to the emulation hardware are Clock, Reset and Set which usually use dedicated lines in the FPGA: thus, there is an economy of routing resources, which is a key advantage of this simulation architecture.

4 Performance Estimation

To estimate fault simulation times in real circuits, 1000 UFGBs were compiled into a Xilinx Spartan-II-200 FPGA. This reconfigurable device has 2352 slices (i.e., reconfigurable units).

Three circuits, all with 1000 UFGBs, were synthesized: 1000 UFGBs in series (the \(z\) output of each UFGB is linked to the next \(x\) and \(y\) inputs); a rectangular array of 10 \(\times\) 100 UFGBs; and a rectangular array of 20 \(\times\) 50 UFGBs. In these arrays, the number of inputs is the same as the number of outputs and is equal to 10 and 20, respectively. The inputs of the intermediate stages in the arrays were cross-wired to the outputs of the previous stage. The number of slices used in the FPGA before and after placement and routing (P&R), and the input/output delay after P&R are shown in table 4.

In all the 3 cases almost all of the slices in the FPGA were used, which gives a consumption figure of 2.35 slices per UFGB. However, before P&R only an average of 1.6 slices per UFGB was used. As the FPGA is almost completely populated, it is acceptable this overhead due to the P&R constraints.

Each fault simulation will run in a time approximately equal to the input/output delay shown in table 4, which is approximately proportional to the depth (number of levels) of the circuit. Between 1 ns and 2 ns per level are
Table 4. Results from implementing 3 circuits with 1000 UFGBs.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Slices before P&amp;R</th>
<th>Slices after P&amp;R</th>
<th>in/out delay (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000 UFGBs in series</td>
<td>1607</td>
<td>2350</td>
<td>1290</td>
</tr>
<tr>
<td>10 × 100 UFGBs (10 in/out)</td>
<td>1606</td>
<td>2350</td>
<td>190</td>
</tr>
<tr>
<td>20 × 50 UFGBs (20 in/out)</td>
<td>1617</td>
<td>2350</td>
<td>108</td>
</tr>
</tbody>
</table>

measured in the example. The compilation time of the FPGA will have to be accounted for in more exact calculations, but it can be neglected when simulating many faults [12].

The delay allows the estimation of simulation times. For instance, in the 20 × 50 UFGBs array the simulation of all the faults (3000) with all the possible TVs \((2^{20} \approx 10^6)\) would last \(3 \times 10^3 \times 2^{20} \times 108 \times 10^{-9} \approx 340\) seconds (i.e., 5.7 minutes). In the 10 × 100 array it would be \(3 \times 10^3 \times 2^{10} \times 190 \times 10^{-9} \approx 0.58\) seconds. In conclusion, when the number of inputs is less than about 20, all the TVs can be simulated in a reasonable amount of time!

The *fault simulation time per gate* \((t_{fsgate})\) allows us to compare our results with software fault simulation. The third circuit in the table could be a real example (i.e., 1000 gates, 50 levels). Thus \(t_{fsgate} = 108\) ps. According to [13], where are reported *software fault simulation results* in the ISCAS’89 benchmark circuits s5378 and s13207, with a widely used commercial fault simulation tool in a Sun Ultra 10/440 workstation with 1 GB Ram, \(t_{fsgate}\) is \(3.7 \mu s/gate\) and \(13.2 \mu s/gate\), respectively. This shows a potential of *more than a four order magnitude improvement in simulation time* of the approach here proposed.

5 Applicability and Limitations of the Architecture

All the faults \((n \text{ gates will have } 3n \text{ faults})\) can be simulated without reconfiguring the RHw. Fault simulation speed is limited by maximum clock speed in FPGA’s flip-flops, paths’ delays, and by the fill up of the test acquisition memory (a data transfer to the host computer must be done). Placement and routing can be a problem in case the maximum FPGA capacity is approached.

The architecture is directed towards combinational circuits. Unsupported gates can be synthesized with NANDs or NORs. Fault simulation of *sequential synchronous circuits* can be done by expanding them according to the combinational ‘iterative array’ model where each stage is a copy of the combinational block of the original sequential circuit. This approach is followed in the discovery of test vectors for faults in sequential circuits [1, 2]. Asynchronous circuits can eventually be tackled (their gates are replaced by UFGBs) but one must keep in mind that FPGAs’ delays are different from ASICs’ delays.

The validity of the emulation of the ‘true’ circuit by the proposed methodology is at logical level. Delays in FPGAs are different from ASICs’ delays. Thus, delay-dependent issues such as timing verification, delay faults and stuck-open faults cannot be checked with our approach.
6 Conclusions and Further Work

We proposed a modular architecture suited to efficient stuck-at fault simulation in digital circuits. It is expected that in moderately sized circuits (e.g. with 1000 gates) one fault is simulated in less than 200 ns (5,000,000 faults/second simulation rate). The modularity of the architecture eases its generalization to simulate larger circuits using hardware ‘virtualization’. The efficiency comes from the fact that all the faults are simulated without performing total or partial reconfiguration.

An automatic system is under development. It consists of tools that: convert unsupported gates (XORs and gates with more than 2 inputs) to 2-input gates; expand synchronous sequential circuits into the corresponding iterative array; extract the fault list from the circuit description; add control circuitry; define RAM partitions (where test vectors are kept, where the responses are saved); convert the circuit file into an HDL, compile it and download it into the RHw (FPGA); run the simulation, read the responses from the output memory, perform fault diagnosis and select test vectors.
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Abstract. A model of the combinational section of a programmable device suitable for an analysis of testability of delay faults is proposed. All relevant factors that affect the evaluation of testability of path delay faults are identified and their impact on the outcome of the evaluation is discussed. A detailed analysis, supported by quantitative results, focuses on the selection of the set of target faults in terms of a class of logical paths and on the concept of defining testability measures for physical paths rather than for logical paths. Practical guidelines are formulated for the development of a procedure for the evaluation of testability of path delay faults.

1 Introduction

With the growing miniaturization, complexity and speed of today’s ICs, increasingly more problems are associated with timing. These problems are caused not only by global and local disturbances of the fabrication process, but also by the impact of noise/interference effects, such as signal coupling (crosstalk), power supply noise and substrate noise, some of which are specific for the system environment [1] [2]. This has the following consequences:

- Timing-related problems cannot be adequately identified by testing an isolated chip by the manufacturer. This is especially true for programmable devices for which the operational (user-defined) configuration and clock frequency is not known at the time the device is fabricated. Therefore, although an application-independent test procedure aimed at delay faults, e.g. the one proposed in [3], might be useful, for highly dependable systems, it must be augmented with in-system test of a user-defined configuration (application-dependent test, application-oriented test [4]).

- It is extremely difficult, if not impossible, to generate deterministic patterns that would account for the above described timing-related effects [1]. Therefore, random testing might be a preferred solution.

Application-dependent random testing of delay faults in programmable devices can be implemented using the BIST techniques [5]. It should be emphasized that, for
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advanced FPGAs or CPLDs, by exploiting their reconfigurability or partial reconfigurability, BIST can be implemented at no circuitry or performance penalty [3] [5]-[7]. What is unclear about the BIST-based random testing is its quality.

The evaluation of efficiency of testing delay faults in FPGAs or CPLDs is difficult. As was shown in [8], the conventional methods for analysis of delay fault testability [9]-[11], developed for networks of simple gates, i.e. NOT, AND, NAND, OR, and NOR gates, are not directly applicable. This is because basic logic components of programmable devices (LUT-based FPGAs or similar) can implement arbitrary Boolean functions (and not only positive or negative unate functions) and, therefore, even such simple concepts like “a controlling value” do not apply.

Some specific aspects of the evaluation of quality of testing delay faults in a network of arbitrary logic components are presented in [8] [12]. In this paper, we discuss this problem in more detail.

2 Determining the Speed of a User-Programmed Device

The speed of a user-programmed FPGA/CPLD is determined by the maximum time it takes to propagate a transition along a path between two memory elements (we assume that all memory elements are controlled by the same clock). A path may include various types of logic components. We distinguish active logic components (ALCs), i.e. components that have at least two inputs which have not been fixed to constant values by programming the device. In our analysis, other (non-active) logic components are seen as part of the interconnection structure. This refers, in particular, to any component which - for a specific user-defined configuration - implements a single-argument function (an example being a multiplexer whose address is fixed or a 2-input gate whose one input is set to a non-controlling value). For a non-active component, a transition of a particular polarity (rising or falling) at its input always results in a transition of a specific polarity at its output. This may not be the case for an active component where for a transition of a particular polarity at its input, the occurrence of the output transition and its polarity depends on the state of the other inputs. In the case when a non-active logic component implements an inversion function, we “remove” this inversion and appropriately modify the function of ALCs driven by the considered component, so that not to change the network function.

The combinational part of a used-configuredd programmable device is represented as a network of single-output ALCs (a multiple-output component is represented as a set of single-output components) that implement arbitrary Boolean functions. Inputs and outputs of the network are special ALCs. Then, any path can be seen as an alternating sequence of ALCs and connections. This is illustrated in Fig. 1. It may be observed that the function implemented by ALC3 (which represents LUT2) has been modified to account for the “removed” inversion between the AND gate and LUT2.

The following assumptions are taken regarding propagation delays of components in the considered network of ALCs:
- delays are assigned to both ALCs and connections;
- ALC and connection delays may depend on the polarity of signal transitions;
- different ALC delays may be assigned to different ALC inputs;
- delays of a programmable ALC may depend on its specific user-defined function (e.g. different delays may be assigned to LUTs that implement different functions);
- for a multiple-destination connection (originating at some ALC and leading to several other ALCs), different delays may be assigned to its different branches.

![Diagram](image)

**Fig. 1.** Representation of a path in a network of ALCs

The propagation delay of a path depends on delays of its components - ALCs and connections. The delays of relevant portions of memory elements (flip-flops) at which the path originates and terminates are included in the delays of adjacent connections.

In the path-delay fault model, it is assumed that faults (excessive delays) are associated with logical paths [9] [10]. For a network of simple gates, a logical path is defined by a path (physical path, structural path) and the polarity of a transition that occurs at its input (or output); this is sufficient to determine the polarity of a transition at the input or output of each gate on the path. This may, however, not be the case for a network of ALCs. For example, for the path in Fig. 1(b), assuming that a rising transition at input c propagates through ALC1 (which requires b = 1), either a rising transition (for a = 0) or a falling transition (for a = 1) occurs at connection d.

For a network of ALCs, a logical path \( \pi(PTP) \) is defined by a path \( \pi \) and a path transition pattern, PTP, which specifies for each connection along the path, whether a rising (↑) or a falling (↓) transition occurs at the output of the ALC which feeds this connection. The path transition pattern must comply with the ALC functions, i.e. for each ALC along the path, transitions at the input and output of this ALC must have the same (different) polarity if the ALC function is positive (negative) unate in its on-path input [13]. Thus, the number of logical paths associated with a given (physical) path is \( 2^{k+1} \), where \( K \) is the number of ALCs that implement functions which are binate in their on-path inputs. Path transitions patterns that do not comply with the ALC functions correspond to pseudological paths. For example, for path c-d-f-k in Fig. 1(b), the functions implemented by ALC1 and ALC3 are binate in their on-path inputs, whereas the function implemented by ALC2 is positive unate in its on-path input. Thus, the following 8 logical paths are associated with path c-d-f-k: c↑d↑f↑k↑, c↑d↑f↑k↓, c↑d↑f↓k↑, c↑d↑f↓k↓, c↓d↓f↑k↑, c↓d↓f↑k↓, c↓d↓f↓k↑, and c↓d↓f↓k↓.
Not all path transitions patterns that comply with the ALC functions can actually be produced in normal operation of the network, especially if the set of functional input pairs, i.e. vectors pairs that can occur at the input of the network in normal operation, does not contain all possible input pairs. A logical path \( \pi(PTP) \) is feasible if there exists a functional input pair which produces PTP.

For a feasible logical path \( \pi(PTP) \), there may or may not exist a functional input pair that - for a given delay assignment that specifies the propagation delay of each logical path in the network - sensitizes \( \pi(PTP) \), i.e. propagates a transition along \( \pi \), producing PTP (the sensitization of a logical path is formally defined in [12]). If such a functional input pair exists, \( \pi(PTP) \) is called true, otherwise \( \pi(PTP) \) is called false.

For a given delay assignment, a logical path \( \pi(PTP) \) determines the speed of the network if for all possible functional input pairs, the latest transition at the network output is an effect of the sensitization of \( \pi(PTP) \) (by some of these pairs). Thus, to determine the speed of the network, propagation delays of true paths should only be examined. However, for a “real” device, the delay assignment is unknown - due to imperfections of the manufacturing process, path delays can vary significantly. Therefore, to determine the speed of the network, irredundant logical paths, i.e. logical paths that might be true for some delay assignment must be considered.

It might appear that any irredundant logical path determines the speed of the network under some delay assignment. However, in [12] it was shown that such a statement is incorrect and that to determine the speed of the network it is sufficient to examine a subset of irredundant paths, called delay-essential paths.

The following remarks should be made regarding the above defined concepts:
- Although “irredundant logical path” and “delay-essential logical path” are clearly timing-related concepts, no knowledge of network timing is necessary to decide whether or not a particular logical path is irredundant or delay-essential [12].
- The set of delay faults associated with delay-essential logical paths is an “ideal” set of target faults for any timing-oriented test procedure; this set contains all those and only those logical paths that determine the speed (maximum propagation delay) of the network under the unknown delay assignment.

3 Evaluation of Testability of Path Delay Faults

When evaluating the testability of path delay faults for a user-configured device, several factors should be considered, as shown in Fig. 2. We focus on the factors that are unique or particularly relevant for programmable devices, i.e. which differentiate networks of ALCs from networks of simple gates. These differences stem from that in a network of ALCs, a possibly large number of logical paths of possibly different testability characteristics are associated with each physical path, whereas in a network of simple gates, each physical path has exactly two corresponding logical paths.
3.1 Testability Measures

There are two facets of the evaluation of testability: the evaluation of susceptibility of a network to testing and the evaluation of efficiency of a specific test procedure. The susceptibility of a network to testing is usually measured by fault testability, i.e. the percentage of faults that are detectable. The efficiency of a specific test procedure is usually measured by fault coverage, i.e. the percentage of faults that are detected by a test sequence produced by the considered procedure.

3.2 Type of Tests

For path delay faults, various types of tests are defined, including weak non-robust tests (WNR-tests), often referred to as non-robust tests, strong non-robust tests (SNR-tests), also referred to as restricted non-robust tests, and robust tests (R-tests). For networks of arbitrary logic components, the requirements for these types of tests can be found in [14]. The values of testability measures are calculated assuming a specific type of tests. Thus, we can report, for example, fault testability for robust tests (R-testability) or fault coverage by WNR tests (WNR-coverage).

3.3 Set of Target Faults

The value of a particular testability measure can only be calculated for a given set of target faults (fault model). As was stated earlier, in the considered network of ALCs, there is a one-to-one correspondence between logical paths and path delay faults. Therefore, the set of target faults is defined by a class of logical paths (a set of logical paths having a certain attribute) or by its appropriately specified subset.
a) classes of logical paths

A straightforward approach is to define the set of target faults (target logical paths) based on some specific type of testability. This way, the set of target faults can be defined as the set of WNR-testable logical paths, the set of SNR-testable logical paths, or the set of R-testable logical paths. Such an approach, taken in many publications on testing delay faults in gate networks, neglects, however, the key question of “which faults actually affect the speed of the network”.

As was stated in Section 2, the “ideal” set of target path delay faults in a network of ALCs is defined by the class of delay-essential logical paths. Although this class can be identified based exclusively on the network structure and functions implemented by ALCs, an examination of logical multipaths is required [12]. This might be too complex even for medium-size networks. Therefore, a practical solution would be to rely on a “reasonable approximation” of the set of delay-essential logical paths. The proposed solution is based on the relationship between the various classes of logical paths. As shown in Fig. 3, the set of delay-essential paths is a superset of the set of SNR-testable paths and is a subset of the set of irredundant paths. Thus, these two sets, whose identification does not involve an examination of multipaths, can be used to obtain lower- and upper-bound estimates on the “exact” testability measures. Other, less exact, estimates would rely on the set of feasible paths and all logical paths (lower-bound estimates) and on the set of R-testable paths (upper-bound estimates).

![Fig. 3. Relationship between various classes of logical paths in a network of ALCs](image)

The impact of various possible selections of the set of target faults on the values of testability measures is illustrated for the example network of ALCs shown in Fig. 4. For this network, the values of fault testability and fault coverage for the various types of testability are given in Table 1. The values of fault coverage are calculated for the specific test sequence composed of only 8 input vectors (7 input pairs) that has been developed so that to maximize the efficiency of testing; this sequence was selected out of \((2^6)^8 = 2.81 \times 10^{14}\) possible sequences using a combination of automatic search and manual optimization.
The data in Table 1 illustrate a strong impact of the class of logical paths that defines the set of target faults on the values of testability measures. For example, depending on the class of logical paths, the value of R-testability may change from 55.6% (or even from 26.0% if pseudological paths are also considered) to 100.0%, with the “exact” value (corresponding to the set of delay-essential paths) of 86.2%. Similarly, the WNR-coverage may change from 25.6% (or even from 12.0%) to 42.0%, with the “exact” value of 37.9%.

Table 1. Path delay fault testability and fault coverage for the network of Fig. 4

<table>
<thead>
<tr>
<th>target logical paths</th>
<th>no. of paths</th>
<th>fault testability [%] WNR</th>
<th>fault coverage [%] WNR</th>
<th>fault testability [%] SNR</th>
<th>fault coverage [%] SNR</th>
<th>fault testability [%] R</th>
<th>fault coverage [%] R</th>
</tr>
</thead>
<tbody>
<tr>
<td>all pseudological and logical</td>
<td>192</td>
<td>35.9</td>
<td>29.2</td>
<td>26.0</td>
<td>12.0</td>
<td>8.3</td>
<td>6.3</td>
</tr>
<tr>
<td>all logical</td>
<td>90</td>
<td>76.6</td>
<td>62.2</td>
<td>55.6</td>
<td>25.6</td>
<td>17.8</td>
<td>13.3</td>
</tr>
<tr>
<td>feasible</td>
<td>74</td>
<td>75.7</td>
<td>75.7</td>
<td>67.6</td>
<td>29.7</td>
<td>21.6</td>
<td>16.2</td>
</tr>
<tr>
<td>irredundant</td>
<td>70</td>
<td>80.0</td>
<td>80.0</td>
<td>71.4</td>
<td>31.4</td>
<td>22.9</td>
<td>17.1</td>
</tr>
<tr>
<td>delay-essential</td>
<td>58</td>
<td>96.6</td>
<td>96.6</td>
<td>86.2</td>
<td>37.9</td>
<td>27.6</td>
<td>20.7</td>
</tr>
<tr>
<td>WNR-testable</td>
<td>69</td>
<td>100.0</td>
<td>81.2</td>
<td>72.5</td>
<td>33.3</td>
<td>23.2</td>
<td>17.4</td>
</tr>
<tr>
<td>SNR-testable</td>
<td>56</td>
<td>100.0</td>
<td>100.0</td>
<td>89.3</td>
<td>39.3</td>
<td>28.6</td>
<td>21.4</td>
</tr>
<tr>
<td>R-testable</td>
<td>50</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>42.0</td>
<td>30.0</td>
<td>24.0</td>
</tr>
</tbody>
</table>

b) critical paths

An alternative to defining the set of target faults by the set of all logical paths of a certain class is to consider only critical paths in such a class, i.e. the “longest” paths, determined based on structural properties (number of components), timing simulation or some other method [15].

Most frequently, the attribute “critical” is associated with a physical path. Then, on average more logical paths are associated with a critical physical path than with a non-critical one (long paths include more ALCs than short ones). This, however, does not imply that the same relationship holds for delay-essential logical paths or other classes of logical paths that can be used to define the set of target faults. For example,
for the network of Fig. 4, under assumption that the set of critical paths includes all paths that contain 3 ALCs (4 connections), an average number of logical paths associated with a physical path is 5.0 for critical paths and 4.62 for non-critical paths, whereas an average number of delay-essential logical paths associated with a physical path is 2.33 for critical paths and 3.38 for non-critical paths. In general, if the set of target faults is restricted to critical paths, more-difficult-to-satisfy sensitization requirements lead to lower values of the testability measures.

3.4 Defining Testability Measures for Physical Paths

So far, we have assumed that all logical paths of a certain class (and the associated delay faults) equally contribute to the values of testability measures. Under such an assumption, a physical path having a large number of logical paths of a certain class has a significantly higher impact on the values of testability measures than a physical path having a small number of logical paths. If this is undesirable, an idea of defining testability measures for physical paths rather than logical paths can be considered.

The simplest way of implementing this idea is to assume that a physical path $\pi$ has a certain testability-oriented feature, e.g. is delay-essential or is R-covered by some test sequence, if at least one logical path associated with $\pi$ has this feature. The impact of such an assumption is illustrated in Table 2, which gives the values of fault testability and fault coverage for the network of Fig. 4 for the selected classes of physical paths. The fault coverage in Table 2 is calculated for the same test sequence as the fault coverage in Table 1. It is clearly seen that the values of testability measures calculated for physical paths (Table 2) are significantly higher than the corresponding values calculated for logical paths (Table 1).

Table 2. Testability measures for physical paths in the network of Fig. 4: simple approach

<table>
<thead>
<tr>
<th>target physical paths</th>
<th>no. of paths</th>
<th>fault testability [%]</th>
<th>fault coverage [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>WNR</td>
<td>SNR</td>
</tr>
<tr>
<td>all physical</td>
<td>19</td>
<td>94.7</td>
<td>89.5</td>
</tr>
<tr>
<td>irredundant</td>
<td>18</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>delay-essential</td>
<td>17</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>WNR-testable</td>
<td>18</td>
<td>100.0</td>
<td>94.4</td>
</tr>
<tr>
<td>SNR-testable</td>
<td>17</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>R-testable</td>
<td>16</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

A more sophisticated way of implementing the idea of defining testability measures for physical paths is to assume that a physical path $\pi$ has a certain testability-oriented feature if all logical paths in a specific subset of $LP(\pi)$ ($LP(\pi)$ is the set of all logical paths of a certain class associated with $\pi$) have this feature. Such a subset of $LP(\pi)$, $SLP(\pi)$, must satisfy the following property: if $LP(\pi)$ includes a logical path that has a transition of a certain polarity associated with some connection $c$, then $SLP(\pi)$ also includes such a path. To illustrate this idea, consider path a-g-k in the network of Fig. 4. The set of delay-essential logical paths for this path is $LP(a-g-k) = \{a\uparrow g\uparrow k\uparrow, a\uparrow g\uparrow k\downarrow, a\downarrow g\downarrow k\uparrow, a\downarrow g\downarrow k\downarrow\}$. Thus, to decide whether or not a-g-k has a certain testability-oriented feature, it is sufficient to examine two logical paths: either those in
SLP'(a-g-k) = \{ a↑g↑k↑, a↑g↓k↓ \} or those in SLP"(a-g-k) = \{ a↑g↑k↓, a↓g↓k↑ \}. The values of the testability measures for the network of Fig. 4 calculated based on the above described concept are given in Table 3 (the fault coverage is calculated for the same test sequence as the fault coverage in Table 1). It can be seen that, as expected, the values in Table 3 are significantly lower than those in Table 2.

**Table 3.** Testability measures for physical paths in the network of Fig. 4: more sophisticated approach

<table>
<thead>
<tr>
<th>target physical paths</th>
<th>no. of paths</th>
<th>fault testability [%]</th>
<th>fault coverage [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>WNR</td>
<td>SNR</td>
</tr>
<tr>
<td>all physical</td>
<td>19</td>
<td>94.7</td>
<td>89.5</td>
</tr>
<tr>
<td>irredundant</td>
<td>18</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>delay-essential</td>
<td>17</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>WNR-testable</td>
<td>18</td>
<td>100.0</td>
<td>94.4</td>
</tr>
<tr>
<td>SNR-testable</td>
<td>17</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>R-testable</td>
<td>16</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

3.5 Accounting for Restrictions on the Set of Input Pairs

The set of vector pairs that occur at the input of a given network of ALCs in normal operation is usually restricted. Such restrictions should be considered when defining the set of target faults and calculating the corresponding testability measures. This problem is discussed in more detail in [16]. Generally, it can be stated that the restrictions imposed on the set of input pairs affect the number of logical paths in most classes shown in Fig. 3. This obviously has an impact on the values of testability measures. This impact is particularly significant when the fault coverage is calculated for a test sequence that has been developed taking into account the restrictions on the input set.

4 Observations and Practical Guidelines

The results in Tables 1-3 show that for the network of Fig. 4, the values of path delay fault testability measures strongly depend on assumptions taken when calculating these values. For example, the coverage of the path delay faults, calculated for the considered test sequence under different assumptions, varies from 6.3% to 82.4%.

Our analysis of the impact of various factors on the outcome of the evaluation of path delay fault testability leads to the following observations and guidelines:

- The selection of the class of logical paths that defines the set of target faults poses an accuracy-complexity trade-off. The exact values of testability measures, corresponding to the set of delay-essential logical paths, are very difficult, if not impossible, to calculate. On the other hand, their easy-to-calculate approximations may be unacceptably inaccurate. As a compromise, the sets of target faults corresponding to irredundant and SNR-testable logical paths are recommended to provide reasonably accurate estimates of the exact values of testability measures.
- To reduce the computational load associated with the testability evaluation, one can decide to consider only critical paths. Such a decision may also be justified by a higher likelihood of affecting the speed of a device by faults associated with the longest paths. This approach would, however, lead to substantial savings only if the set of critical paths is a relatively small subset of the set of all paths, which is usually not the case for most speed-optimized circuits, for which the detection of timing-related problems is particularly important.

- As the number of physical paths is significantly lower than the number of logical paths, the idea of defining testability measures for physical paths looks attractive, even in the case when the calculation of such measures involves an examination of logical paths. Especially, the straightforward approach of assigning a testability-oriented feature to a physical path if some associated logical path has this feature would be recommended in the case when the rising and falling delays of individual components can be assumed equal or, at least, not significantly different.

- If the set of vector pairs that occur at the input of the network in normal operation is restricted, such restrictions should be considered when defining the set of target faults and evaluating the testability. This is of critical importance when the fault coverage is calculated for a test sequence that has been developed taking into account the restrictions on the input set.

5 Conclusion

We have shown that the evaluation of testability of delay faults for a user-configured programmable device is difficult both conceptually and computationally. To deal with this problem, we have developed a model of the combinational section of a programmable device (referred to as a network of ALCs) which contains a minimal number of components necessary for an analysis of path delay fault testability. We have identified all relevant factors that affect the evaluation of testability of path delay faults in a network of ALCs. An examination of the impact of these factors on the values of testability measures has resulted in several practical guidelines for the development of a procedure for the evaluation of testability of path delay faults.

The key conclusion of our study can be formulated as follows: Whenever the value of any measure of path delay fault testability for a programmable device is reported, a detailed explanation on what is reported should be given. This appears obvious, but is not. In many publications, the presented values are claimed to represent “the coverage of path delay faults by robust tests” or simply “the coverage of path delay faults”. This leads to uncertainty about the meaning of the reported results. For example, if some test procedure is claimed to cover 50% of path delay faults, this would probably mean an excellent test quality in the case when this value represents the robust coverage of delay-essential logical paths, but a rather poor test effort if it represents the coverage of robustly testable logical paths by non-robust tests.
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Abstract. This paper presents a fault simulation algorithm and that uses efficient partial reconfiguration of FPGAs. The methodology is particularly useful for evaluation of BIST effectiveness, and for applications in which multiple fault injection is mandatory, such as safety-critical applications. A novel fault collapsing methodology is proposed, which efficiently leads to the minimal stuck-at fault list at the look-up-tables’ terminals. Fault injection is performed using local partial reconfiguration with small binary files. Our results on the ISCAS’89 sequential circuit benchmarks show that our methodology can be orders of magnitude faster than software or fully reconfigurable hardware fault simulation.

1 Introduction

Design for Testability (DfT) techniques are mandatory for cost-effective product development. Full scan based DfT techniques are very popular for sequential circuits, but these techniques impact device performance, area overhead, test application time and prevent at-speed testing, which is crucial to detecting dynamic faults [1]. To solve these problems partial scan or self-test strategies have been used, which requires testability analysis of the sequential blocks.

During the design phase, test quality may be assessed by Fault Simulation (FS). For complex devices FS may be a very costly process, especially for sequential circuits. In fact, circuit complexity, test pattern length and fault list size may lead to a large computational effort. Although many efficient algorithms have been proposed for software fault simulation (see for example [2] and [3]), for complex circuits it is still a very time-consuming task and can significantly lengthen the time-to-market.

FS can be implemented in software or hardware [1]. The ease of developing software tools for FS (taking advantage of the flexibility of software programming) made software simulation the most current approach. However, the recent advent of very complex programmable logic devices, namely Field Programmable Gate Arrays (FPGAs), created an opportunity for Hardware Fault Simulation (HFS), which may be an attractive solution for at least a subset of practical situations. In fact, evaluating Built-In Self-Test (BIST) effectiveness may require a heavy computational effort in fault simulation. Long test sessions are needed to evaluate systems composed of several modules that have to be tested simultaneously in order to evaluate aliasing.

1 This work has been partially funded by FCT (Portugal), POCTI/ESE41788/2001.
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One example is functional BIST in a System on a Chip (SoC) with data compression cores being used as part of the signature compression logic. Another fault simulation task not efficiently performed by software tools is *multiple* fault simulation, mainly because of the enormous number of possible fault combinations. Unfortunately, *multiple* fault simulation may become mandatory, namely in the certification process of safety-critical applications [4].

Different HFS approaches using FPGAs have been proposed in the literature to overcome the difficulties with Software Fault Simulation (SFS) for sequential circuits. *Dynamic* fault injection using dedicated extra hardware, and allowing the injection of different faults without reconfiguring the FPGA, was proposed in [5-8]. The additional hardware proposed for implementing dynamic fault injection uses a Shift Register (SR) whose length corresponds to the size of the fault list. Each fault is injected when the corresponding position in the SR has logic “1”, while all other positions have logic “0”. Upon initialization, only the first position of the SR is set to “1”. Then the “1” is shifted along the SR, activating one fault at a time. This technique was further optimized in [9]. However, a major limitation of this technique is the fact that the added hardware increases with the number of faults to inject, which limits the size of the circuits that can be simulated. In [6], it is also reported that some parallelism is possible by injecting independent faults at the same time. Unfortunately, the speedup reported was of only 1.36 times faster than serial fault simulation. In [10], a new approach that included a backward propagation network to allow critical path tracing [11] is proposed. This information allows multiple faults to be simulated for each test vector, but also requires heavy extra hardware and only combinational circuits have been analyzed.

A serial fault simulation technique that required only partial reconfiguration during logic emulation was proposed in [12], showing that no extra logic need be added for fault injection purposes, and that HFS can be about two orders of magnitude faster than SFS for designs over 100,000 gates. More recently, other hardware fault injection approaches were proposed in [13-15] using the JBITS [16] interface for partial FPGA reconfiguration. The JBITS software can achieve effective injection of faults on Look-Up-Tables (LUTs) [13] [14] or erroneous register values [15]. These works do not report any results on partial FPGA reconfiguration times for fault injection - only some predictions are given. Moreover, the approach that uses JBITS requires the Java SDK 1.2.2 [17] platform and the XHWIF [18] hardware interface.

The purpose of this paper is to present a Reconfigurable Hardware Fault Simulation (RHFS) methodology that uses partial reconfiguration to implement a novel, highly efficient hardware fault simulation tool, which we called $f_2s$. We show that partial FPGA reconfiguration can be accomplished very efficiently by deriving very small bit files for fault injection. These bit files are obtained from the full configuration bit file by means of its direct manipulation, without requiring any additional software tools. Moreover, the new RHFS tool does not require the use any specific hardware interface with the FPGA.

This paper is organized as follows. In section 2 the LUT extraction from the bit file is explained and the fault collapsing technique is proposed. In section 3 the new fault simulation tool, $f_2s$, is presented. Section 4 presents experimental results that compare SFS and HFS to the new RHFS approach using two ISCAS’89 benchmark circuits [19]. Finally, section 5 concludes the paper.
2 LUT Extraction, Fault Injection and Collapsing

Virtex FPGAs [20] are essentially composed of an array of Configurable Logic Blocks (CLBs) surrounded by a ring of I/O blocks. The CLBs are the building blocks for implementing custom logic. Each CLB contains two slices. Each slice contains two 4 input Look-Up-Tables (LUTs), 2 flip-flops and some carry logic. For the fault model used in the next section, only LUT extraction is required. Each LUT can be used to implement a function of 0, 1, 2, 3 or 4 inputs. It is important to identify the number of inputs relevant for each used LUT, in order to include the corresponding faults in the fault list. Since each LUT has 4 inputs, the LUT contents consist of a 16-bit vector, one vector for each combination of the inputs. Let $y_{abcd}$ be the output value for the combination of input values $abcd$. The LUT configuration 16-bit vector can be denoted $y_{0000}$, $y_{0001}$, $y_{0010}$, ..., $y_{1111}$, where each bit position corresponds to the LUT output value for the respective combination of the inputs $i_3$, $i_2$, $i_1$ and $i_0$. If one input has a fixed value, then an 8-bit vector is obtained. For instance, if we have always $i_3=0$, then the relevant 8-bit vector is $y_{0000}$, $y_{0001}$, $y_{0010}$, $y_{0011}$, $y_{0100}$, $y_{0101}$, $y_{0110}$, $y_{0111}$.

The only circuit information required for our RHFS method is the configuration bit file of the FPGA. After retrieving the information of each LUT from the bit file [21], the relevance of each input $i_x$ ($x=0, 1, 2$ and $3$) is evaluated comparing the 8-bit vectors corresponding to $i_x=0$ and $i_x=1$. If these two vectors are identical then the input $i_x$ is not active. This is how we extract the LUT types, LUT2, LUT3, LUT4, etc., according to their number of relevant inputs.

2.1 Line Stuck-At Fault Injection and Collapsing

The most popular fault model for digital circuit fault simulation is the single Line-Stuck-At (LSA) fault model. For the Virtex FPGAs, RHFS injects LSA faults in the outputs and inputs of LUTs. After extracting the number of active inputs in each LUT, the LSA fault list is created. Each LUT has two LSA faults (LSA-0 and LSA-1) per input or output. Thus, the total number of faults is 2, 4, 6, 8 and 10 for LUTs with 0, 1, 2, 3 or 4 active inputs, respectively. The required data for each fault injection consists of the 16-bit LUT configuration vector, modified in order to inject the fault behavior.

In order to inject a LSA-$v$ fault ($v = 0$ or $v = 1$) at the output of a LUT, all 16 bit positions of the LUT reconfiguration vector must be set to the logic value $v$. The reconfiguration vector that corresponds to the LUT input $a$ stuck at value $v$ is obtained by copying the values $y_{abcd}$ to $y_{¬abcd}$ for each $bcd$ combination. For instance, the vector for the fault input $a$ LSA-0 is obtained by copying $y_{0000}$ to $y_{1000}$, $y_{0001}$ to $y_{1001}$, $y_{0100}$ to $y_{1100}$, ..., $y_{0111}$ to $y_{1111}$.

After computing the 16-bit reconfiguration vectors for each fault, fault collapsing can be performed efficiently by grouping the faults with identical reconfiguration vectors. To illustrate this, consider the LUT functionality $F=a.b+c.d$. Table 1 shows the configuration vectors for the fault free LUT ($F$) and the configuration vectors that model all LSA faults in the LUT ($i/v$ means line $i$ stuck-at value $v$). The LUT input combination that corresponds to each vector position (row) is given in the four left most columns of Table 1. Analyzing this table, we notice that two fault pairs can be collapsed using the methodology presented: ($a/0$, $b/0$) and ($c/0$, $d/0$). The shaded cells
in the table indicate the LUT input combinations (or LUT test vectors) that activate the fault given in the respective column.

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>C</th>
<th>d</th>
<th>F</th>
<th>a/0</th>
<th>b/0</th>
<th>c/0</th>
<th>d/0</th>
<th>a/1</th>
<th>b/1</th>
<th>c/1</th>
<th>d/1</th>
<th>F/1</th>
<th>F/0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

3 Reconfigurable Hardware Fault Simulation

A new tool for FPGA based fault simulation (F2S) has been developed. One great advantage of F2S is the fact that it takes as input solely the binary file with the complete FPGA configuration. From this file, F2S identifies the target device for which the mapping was performed. This identification is mandatory in order to know the number of rows and columns for LUT bit positioning. LUT extraction is carried out as described in section 2.1 and the fault list is collapsed as described in section 2.2. After fault collapsing, F2S creates a report with all the LUTs in use, the original fault list, the collapsed fault list and the estimated reconfiguration times for different hardware interfaces. Fig. 1 shows this report for the s5378 ISCAS’89 benchmark circuit. Next, all partial reconfiguration bit files are generated in sequence for each fault. In this way, each bit file reprograms only the minimum number of frames (smallest amount of data that can be read or written with a single command) required to eject the previous fault and inject the next one. Both single and multiple fault injection are supported.
Debugging and validation of the tool was carried out using a JTAG 200 Kb parallel III port. The experimental values obtained for the reconfiguration times matched the estimated values. Since the current version of the tool does not support any type of external test vector application, it is more suitable for BIST quality evaluation purposes. However, the methodology can be easily extended to apply external vectors supplied from an internal (FPGAs have internal RAM blocks) or external memory.

BIT_FILE_NAME: = s5378.ncd
BIT_PART_STRING: = v2000ebg560
BIT_DATE_STRING: = 2003/01/16
BIT_TIME_STRING: = 18:01:59
BIT_IMAGE: size 1269956

FAULTS STACK AT ZERO/ONE at LUT‘s INPUTS / OUTPUTS / SELECT RAM BITS
LUT -- LOCATION , TYPE , CONTENTS AND FAULT TYPE TO INJECT ( equivalent faults , between – and separated by / )
row=49 col=19 slice=1 lut=G type=2 vector=0 0 0 0 0 0 1 1 0 0 0 0 0 1 1
faults= -- O_S_1/I1_S_0/I2_S_0 – O_S_0 – I2_S_1 – I1_S_1
...
row=55 col=73 slice=0 lut=G type=4 vector=0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
faults= -- O_S_1/I0_S_0/I1_S_0/I2_S_0/I3_S_1 – O_S_0 – I1_S_1 – I2_S_1 – I0_S_1 – I3_S_0

lut capacity 38400
lut not used 37996 98.9479166666667
faults to detect 2707 0.749861495844875
faults to inject 2707 0.749861495844875
lut type 1 0 0
lut type 2 66 0.171875
lut type 3 83 0.216145833333333
lut type 4 255 0.6640625

TIME (hour:min:sec) to program and inject 0:6:51 (based on 200 Kb parallel III port speed – jtag)
TIME (hour:min:sec) to program and inject 0:0:16 (based on 5 Mb parallel IV port speed – jtag)
TIME (hour:min:sec) to program and inject 0:0:1 (based on 66 Mb usb port speed – serial)

Fig. 1. Fault list report from f2s
4 Experimental Results

Software, Hardware and Reconfigurable Hardware Fault Simulation are compared in this section. The focus is to determine the trade-offs associated with the fundamentals of the three approaches: SFS costs increase steadily with circuit complexity, test length and fault list size, especially for sequential circuits. HFS has a significant initial cost, associated with FPGA synthesis and implementation, and a low cost in the hardware emulation process itself. Finally, RHFS represents a trade-off between the previous two approaches. Because reconfiguration is used in fault injection, hardware mechanisms for fault injection need not be added to the original circuit. This gives rise to a much simpler circuit that can be compiled faster. On the other the fault replacements by means of partial reconfiguration will take more time than simply shifting the fault register as in HFS. Thus the RHFS fault simulation times increase faster with the number of vectors when compared to HFS, but slower when compared to SFS.

In order to compare the three approaches, two ISCAS’89 circuits, s5378 and s13207, have been used as test vehicles. The complexity of these circuits and their fault list sizes before and after collapsing are shown in Table 2. From the analysis of this table, it is clear that the original fault list of LSAs at LUT terminals is efficiently collapsed by the tool. Table 3 shows the LSA fault collapsing results for the s5378 circuit obtained with the f2s tool in terms of the distribution of the faults among the various types of extracted LUTs. Pseudo-random test vectors have been used in the experiments. The vectors are generated internally in the FPGA using an LFSR, as it is common for BIST. Since we are mainly interested in measuring the fault simulation time, we have not obtained fault coverage values. However fault coverage can be obtained by emulating the fault free circuit, saving the response sequences and later comparing them to the output response sequences of the faulty circuits. Work in this direction is in progress.

<table>
<thead>
<tr>
<th>Benchmark Circuit</th>
<th>#LUTs used</th>
<th>#LUTs unused</th>
<th>#LSA faults before collapsing</th>
<th>#LSA faults after collapsing</th>
</tr>
</thead>
<tbody>
<tr>
<td>s5378</td>
<td>404</td>
<td>37996</td>
<td>3610</td>
<td>2707</td>
</tr>
<tr>
<td>s13207</td>
<td>795</td>
<td>37605</td>
<td>7126</td>
<td>5434</td>
</tr>
</tbody>
</table>

Table 3. Collapsed fault distribution over LUT types for the s5378 benchmark circuit.
Software fault simulation has been carried out using a widely used commercial fault simulation tool running on a Sun ultra10/440 workstation of 1 GB of RAM capacity. The SFS time, \( t_{\text{SFS}} \), is computed by the commercial EDA tool. The fault simulation time, \( t_{\text{HFS}} \), for the HFS or RHFS approaches is computed by the following expression:

\[
t_{\text{HFS}} = t_{\text{comp}} + t_{\text{reconf}} + \frac{\text{# faults} \times \text{# vectors}}{f_{\text{HFS}}}
\]

where \( t_{\text{comp}} \) is the sum of the FPGA synthesis and configuration times, \( t_{\text{reconf}} \) is the time required for reconfiguration (which is zero in the case of HFS) and \( f_{\text{HFS}} \) is the frequency of vector hardware application. The value of \( t_{\text{comp}} \) is obtained after synthesis and mapping of the circuit using the Xilinx Synthesis Tool (XST). The \( f \)s tool analyses the bit stream and computes all reconfiguration frames for each fault. According to the number of generated reconfiguration frames, it reports the value of \( t_{\text{reconf}} \) for different hardware interfaces. Figs. 3 and 4 show the fault simulation times for the two ISCAS’89 benchmark circuits, s5378 and s13207, respectively, for \( f_{\text{HFS}} = 50\text{MHz} \), using a Celoxica RC1000-PP board containing a Xilinx Virtex 2000E FPGA. Note that, unlike in SFS, in HFS or RHFS no fault dropping is available since all faults are simulated in sequence. The curve marked “RHFS (200Kb)” refers to partial reconfiguration using a JTAG 200 Kb parallel III port. The curve marked “RHFS (5Mb)” refers to partial reconfiguration using a JTAG 5 Mb parallel IV port.

From these results it is clear that HFS (hardware fault simulation with a unique configuration file) is advantageous over SFS only when the number of test vectors exceeds a certain value that mainly depends on the FPGA compilation time \( t_{\text{comp}} \) [9]. Once the FPGA is compiled, the cost of applying test vectors is very small compared to SFS, despite the fact that the slope of \( t_{\text{SFS}} \) depends on the computational resources of the machine that is running it. On the other hand, RHFS (hardware fault simulation using partial reconfiguration files for fault replacement) is faster than SFS even for a small number of test vectors. This results from the fact that \( t_{\text{comp}} + t_{\text{reconf}} \) for RHFS is much lower than \( t_{\text{comp}} \) for the HFS approach. In the final version of this paper, results comparing RHFS, HFS and SFS times for a larger set of benchmark circuits will be presented, which should also include larger circuits like the ones reported in [22].

![Fig. 2. Reconfigurable HW, fixed HW and SW fault simulation times for the s5378 benchmark circuit.](image-url)
Conclusions

In this work we have presented a novel approach to fault simulation using partial reconfiguration of FPGAs for fault replacement (RHFS). The approach has been compared to traditional software fault simulation (SFS), and to previous fixed hardware fault simulation (HFS). The superiority of the new approach has been demonstrated on two ISCAS’89 benchmark circuits.

Compared to software fault simulation, we found that RHFS is faster than SFS, even for a limited number of test vectors. After performing FPGA compilation during some tens of minutes, the simulation time for RHFS increases linearly with the number of test vectors at a rate that, for a 50MHz clock frequency, is two orders of magnitude lower than the increase rate observed for SFS.

Our fault simulation methodology uses the LSA fault model at LUT terminals. We presented a fault collapsing technique based on comparing the LUT reconfiguration vectors for each fault that leads to an efficiently optimized fault list.

Our RHFS methodology was embodied in a software tool, f²s, which takes as unique input the binary file for FPGA configuration. This is a significant advantage over other partial reconfiguration techniques that depend on a variety of file formats and tools. When processing the bit file, f²s, identifies the target FPGA device, extracts the LUTs in use and their types, and generates minimal reconfiguration bit files for fault injection. Current work is oriented towards supporting external vectors, automation of vector formatting and fault coverage evaluation. The goal is to make f²s a competitive fault simulation tool.

Fig. 3. Reconfigurable HW, fixed HW and SW fault simulation times for the s13207 benchmark circuit
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Abstract. The switch level is an abstraction level between the gate level and the electrical level, offers many advantages. Switch level simulators can reliably model many important phenomena in CMOS circuits, such as bi-directional signal propagation, charge sharing and variations in driving strength. However, the fault simulation of switch level models is more time-consuming than gate level models. This paper presents a method for fast fault emulation of switch level circuits using FPGA chips. In this method, gates model switch level circuits and we can emulate mixed gate-switch level models. By the use of this method, FPGA chips can be used to accelerate the fault injection campaigns into switch level models.

1 Introduction

Logic emulation systems [1], [2] are now commercially available for fast prototyping, real-time operation, and logic verification. In many cases emulation is about $10^3$ to $10^6$ faster than simulation [3]. A logic emulator can implement a synthesizable model on a board composed of dozens of field programmable gate array (FPGA) chips. It cannot be used to emulate switch level models. However, in this paper, we present a method for modeling switch level circuits by gate level models. The resulted gate level model may be used as a starting point for synthesis into an interconnection of logic cells or FPGA layouts. In contrast to most cases for which transistors are grouped together to form gates, in this method, gates are grouped together to form switch models of transistors.

The advantages of this method are:
1. Use of FPGAs for fast emulation of CMOS switch level or mixed switch-gate level circuits.
3. Emulation of three-state CMOS gates by the use of FPGAs, which do not support three-state logic directly.

Section 2 presents a brief review of switch level models. Section 3 presents the method for modeling switch level circuits by logic gates. Section 4 describes how the presented model can be used in switch level fault injection. Section 5 describes the mixed-mode approach, which is used for emulating CMOS circuits. In section 6, the
Experimental evaluation of the presented method is discussed. Finally, the conclusion is in Section 7.

2 A Review of Switch Level Models

The switch level is an abstraction level between the gate level and the electrical level, offers many advantages. By operating directly on the transistor network, switch level simulators can reliably model many important phenomena in CMOS circuits, such as bi-directional signal propagation, charge sharing and variations in driving strength [5][6].

On the switch level, transistors are viewed as switches and the circuit state is described by discrete values, consisting of a logic state (e.g. 0, 1, U - unknown, Z - high impedance) and a strength (e.g. weak, strong, medium, ...) [7][8].

Different number of strength levels may be used in switch level models. In some methods, only two levels of strengths are used (e.g. weak and strong) [7], while others use more levels. For example, Verilog is a hardware description language, which supports switch level modeling with eight different levels of strength [8].

Each switch is a bi-directional element, which is controlled by the gate terminal G. A point at which two or more transistors have a common connection is called a node. A node may be driven by signals, which have different strengths. If a node is driven with the driver signals $S_1$, $S_2$, ..., $S_n$, the value (i.e. the logic state and the strength) of the node is equal to the value of the strongest driver signal. If two driver signals, with same strengths and different logic states, have the highest strength, the logic state of the node will be U (unknown).

In some methods, resistive switches are used. These switches reduce the strength of signals that propagate through them. For instance, in Verilog HDL both resistive and non-resistive switches can be used [8].

3 Switch Level Modeling Using Gate Level Circuits

We present in this section a method for modeling switch level circuits by logic gates. In this method, each transistor switch and each node is replaced by a corresponding gate level circuit. These circuits model the behavior of transistor switches and nodes. Figure 1b shows the gate level circuit, which models an NMOS transistor, and Figure 1d shows another gate level circuit, which models a node. We will refer to these circuits as pseudo transistor and pseudo node respectively.

Drain and source terminals of a MOS transistor switch are bi-directional connections, but all wires in a gate level circuit are uni-directional, so two connections with different directions are used for each of the drain and source terminals as shown in Figures 1b and 1d.

As an illustration, we will show how pseudo transistors and pseudo nodes can be used for modeling a CMOS NAND gate. Figure 2 shows a CMOS NAND gate and its counterpart gate level circuit, which is constructed with pseudo transistors and pseudo nodes.
Each terminal of a pseudo transistor or a pseudo node consists of $K$ wires, which transfer $K$-bit codes between pseudo transistors and pseudo nodes. For example, $S_1$ terminal of the pseudo transistor shown in Figure 1b consists of $K$ wires.

The $K$-bit code is used for coding different logic states and strengths. This $K$-bit code is divided into two parts: state code and strength code. State code is a 2-bit code, which codes the logic state of the terminal, while strength code is an $n$-bit code, which codes the strength level of it. The width of the strength code depends on the number of strength levels.

In this paper, strengths are denoted by $L_i$, where $i$ identifies the strength level. For example, if four different strength levels are used, the possible strengths will be $L_0$, $L_1$, $L_2$, and $L_3$, where $L_0$ is the weakest one and $L_3$ is the strongest one.

The logic states, which are commonly used in switch level simulations, are '1', '0', 'U' and 'Z' [7]. Here, only '1', '0' and 'U' states are coded by state codes and 'Z' state is indicated by the strength $L_0$.

### 3.1 The Operation of the Pseudo Transistors

Let $L(X)$ be the logic state of the terminal or wire $X$ and let $S(X)$ be its strength. The pseudo transistor, shown in Figure 1b, is a combinational circuit, which operates according to the following rules:

1. If $L(G)=0$ and $S(G)>L_0$ then begin
   
   $S(D_1)=L_0$;
   $S(S_1)=L_0$;
   $L(D_1)=$ don't care;
   $L(S_1)=$ don't care;
   
   end;
Rule 1 states that when a pseudo transistor is off, it passes the binary code of 'Z' value to pseudo node circuits which are connected to it indicating that the transistor does not take part in resolving the value of the nodes. Note that 'Z' value is represented by strength $L_0$

2. If $L(G)=1$ and $S(G)>L_0$ then
   \begin{verbatim}
   begin
   L(D1)=L(S0);
   L(S1)=L(D0);
   S(D1)=S(S0);
   S(S1)=S(D0);
   end;
   \end{verbatim}

Rule 2 states that when a pseudo transistor is on, it passes the values through itself.

3. If $L(G)=U$ or $S(G)=L_0$ then
   \begin{verbatim}
   begin
   L(D1)=U;
   L(S1)=U;
   S(D1)=S(S0);
   S(S1)=S(D0);
   end;
   \end{verbatim}

Rule 3 states that when the gate value is unknown or high impedance, there is no way to determine whether the transistor switch is on or off. Therefore, drain and source values will be unknown. Since the transistor switch may be on or off, it may passes strengths through itself or not. In this case, by considering the worst case it is supposed that strengths pass through the transistor switch.

These three rules model the behavior of NMOS switches. The corresponding rules for PMOS switches can be easily obtained from the above rules by interchanging 'L(G)=1' and 'L(G)=0'.

### 3.2 The Operation of the Pseudo Nodes

When all of the MOS transistors, which are connected to a node are off, the node retains its previous value. This is caused by the charge stored on the stray capacitance $C$ associated with the node. For this reason, a sequential circuit is used as a pseudo node. Memory elements (flip-flops) are used for modeling gate capacitance of MOS transistors or capacitance of wires, which can store signal values.

It should be noted that the stored values are weak values because they result from small charges, which have not the current drive capability [8]. Therefore, in this paper, the strength $L_1$ is assigned to each stored value. The strength $L_0$ can not be used for this purpose, because it indicates the 'Z' state.

Figure 3 shows the internal structure of a pseudo node. In this figure, the output $O$ is called the main output of the node and the outputs $O_i$ are called returned outputs.

The boxes labeled "Resolution circuit" and "Attenuator" in Figure 3 are combinational circuits, while box labeled "Pseudo capacitor" is a sequential circuit.

As mentioned previously, if a node is driven with the driver signals $I_1, I_2, ..., I_n$, the value of the node is equal to the value of the strongest driver signal, and if two driver
signals, with same strengths and different logic states, have the highest strength, the logic state of the node will be U (unknown). This is the way a resolution circuit resolves a single value from multiple driving values.

**Table 1.** The state table of the pseudo capacitor circuit

<table>
<thead>
<tr>
<th>Present State</th>
<th>R=U</th>
<th>R=1</th>
<th>R=0</th>
</tr>
</thead>
<tbody>
<tr>
<td>U(_m)</td>
<td>U(_m)-1(_m)-0</td>
<td>U(_m)-1(_m)</td>
<td>U(_m)-1(_m)</td>
</tr>
<tr>
<td>1(_m)</td>
<td>U(_m)-1(_m)-0</td>
<td>U(_m)-1(_m)</td>
<td>U(_m)-1(_m)</td>
</tr>
<tr>
<td>0(_m)</td>
<td>U(_m)-1(_m)-0</td>
<td>U(_m)-1(_m)</td>
<td>U(_m)-1(_m)</td>
</tr>
<tr>
<td>U(_i)</td>
<td>U(_i)-1(_i)-0</td>
<td>U(_i)-1(_i)</td>
<td>U(_i)-1(_i)</td>
</tr>
<tr>
<td>1(_i)</td>
<td>U(_i)-1(_i)-0</td>
<td>U(_i)-1(_i)</td>
<td>U(_i)-1(_i)</td>
</tr>
<tr>
<td>0(_i)</td>
<td>U(_i)-1(_i)-0</td>
<td>U(_i)-1(_i)</td>
<td>U(_i)-1(_i)</td>
</tr>
<tr>
<td>Z(_n)</td>
<td>Z(_n)-1(_n)-0</td>
<td>U(_n)-1(_n)</td>
<td>U(_n)-1(_n)</td>
</tr>
</tbody>
</table>

A pseudo capacitor models the behavior of the parasitic capacitance associated with the node. If we consider the state of this sequential circuit to be its output, its operation can be summarized in Table 1 as a state table.

By considering the operation of a node capacitance in a switch level circuit, the derivation of this state table is carried out most easily. For example, according to the first three columns of the table (columns labeled R=U\(_n\), R=1\(_n\) and R=0\(_n\)), when the value of the input R have the strength greater than L1, the output O will be equal to input R. This is because the values stored in a node capacitance can be overridden by stronger values supplied by turned-on transistor switches. As another example, consider the row 'Present State=1\(_m\)' and the column 'R=0\(_i\)', in this case the next state will be 'U\(_i\)' . This is because a '1\(_i\)' value is stored in the stray capacitance because of the previous '1\(_m\)' value of the node. When the transistor switches connected to the node supply the weak value 'R=0\(_i\)' to the node, the result is 'U\(_i\)' . Note that the input R of the pseudo capacitor circuit is the output of the resolution circuit, therefore its value is determined by all the pseudo transistors, which are connected to the node.

The combinational circuit labeled "Attenuator", reduces the strength of the output O, and transfers the result to all the transistor switches, which are connected to the node. It should be noted that this circuit does not change the logic state of the output O. Also it does not change the strength of the output O if its strength is L0 (i.e. 'Z' state). The benefits of the attenuator circuit are as follows:

- This circuit ensures that a value with the strength greater than L1 can not be stored in pseudo nodes. Note that when two pseudo nodes are connected with a turned on pseudo transistor switch, they send their values for each other at each clock pulse. In this case the attenuator circuits of these nodes ensure that strong values can not loop between these two pseudo nodes. They attenuate such looping values, therefore only weak values with strength L0 can be stored in such loops.
• By the use of this circuit, resistive transistor switches can be modeled, because the strength of a signal is reduced by 1, whenever it propagates from a node to another node through a transistor switch.

Since pseudo nodes are sequential circuits, when a combinational circuit, such as the NAND gate shown in Figure 2a, is modeled using the presented model (See Figure 2b), a sequential circuit is resulted.

If one wants to model a CMOS sequential circuit by this method, two different clock signals will be needed. One clock signal is used for the modeled sequential circuit itself and the other is used for pseudo nodes. The former is called main clock, while the latter is called emulation clock.

In this paper, only combinational circuits have been considered for fault emulation, therefore only one clock signal (emulation clock) is used.

4 Fault Injection at the Switch Level

Some of the advantages of the fault injection at the switch level over the fault injection at the gate level are as follows:
• Many regions are not reachable for gate level fault injection, as they are internal to the gates. But real defects may occur inside a gate.
• There are some defects, which can not be modeled by gate level stuck-at faults.

This section describes how the presented model can be used for injecting transistor-stuck fault models into switch level circuits.

A transistor is stuck-on if it remains on regardless of its gate value. In a similar manner, a transistor is stuck-off if it remains off regardless of its gate value.

Figure 4 shows how a transistor-stuck fault can be injected into the switch level model of a CMOS NAND gate (Shown in figure 2) using the presented gate level model. The signal "FI" in the Figure 4 is a fault injector signal, which is used for
activating a fault. This signal is the selection line of a 2-line to 1-line multiplexer. When the input A is selected, the circuit is fault free, and when the input 0_4 (with the logic state 0 and the strength L4) is selected a transistor-stuck-on fault is injected because, in this case, the pseudo transistor "S1" is on regardless of the value of A.

It is not necessary to choose the value 0_4 in order to turn on the pseudo transistor "S1". In fact, any value with the logic state 0 and the strength greater than L0 can be used to turn on the pseudo transistor. Note that each input and output of the multiplexer consists of K wires, which transfer K-bit codes.

5 Mixed-Mode Emulation

If the presented model is used for emulating a switch level circuit using FPGAs, a large number of FPGA resources may be consumed. In order to attain a better utilization of FPGA resources a mixed-mode emulation approach has been used. In this approach parts of the circuit are emulated at the gate level while the rest of the circuit (such as faulty portions of the circuit) is emulated at the switch level. This method is similar to the method, which is used in mixed-mode fault simulators [9]. The difference is that the presented mixed-mode method has been used to address the FPGA resources utilization problem while the mixed-mode simulators have been used to address the time explosion problem.

[4] discusses a dual-railed logic which is used for emulating gate level circuits. The idea is to use two wires to represent a three-valued logic signal. In a similar manner, in this paper a dual-railed logic with three-valued logic signals (0, 1 and U) is used for gate level parts of the mixed-model. This is because switch level parts have logic values such as "U" and "Z" which cannot propagate through two-valued logic gates.

Whenever a signal propagates form the switch level parts to the gate level parts of the circuit only its state code is transferred and its strength code is omitted. As mentioned in Section 3, state code is a 2-bit code, which codes the logic state of a signal. Therefore, it can be applied to dual-railed logic gates.

Figure 5 shows how a signal propagates from the switch level portion of a mixed-model to its gate level portion.
When a signal propagates from the gate level portion of a circuit to its switch level portion, only a strength code with the strength greater than $L_0$ is added to the propagated signal.

Figure 6 shows how a signal propagates from the gate level portion of a mixed-model to its switch level portion. In most cases, signals, which propagate from gate level parts to the switch level parts, are connected to the gates of the transistor switches. In such cases, the value of the added strength code is insignificant (See rules 1, 2 and 3 in Section 3). It only has to be greater than $L_0$.

6 Experimental Results

This section presents the results, which are obtained from the experimental evaluation of the method by the use of two Altera FPGAs (FLEX10K200SFC484 with 9984 LCs and 10160 DFFs, and FLEX10K50RC240 with 2880 LCs and 3184 DFFs). The experimented model has 8 different levels of strength.

Table 2 shows the resources, which are used by each pseudo transistor. As shown in Table 2, pseudo transistors do not consume DFFs (these circuits are combinational). Table 3 shows the number of resources, which are used by pseudo nodes. This table is made up of three parts based on the number of the pseudo transistors, which are connected to the pseudo node.

As shown in Table 3, the number of DFFs, which the pseudo node uses is 5 regardless of the number of the pseudo transistors, which are connected to it. This is because only the pseudo capacitor of a node needs DFFs.

Table 2. Resources used by pseudo transistors (with 8 levels of strength)

<table>
<thead>
<tr>
<th></th>
<th>P type pseudo transistor</th>
<th>N type pseudo transistor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FPGA</td>
<td>LCs</td>
</tr>
<tr>
<td>EPF10K200SFC484</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>EPF10K50RC240</td>
<td>11</td>
<td>0</td>
</tr>
</tbody>
</table>

The width of the strength code is 3 and the state code is a 2-bit code. Therefore, 5 DFFs are used.

Table 3. Resources used by pseudo nodes(with 8 levels of strength)

<table>
<thead>
<tr>
<th></th>
<th>Pseudo node with 2 connections</th>
<th>Pseudo node with 3 connections</th>
<th>Pseudo node with 4 connections</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FPGA</td>
<td>LCs</td>
<td>DFFs</td>
</tr>
<tr>
<td>EPF10K200SFC484</td>
<td>30</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>EPF10K50RC240</td>
<td>30</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

The results show the importance of the mixed-mode switch-gate level emulation presented in the previous section.
Our experiments show that the speedup grows with the circuit size and the emulation of a switch level circuit can be about 27 to 532 times faster than its simulation using Verilog switch level models. In these experiments a ModelSim simulator (Version 5.4a) is used which is run on a Pentium II system (333MHz, RAM=192 MB). For example for an 8-bit Magnitude comparator circuit, which its gate level model is shown in Figure 7, the resulted speedup is 417 when 10000 different inputs are applied to the circuit. In this experiment mixed-mode emulation is not used and circuit is emulated using a pure switch level model. In fact, each gate of the circuit shown in Figure 7 is replaced with its corresponding switch level model.

Table 4. Resources used by dual-railed NAND gates

<table>
<thead>
<tr>
<th>NAND gate with 2 inputs</th>
<th>FPGA</th>
<th>LCs</th>
<th>DFFs</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPF10K200SFC484</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>EPF10K50RC240</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>NAND gate with 3 inputs</td>
<td>FPGA</td>
<td>LCs</td>
<td>DFFs</td>
</tr>
<tr>
<td>EPF10K200SFC484</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>EPF10K50RC240</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>NAND gate with 4 inputs</td>
<td>FPGA</td>
<td>LCs</td>
<td>DFFs</td>
</tr>
<tr>
<td>EPF10K200SFC484</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>EPF10K50RC240</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 7. An 8-bit Magnitude Comparator used in the experiments

7 Conclusions

In this paper a novel method is presented in order to emulate switch level circuits and switch level faults. The advantages of this method are:
1. Use of FPGAs for fast emulation of CMOS switch level or mixed switch-gate level circuits.
2. Fault emulation of switch level fault models such as transistor-stuck-on and transistor-stuck-off faults.
3. Emulation of three-state CMOS gates by the use of FPGAs, which do not support three-state logic directly.

The experiments show that the emulation of a switch level circuit can be very faster than its simulation
It is shown that a mixed-mode emulation approach can be used in order to optimize the utilization of FPGA resources when switch level emulation is used.
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Abstract. An extensible firewall has been implemented that performs packet filtering, content scanning, and per-flow queuing of Internet packets at Gigabit/second rates. The firewall uses layered protocol wrappers to parse the content of Internet data. Packet payloads are scanned for keywords using parallel regular expression matching circuits. Packet headers are compared to rules specified in Ternary Content Addressable Memories (TCAMs). Per-flow queuing is performed to mitigate the effect of Denial of Service attacks. All packet processing operations were implemented with reconfigurable hardware and fit within a single Xilinx Virtex XCV2000E Field Programmable Gate Array (FPGA). The single-chip firewall has been used to filter Internet SPAM and to guard against several types of network intrusion. Additional features were implemented in extensible hardware modules deployed using run-time reconfiguration.

1 Introduction

Recently, demand for Internet security has significantly increased. Internet connected hosts are now frequently attacked by malicious machines located around the world. Hosts can be protected from remote machines by filtering traffic through a firewall. By actively dropping harmful packets and rate-limiting unwanted traffic flows, the harm caused by attacks can be reduced.

While some types of attacks can be thwarted solely by examination of packet headers, other types of attacks – such as network intrusion, Internet worm propagation, and SPAM proliferation – require that firewalls process entire packet payloads [1]. Few existing firewalls have the capability to scan entire packet payloads. Of those that do, most are software-based and cannot process packets at the high-speed rates used by modern networks. Hardware-accelerated firewalls are needed to process entire packet payloads at high speeds.

* This research was supported in part by a grant from Global Velocity, the National Science Foundation (ANI-0096052), and a gift from Xilinx
Application Specific Integrated Circuits (ASICs) have been used in firewalls to implement some packet filtering functions. ASICs allow firewalls to achieve high throughput by processing packets in deep pipelines and parallel circuits. But ASICs can only protect networks from threats known to the designer when the chip was fabricated. Once an ASIC is fabricated, its function is static and cannot be altered. The ability to protect networks against both the present and future threats is the real challenge in building modern firewalls [2].

2 System-On-Programmable-Chip (SOPC) Firewall

A System-On-Programmable-Chip (SOPC) Internet firewall has been implemented that protects high-speed networks from present and future threats. In order to protect networks against current threats, the SOPC firewall parses Internet protocol headers, scans packet payloads, filters traffic, and performs per-flow queuing. In order to protect against future threats, the SOPC is highly extensible. This paper details the implementation of that firewall in a single Xilinx Virtex XCV2000E FPGA.

The top-level architecture of the SOPC firewall is shown in Figure 1. When a packet first enters the SOPC firewall, it is processed by a set of layered protocol wrappers. These wrappers segment and reassemble frames; verify and compute checksums; and read and write the headers of the Internet packet. Once the packet has been parsed by the wrappers, a payload scanner searches the entire content of the packet for keywords and regular expressions. Next, a Ternary Content Addressable Memory (TCAM) filter classifies packets based on a set of reconfigurable rules. The packet then passes through one or more extensible modules, where additional packet processing or packet filtering is implemented. Next, the data and flow ID are passed to a queue manager, which schedules the packets for transmission from a flow buffer. Finally, the packet is transmitted to a switch or to a Gigabit Ethernet or SONET line card. Details of these components are given in the sections that follow.

2.1 Protocol Processing

To process packets, a set of layered protocol wrappers was implemented to parse protocols at multiple layers [3]. At the lowest layer, data is segmented and reassembled from short cells into complete frames. At the network layer of the protocol stack, the fields of the Internet Protocol (IP) packets are verified and computed. At the transport layer, the port numbers and packet lengths are used to extract application-level data.

2.2 Payload Processing with Regular Expressions

Many types of Internet traffic cannot be classified by header inspection [4]. For example, junk email (SPAM) typically contains perfectly valid network and transport-layer data. In order to determine that a message is SPAM, a filtering
device must be able to classify packets based on the content rather than just the values that appear in the packet headers.

Dynamically reconﬁgurable hardware performs content classiﬁcation functions effectively. Unlike an ASIC, new ﬁnite automata can be programmed into hardware to scan for speciﬁc content. In order to scan packet payloads, a regular expression matching circuit was implemented. Regular expressions provide a shorthand means to specify the value of a string, a substring (speciﬁed by ‘( )’), alternative values (separated with ‘|’), any one character (speciﬁed by ‘.’), zero or one characters (speciﬁed by ‘?’), or zero or more characters (speciﬁed by ‘*’). For example, to match all eight case variations of the phrase “make money fast” and to allow any number of characters to reside between keywords, the expression: “(M|m)ake.*(M|m)oney.*(F|f)ast” would be speciﬁed.

The architecture of a payload scanner with four parallel content scanners searching for eight Regular Expressions, \( RE[1]-RE[8] \), is illustrated in Figure 2. A match is detected when a sequence of incoming data causes a state machine to reach an accepting state. In order to differentiate between multiple groups of regular expressions, the scanner instantiates a sequence of parallel machines that each search for different expressions. In order to maximize throughput, multiple sets of parallel content matching circuits are instantiated. When data arrives, a \textit{flow dispatcher} sends it to an available buffer which then streams data though the sequence of regular expression search engines. Finally, a \textit{flow collector} combines the traffic into a single outgoing stream of data. The final result of the circuit is a set of \textit{payload match bits} that identify which regular expressions were present in each data flow. To implement other high-speed payload scanning circuits, an automated design process was created to generate circuits from a speciﬁcation of regular expressions [5].

2.3 Rule Processing

A diagram of the rule matching circuit used on the SOPC ﬁrewall is shown in Figure 3. An on-chip, TCAM is used to classify packets as belonging to a specific
flow. As an Internet Protocol (IP) packet arrives, *bits in the IP header*, which include the *source address*, *destination address*, *source port*, *destination port*, and *protocol* as well as the *payload match bits* are simultaneously compared to the *CAM value* fields in all rows of the TCAM table. Once all of the values have been compared, a *CAM mask* is applied to select which bits of each row must match and which bits can be ignored. If all of the values match in all of the bit locations that are unmasked, then that row of the TCAM is considered to be a match. The *flow identifier* associated with the rule in the highest-priority matching TCAM is then assigned to the flow. Rules can be added or modified by sending control packets to the firewall to change values in the *CAM mask*, *CAM value*, and *flow ID* fields. Large CAMs can be implemented on the FPGA by using block RAMs [6].

**Fig. 2.** Regular Expression Payload Scanner

**Fig. 3.** Header Processing Module
2.4 Flow Buffering

To provide different levels of Quality of Service (QoS) for different traffic passing through the network, the SOPC firewall implements both class-based and per-flow queuing. Class-based queuing allows certain types of traffic to receive better service than other traffic. Per-flow queuing ensures that no single traffic flow consumes all of the network’s available bandwidth [7].

To support multiple classes of service, traffic flows are organized by the firewall into four priority classes. Within each class, multiple linked lists of packets are maintained. Management of queues and tracking of free memory space is performed by the FPGA hardware in constant-time using linked-list data structures.

A diagram of the flow buffer and queue manager is shown in Figure 4. The queue manager includes circuits to enqueue traffic flows, dequeue traffic flows, and to schedule flows for transmission. Within the scheduler, four separate queues of flows are maintained (one for each class).

![Flow Buffer Diagram](image)

**Fig. 4.** Queue manager for organizing traffic flows

When a packet arrives, the packet’s data is delivered to the flow buffer and the packet’s flow identifier is passed to the enqueue FSM in the Queue Manager. Using the flow ID, the enqueue FSM reads SRAM to retrieve the flow’s state. Each entry of the flow’s state table contains a pointer to the head and tail of a linked list of stored packets in SDRAM as well as counters to track the number of packets read and written to that flow.

Meanwhile, the flow buffer stores the packet into memory at the location specified by the enqueue FSM’s tail pointer. The flow buffer includes a controller to store the packet in Synchronous Dynamic Random Access Memory (SDRAM) [8]. After writing a packet to the next available memory location, the value of the tail pointer is passed to the queue manager to identify the next free memory location.
Within each class of traffic, the queue manager performs round-robin queuing of individual traffic flows. When the first packet of a flow arrives that has no packets already buffered, the flow identifier is inserted into a scheduling queue for that packet’s class of service and the flow state table is updated. When another packet of a flow that is already scheduled arrives, the packet is simply appended to the linked list and the packet write count is incremented.

To transmit packets, the dequeue FSM reads a flow ID from the scheduler. The scheduler dequeues the flow from the next available flow in the highest priority class of traffic. The dequeue FSM then reads the flow state to obtain a pointer to the data in the flow buffer. The flow identifier is then removed from the head of the scheduler’s queue and re-enters at the tail of the same queue if that flow has additional packets to transmit.

2.5 Extensible Features and Design Tools

Custom functionality is programmed into the SOPC firewall to implement specific functions demanded for a particular network application or service. Extensible modules that perform data encryption, enhanced packet filtering functions, and other types of packet scheduling have been implemented. One such module blocks patterns of TCP Synchronize/Acknowledge (SYN/ACK) packets characteristic of a DoS attacks. Other extensible functions that have been implemented as modules that fit into the SOPC firewall are listed in Table 1 [9] [10]. The set of features in the firewall is only limited by the size of the FPGA.

<table>
<thead>
<tr>
<th>Virus blocking</th>
<th>Content filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denial of Service Protection</td>
<td>AES and 3DES Decryption</td>
</tr>
<tr>
<td>Bitmap image filtering</td>
<td>Network Address Translation (NAT)</td>
</tr>
<tr>
<td>Internet route lookup</td>
<td>IP Version 6 (IPV6) tunneling</td>
</tr>
<tr>
<td>Resource Reservation (RSVP)</td>
<td>Domain Name Service (DNS) caching</td>
</tr>
</tbody>
</table>

To facilitate development of extensible modules, an integration server was created that allows modules to be automatically configured using an application developer’s information submitted via the web [11]. The tool transforms time-consuming and mistake-prone task of individually wiring ports on newly created modules into the relatively simple task of selecting where a module fits within the system interface. Developers upload their extensible modules to the integration server, which registers them in a database. The server parses the uploaded VHDL files and prompts the user to supply the port mapping to one or more of the standard, modular interfaces on the SOPC firewall. Then a bitfile is generated that contains the new module integrated into the baseline firewall, which is then returned to the user for testing. The server can also be used to create a bitfile for a SOPC firewall with any subset of previously uploaded extensible modules.
The integration server tracks and displays the estimated device utilization for each module to aid the selection process.

To further ease the development of extensible modules, a networked test server was developed to allow new extensible modules to be tested over the Internet [12]. After developing an extensible module on the integration server, a developer submits the resulting placed and routed design via a web interface to the test server. The test server: (1) remotely programs the FPGA platform, (2) generates test traffic in the form of network packets, and (3) displays the resulting packets. The traffic generated by the test server is processed by the firewall and returned to the test server. The developer then compares the contents of the resulting packets to expected values to verify correctness. Automation simplifies the process of migrating designs from concept to implementation.

3 Results

The results after place and route for the synthesized SOPC Firewall on the Xilinx Virtex XCV2000E are listed in Table 2. The core logic occupied 43% of the logic and 39% of the block RAMs. Placement of the SOPC circuitry was constrained using Synplicity’s Amplify tool to lock the location of modules into specific regions of the FPGA. A view of the placed and routed Xilinx Virtex XCV2000E is shown in Figure 5. Note that the center region of the chip was left available for insertion of extensible modules.

![FPGA Layout of the SOPC Firewall](image)

Fig. 5. FPGA Layout of the SOPC Firewall
Table 2. SOPC Firewall Implementation Statistics

<table>
<thead>
<tr>
<th>Resource</th>
<th>Virtex XCV2000E Utilization</th>
<th>Device Utilization Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logic Slices</td>
<td>8342 out of 19200</td>
<td>43%</td>
</tr>
<tr>
<td>BlockRAMs</td>
<td>63 out of 160</td>
<td>39%</td>
</tr>
<tr>
<td>External IOBs</td>
<td>286 out of 512</td>
<td>55%</td>
</tr>
</tbody>
</table>

3.1 Throughput

The components of the SOPC firewall that implement the protocol wrappers, CAM filter, flow buffer, and queue manager were synthesized and operated at 62.5 MHz. Each of these components process 32 bits of data in every cycle, thus giving the SOPC firewall a throughput of $32 \times 62.5\text{MHz} = 2\text{ Gigabits/second}$. The regular expression scanning circuit for the SPAM pipeline synthesized at 37 MHz. Given that each pipeline processes 8 bits of data per cycle, the throughput of the SPAM filter is $8 \times 37\text{MHz} = 296\text{ Megabits/second}$ per pipeline. By running 8 SPAM pipelines in parallel, the payload matching circuit achieves a throughput of $8 \times 8 \times 37\text{MHz} = 2.368\text{ Gigabits/second}$.

3.2 Testing the SOPC Firewall on the FPX Platform

The Field Programmable Port Extender (FPX) platform was used to evaluate the performance of the SOPC firewall with real Internet traffic. The FPX is an open hardware platform that supports partial run-time reconfiguration [13] [14]. As with other Internet-based reconfigurable systems, the FPX allows some or all of the hardware to be dynamically reprogrammed over the network [15] [16]. On the FPX, however, all reconfiguration operations are performed in hardware and the network interfaces run at multi-gigabit/second rates [17].

The core components of the SOPC firewall include the layered protocol wrappers, TCAM packet filters, the payload processing circuit, and the per-flow packet buffer with the SRAM and SDRAM controllers. All of these components were synthesized into the Virtex XCV2000E device that implements the Reprogrammable Application Device (RAD) on the FPX. The resulting bitfile was uploaded into the RAD and in-system testing was performed.

Using the features described above, a SPAM filter was implemented on the SOPC firewall to detect and filter unwanted junk email, commonly referred to as SPAM. By scanning the payloads of packets passing through our network, potentially unwanted messages were filtered before they reached their targeted endpoint. To implement our SPAM filter, we observed that within our network, emails could be classified into one of eight general categories. Within these categories, we identified several regular expressions that were commonly present or absent in SPAM-infested email. Our listed included the terms: “MAKE MONEY FAST”, “Limited Time Offer”, as well as 32 other terms. These terms were programmed into hardware as regular expressions in a way that allowed case-insensitive matching where needed. Meanwhile, the TCAM was programmed...
with rules to assign SPAM-infested packets to put SPAM-infested email in lower-priority traffic flows [10].

Actual network traffic was sent to the hardware over the network from remote hosts. The SOPC firewall filtered traffic passing between a local area network and a wide area network, as shown in Figure 6. Malicious packets were dropped, the SPAM was rate-limited, and all other flows received a fair share of bandwidth.

![Fig. 6. Firewall Configuration](image)

4 Conclusions

An extensible firewall has been implemented as a reconfigurable System-On-Programmable-Chip (SOPC). In addition to the standard features implemented by other Internet firewalls, the SOPC firewall performs payload scanning and per-flow queuing. The circuit was implemented on a Xilinx XCV-2000E FPGA. The resulting bitfile was tested on the Field Programmable Port Extender (FPX) network platform.

By using parallel hardware and deeply pipelined circuits, the SOPC firewall can process protocol headers with TCAMS and search the entire payload using regular expression matching at rates over 2 Gigabits/second. Attacks are mitigated by sorting each traffic flow into its own queue and scheduling traffic from all flows. These features allow the firewall to filter SPAM and protect networks from intrusion. A region of gates in the FPGA was left available to be used for extensible plugins. By using reprogrammable this hardware, new modules can be added and the firewall can protect a network against future threats.
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Abstract. Bandwidth-intensive applications compete directly with the operating system’s network stack for CPU cycles. This is particularly true when the stack performs security protocols such as IPsec; the additional load of complex cryptographic transforms overwhels modern CPUs when data rates exceed 100 Mbps. This paper describes a network-processing accelerator which overcomes these bottlenecks by offloading packet processing and cryptographic transforms to an intelligent interface card. The system achieves sustained 1 Gbps host-to-host bandwidth of encrypted IPsec traffic on commodity CPUs and networks. It appears to the application developer as a normal network interface, because the hardware acceleration is transparent to the user. The system is highly programmable and can support a variety of offload functions. A sample application is described, wherein production-quality HDTV is transported over IP at nearly 900 Mbps, fully secured using IPsec with AES encryption.

1 Introduction

As available network bandwidth scales faster than CPU power\cite{1}, the overhead of network protocol processing is becoming increasingly dominant. This means that high-bandwidth applications receive diminishing marginal returns from increases in network performance. The problem is greatly compounded when security is added to the protocol stack. For example, the IP security protocol (IPsec) \cite{2} requires complex cryptographic transforms which overwhelm modern CPUs. IPsec benchmarks on current CPUs show maximum throughput of 40-90 Mbps, depending on the encryption used\cite{3}. With 1 Gbps networks now standard and 10 Gbps networks well on their way, the sequential CPU clearly cannot keep up with the load of protocol and security processing. By contrast, application-specific parallel computers such as FPGAs are much better suited to cryptography and other streaming operations. This naturally leads us to consider using dedicated hardware to offload network processing (especially cryptography), so more CPU cycles can be dedicated to the applications which use the data.

This paper describes a prototype of such an offload system, known as “GRIP” (Gigabit-Rate IPsec). The system is a network-processing accelerator card based on

\* This work is supported by the DARPA Information Technology Office (ITO) as part of the Next Generation Internet program under Grants F30602-00-1-0541 and MDA972-99-C-0022, and by the National Science Foundation under grant 0230738.
Xilinx Virtex FPGAs. GRIP integrates seamlessly into a standard Linux implementation of the TCP/IP/IPsec protocols. It provides full-duplex gigabit-rate acceleration of a variety of operations such as AES, 3DES, SHA-1, SHA-512, and application-specific kernels. To the application developer, all acceleration is completely transparent, and GRIP appears as just another network interface. The hardware is very open and programmable, and can offload processing from various levels of the network stack, while still requiring only a single transfer across the PCI bus. This paper focuses primarily on our efforts to offload the complex cryptographic transforms of IPsec, which, when utilized, are the dominant performance bottleneck of the stack.

As a demonstration of the power of hardware offloading, we have successfully transmitted an encrypted stream of live, production-quality HDTV across a commodity IP network. Video is captured in an HDTV frame-grabber at 850 Mbps, packetized and sent AES-encrypted across the network via a GRIP card. A GRIP card on a receiving machine decrypts the incoming stream, and the video frames are displayed on an HDTV monitor. All video processing is done on the GRIP-enabled machines. In other words, the offloading of the cryptographic transforms frees enough CPU time for substantial video processing with no packet loss on ordinary CPUs (1.3 GHz Pentium III).

This paper describes the hardware, device driver and operating system issues for building the GRIP system and HDTV testbed. We analyze the processing bottlenecks in the accelerated system, and propose enhancements to both the hardware and protocol layers to take the system to the next levels of performance (10 Gbps and beyond).

## 2 GRIP System Architecture

The overall GRIP system is diagrammed in figure 1. It is a combination of an accelerated network interface card, a high-performance device driver, and special interactions with the operating system. The interface card is the SLAAC-1V FPGA coprocessor board [4] combined with a custom Gigabit Ethernet mezzanine card. The card has a total of four FPGAs which are programmed with network processing functions as follows. One device (X0) acts as a dedicated packet mover / PCI interface, while another (GRIP) provides the interface to the Gigabit Ethernet chipset and common offload functions such as IP checksumming. The remaining two devices (X1 and X2) act as independent transmit and receive processing pipelines, and are fully programmable with any acceleration function. For the HDTV demonstration, X1 and X2 are programmed with AES-128 encryption cores.

The GRIP card interfaces with a normal network stack. The device driver indicates its offload capabilities to the stack, based on the modules that are loaded into X1 and X2. For example in the HDTV application, the driver tells the IPsec layer that accelerated AES encryption is available. This causes IPsec to defer the complex cryptographic transforms to the hardware, passing raw IP/IPsec packets down to the driver with all the appropriate header information but no encryption. The GRIP driver looks up security parameters (key, IV, algorithm, etc.) for the corresponding IPsec session, and prefixes these parameters to each packet before handing it off to the hardware. The X0 device fetches the packet across the PCI bus and passes it to the transmit pipeline (X1). X1 analyzes the packet headers and security prefix, encrypting or providing other security
services as specified by the driver. The packet, now completed, is sent to the Ethernet interface on the daughter card. The receive pipeline is just the inverse, passing through the X2 FPGA for decryption. Bottlenecks in other layers of the stack can also be offloaded with this “deferred processing” approach.

3 GRIP Hardware

3.1 Basic Platform

The GRIP hardware platform provides an open, extensible development environment for experimenting with 1 Gbps hardware offload functions. It is based on the SLAAC-1V FPGA board, which was designed for use in a variety of military signal processing applications. SLAAC-1V has three user-programmable Xilinx Virtex 1000 FPGAs (named X0, X1 and X2) connected by separate 72-bit systolic and shared busses. Each FPGA has an estimated 1 million equivalent programmable gates with 32 embedded SRAM banks, and is capable of clock speeds of up to 150 MHz. The FPGAs are connected to 10 independent banks of 1 MB ZBT SRAM, which are independently accessible by the host through passive bus switches. SLAAC-1V also has an on-board flash/SRAM cache for storing FPGA bitstreams, allowing for rapid run-time reconfiguration of the devices. For the GRIP project, we have added a custom 1 Gigabit Ethernet mezzanine card to SLAAC-1V. It has a Vitesse 8840 Media Access Controller (MAC), and a Xilinx Virtex 300 FPGA which interfaces to the X0 chip through a 72-bit connector. The Virtex 300 uses 1 MB of external ZBT-SRAM for packet buffering, and performs common offload functions such as filtering and checksumming.

The GRIP platform defines a standard partitioning for packet processing, as described in section 2. As described, the X0 and GRIP FPGAs provide a static framework that manages basic packet movement, including the MAC and PCI interfaces. The X0 FPGA
contains a packet switch for shuttling packets back and forth between the other FP-GAs on the card, and uses a 2-bit framing protocol (“start-of-frame” / “end-of-frame”) to ensure robust synchronization of the data streams. By default, SLAAC-1V has a high-performance DMA engine for mastering the PCI bus. However, PCI transfers for a network interface are small compared to those required for the signal processing applications targeted by SLAAC-1V. Therefore for the GRIP system, the DMA engine was tuned with key features needed for high-rate network-oriented traffic, such as dynamic load balancing, 255-deep scatter-gather tables, programmable interrupt mitigation, and support for misaligned transfers.

With this static framework in place, the X1 and X2 FPGAs are free to be programmed with any packet-processing function desired. To interoperate with the static framework, a packet-processing function simply needs to incorporate a common I/O module and adhere to the 2-bit framing protocol. SLAAC-1V’s ZBT SRAMs are not required by the GRIP infrastructure, leaving them free to be used by packet-processing modules. Note that this partitioning scheme is not ideal in terms of conserving resources - less than half of the circuit resources in X0 and GRIP are currently used. This scheme was chosen because it provides a clean and easily programmable platform for network research. The basic GRIP hardware platform is further documented in [5].

### 3.2 X1/X2 IPsec Accelerator Cores

A number of packet-processing cores have been developed on the SLAAC-1V / GRIP platform, including AES (Rijndael), 3DES, SHA-1, SHA-512, SNORT-based traffic analysis, rules-based packet filtering (firewall), and intrusion detection [6–8]. For the secure HDTV application, X1 and X2 were loaded with 1 Gb/s AES encryption cores. We chose a space-efficient AES design, which uses a single-stage iterative datapath with inner-round pipelining. The cores support all defined key sizes (128, 192 and 256-bit) and operate in either CBC or counter mode. Because of the non-cyclic nature of counter mode, the counter-mode circuit can maintain maximum throughput for a single stream of data, whereas the CBC-mode circuit requires two interleaved streams for full throughput. For this reason, counter mode was used in the demonstration system.

The AES cores are encapsulated by state machines that read each packet header and any tags prefixed by the device driver, and separate the headers from the payload to be encrypted / decrypted. The details of our AES designs are given in [6]. We present FPGA implementation results for the GRIP system in section 7.

### 4 Integrating GRIP with the Operating System

The integration of the hardware presented in the section 3 is a fairly complex task because, unlike ordinary network cards or crypto-accelerators, GRIP offers services to three layers of the OSI architecture: the physical, link and network layers. To make a complex matter worse, the IPsec stack - the main focus of current GRIP research - is located in neither the network nor link layers. Rather, it could be described as a link-layer component ”wrapped” in the IP stack (figure 2). Thus care must be taken to provide a continuation of services even though parts of higher layers have been offloaded.
For this study we used FreeSWAN, a standard implementation of IPsec for Linux [9]. FreeSWAN consists of two main parts: KLIPS and Pluto. KLIPS (KerneL IP Security) contains the Linux kernel patches that implement the IPsec protocols for encryption and authentication. Pluto negotiates the Security Association (SA) parameters for IPsec-protected sockets. Figure 2 illustrates the integration of FreeSWAN into the system architecture. Pluto negotiates new security associations (SA’s) using the ISAKMP protocol. When a new SA is negotiated, it is sent to the IPsec stack via the pf_key socket, where it is stored in the Security Association Database (SAD). At this point, the secure channel is open and ready to go. Any time a packet is sent to an IPsec-protected socket, the IPsec transmit function finds the appropriate SA in the database and performs the required cryptographic transforms. After this processing, the packet is handed back to IP which passes it to the physical interface. The receive mode is the inverse but somewhat less complex. When there are recursive IPsec tunnels or multiple IPsec interfaces, the above process can repeat many times.

In order to accommodate GRIP acceleration we made three modifications. First, we modified Pluto so that AES Counter mode is the preferred encryption algorithm for negotiating new SA’s. Second, we altered the actual IPsec stack so that new SA’s are communicated to the GRIP device driver using the driver’s private space. The driver then caches the security parameters (encryption keys, etc.) on the GRIP card for use by the accelerator circuits. Finally, the IPsec transmit and receive functions were slightly modified to produce proper initialization vectors for AES counter mode. Any packet associated with an AES SA gets processed as usual - IPsec headers inserted, initialization vectors generated, etc. The only difference is that the packet is passed back to the stack without encryption. The GRIP driver recognizes these partially-processed packets and tags them with a special prefix that instructs the card to perform the encryption.

5 Example Application: Encrypted Transport of HDTV over IP

5.1 Background

To demonstrate the performance of the GRIP system, we chose a demanding real-time multimedia application: transport of High Definition Television (HDTV) over IP. Studios
and production houses need to transport uncompressed video through various cycles of production, avoiding the artifacts that are an inevitable result of multiple compression cycles. Local transport of uncompressed HDTV between equipment is typically done with the SMPTE-292M standard format for universal exchange [10]. When production facilities are distributed, the SMPTE-292M signal is typically transported across dedicated fiber connections between sites, but a more economical alternative is desirable. We consider the use of IP networks for this purpose.

5.2 Design and Implementation

In previous work [11] we have implemented a system that delivers HDTV over IP networks. The Real-time Transport Protocol (RTP) [12] was chosen as the delivery service. RTP provides media framing, timing recovery and loss detection, to compensate for the inherent unreliability of UDP transport. HDTV capture and playout was via DVS HDstation cards [13], which are connected via SMPTE-292M links to an HDTV camera on the transmitter and an HDTV plasma display on the receiver. These cards were inserted into dual-processor Dell PowerEdge 2500 servers with standard Gigabit Ethernet cards and dual PCI busses (to reduce contention with the capture/display cards). Since the GRIP card appears to the system as a standard Ethernet card, it was possible to substitute a GRIP card in place of the normal Ethernet, and run the HDTV application unmodified.

The transmitter captures the video data, fragments it to match the network MTU, and adds RTP protocol headers. The native data rate of the video capture is slightly above that of gigabit Ethernet, so the video capture hardware is programmed to perform color sub-sampling from 10 to 8 bits per component, for a video rate of 850 Mbps. The receiver code takes packets from the network, reassembles video frames, corrects for the effects of network timing jitter, conceals lost packets, and renders the video.

5.3 Performance Requirements

As noted previously, the video data rate (after colour subsampling) is 850 Mbps. Each video frame is 1.8 million octets in size. To fit within the 9000 octet gigabit Ethernet MTU, frames are fragmented into approximately 200 RTP packets for transmission. The high packet rates are such that a naive implementation can saturate the memory bandwidth; accordingly, a key design goal is to avoid data copies. We implement scatter send and receive (implemented using the recvfrom() system call with MSG_PEEK to read the RTP header, followed by a second call to recvfrom() to read the data) to eliminate data marshalling overheads. Throughput of the system is limited by the interrupt processing and DMA overheads. We observe a linear increase in throughput as the MTU is increased, and require larger than normal MTU to successfully support the full data rate. It is clear that the system is operating close to the limit, and that adding IPsec encryption will not be feasible without hardware offload.
6 Related Work

Two common commercial implementations of cryptographic acceleration are VPN gateways and crypto-accelerators. The former approach is limited in that it only provides security between LANs with matching hardware (datalink layer security), not end-to-end (network layer) security. The host-based crypto-accelerator reduces the CPU overhead by offloading cryptography, but overwhelms the PCI bus at high data rates. GRIP differs from these approaches in that it is a reprogrammable, full system solution, integrating accelerator hardware into the core operation of the TCP/IP network stack.

A number of other efforts have demonstrated the usefulness of dedicated network processing for accelerating protocol processing or distributed algorithms. Examples of these efforts include HARP[14], Typhoon[15], RWCP’s GigaE PM project[16], and EMP [17]. These efforts rely on embedded processor(s) which do not have sufficient processing power for full-rate offload of complex operations such as AES, and are primarily primarily focused on unidirectional traffic. Other research efforts have integrated FPGAs onto NICs for specific applications such as routing [18], ATM firewall [19], and distributed FFT [20]. These systems accelerate end applications instead of the network stack, and often lacked the processing power of the GRIP card.

7 Results

7.1 System Performance

The HDTV demonstration system was built with symmetric multiprocessor (SMP) Dell PowerEdge 2500 servers (2x1.3 GHz) and Linux 2.4.18 kernels, as described in section 5.2, substituting a GRIP card in place of the standard Ethernet. The full, 850 Mbps HDTV stream was sent with GRIP-accelerated AES encryption and no compression. In addition, we tested for maximum encrypted bandwidth using iperf [21]. Application and operating system bottlenecks were analyzed by running precision profiling tools for 120 second intervals on both the transmitter and receiver. Transmitter and receiver profiling results are comparable, therefore only the transmitter results are presented for brevity. The profiling results are given in figure 7.1.

<table>
<thead>
<tr>
<th>Library/Function</th>
<th>bandwidth</th>
<th>idle</th>
<th>kernel</th>
<th>IPsec</th>
<th>grip driver</th>
<th>application</th>
<th>libc</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDTV-SMP</td>
<td>893 Mbps</td>
<td>62%</td>
<td>28%</td>
<td>4%</td>
<td>3%</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>iperf-SMP</td>
<td>989 Mbps</td>
<td>47%</td>
<td>35%</td>
<td>4%</td>
<td>4%</td>
<td>2%</td>
<td>8%</td>
</tr>
<tr>
<td>iperf-UP</td>
<td>989 Mbps</td>
<td>0%</td>
<td>70%</td>
<td>9%</td>
<td>4%</td>
<td>3%</td>
<td>12%</td>
</tr>
</tbody>
</table>

Fig. 3. Transmitter profiling results running the HTDV and iperf applications, showing percentage of CPU time spent in various functions.

The HDTV application achieved full-rate transmission with no packets dropped. Even though the CPU was clearly not overloaded (idle time > 60%), stress tests such as running other applications showed that the system was at the limits of its capabilities. Comparing the SMP and UP cases under iperf, we can see that the only change (after
taking into account the 2X factor of available CPU time under SMP) is the amount of idle time. Yet in essence, the performance of the system was unchanged.

To explain these observations, we consider system memory bandwidth. We measured the peak main memory bandwidth of the test system to be 8 Gbps with standard benchmarking tools. This means that in order to sustain gigabit network traffic, each packet can be transferred at most 8 times to/from main memory. We estimate that standard packet-processing will require three memory copies per packet: from the video driver’s buffer to the hdtv application buffer, from the application buffer to the network stack, and a copy within the stack to allow IPsec headers to be inserted. The large size of the video buffer inhibits effective caching of the first copy and the read-access of the second copy; this means these copies consume 3 Gbps of main memory bandwidth for 1 Gbps network streams. Three more main memory transfers occur in writing the video frame from the capture card to the system buffer, flushing ready-to-transmit packets from the cache, and reading packets from memory to the GRIP card. In all, we estimate that a 1 Gbps network stream consumes 6 Gbps of main memory bandwidth on this system. Considering that other system processes are also executing and consuming bandwidth, and that the random nature of network streams likely reduces memory efficiency from the ideal peak performance, we conclude that main memory is indeed the system bottleneck.

7.2 Evaluating Hardware Implementations

Results from FPGA circuit implementations are shown in figure 7.2. As shown in the figure, the static packet-processing infrastructure easily achieves 1 Gbps throughput. Only the AES and SHA cores have low timing margins. Note that there are more than enough resources on SLAAC-1V to combine both AES encryption and a secure hash function at gigabit speeds. Also note that the target technology, the Virtex FPGA family, is five years old; much higher performance could be realized with today’s technology.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>X0</td>
<td>47%</td>
<td>30%</td>
<td>PCI: 35 / 2.24</td>
<td>33 / 2.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I/O: 54 / 1.73</td>
<td>33 / 1.06</td>
</tr>
<tr>
<td>X1 / X2 (AES)</td>
<td>17%</td>
<td>65%</td>
<td>CORE: 90 / 1.06</td>
<td>90 / 1.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I/O: 47 / 1.50</td>
<td>33 / 1.06</td>
</tr>
<tr>
<td>GRIP</td>
<td>35%</td>
<td>43%</td>
<td>41 / 1.33</td>
<td>33 / 1.06</td>
</tr>
</tbody>
</table>

Other modules:

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3DES</td>
<td>31%</td>
<td>0%</td>
<td>77 / 1.57</td>
<td>83 / 1.69</td>
</tr>
<tr>
<td>SHA-1</td>
<td>16%</td>
<td>0%</td>
<td>64 / 1.00</td>
<td>75 / 1.14</td>
</tr>
<tr>
<td>SHA-512</td>
<td>23%</td>
<td>6%</td>
<td>50 / 0.62</td>
<td>56 / 0.67</td>
</tr>
</tbody>
</table>

Fig. 4. Summary of FPGA performance and utilization on Virtex 1000 FPGAs
8 Conclusions and Future Work

Network performance is currently doubling every eight months [1]. Modern CPUs, advancing at the relatively sluggish pace of Moore’s Law, are fully consumed by full-rate data at modern line speeds, and completely overwhelmed by full-rate cryptography. This disparity between network bandwidth and CPU power will only worsen as these trends continue. In this paper we have proposed an accelerator architecture that attempts to resolve these bottlenecks now and can scale to higher performance in the future. The unique contributions of this work are not the individual processing modules themselves; for example, 1 Gbps AES encryption has been demonstrated by many others. Rather, we believe the key result is the full system approach to integrating accelerator hardware directly to the network stack itself. The GRIP card is capable of completing packet processing for multiple layers of the stack. This gives a highly efficient coupling to the operating system, with only one pass across the system bus per packet. We have demonstrated this system running at full 1 Gbps line speed with end-to-end encryption on commodity PCs. This provides significant performance improvements over existing implementations of end-to-end IPsec security.

As demonstrated by the HDTV system, this technology is very applicable to signal processing and rich multimedia applications. It could be applied to several new domains of secure applications, such as immersive media (e.g. the collaborative virtual operating room), commercial media distribution, distributed military signal processing, or basic VPNs for high-bandwidth networks.

We would like to investigate other general-purpose offload capabilities on the current platform. A 1 Gbps secure hash core could easily be added to the processing pipelines to give accelerated encryption and authentication simultaneously. More functions could be combined by using the rapid reconfiguration capabilities of SLAAC-1V to switch between a large number of accelerator functions on-demand. Packet sizes obviously make a big difference - larger packets mean less-frequent interrupts. The GRIP system could leverage this by incorporating TCP/IP fragmentation and reassembly, such that PCI bus transfers are larger than what is supported by the physical medium. Finally, several application-specific kernels could be made specifically for accelerating the HDTV system, such as RTP processing and video codecs.

Our results suggest that as we look towards the future and consider ways to scale this technology to multi-gigabit speeds, we must address the limitations of system memory bandwidth. At these speeds, CPU-level caches are of limited use because of the large and random nature of the data streams. While chipset technology improvements help by increasing available bandwidth, performance can also greatly improve by reducing the number of memory copies in the network stack. For a system such as GRIP, three significant improvements are readily available. The first and most beneficial is a direct DMA transfer between the grabber/display card and the GRIP board. The second is the elimination of the extra copy induced by IPsec, by modifying the kernel’s network buffer allocation function so that the IPsec headers are accommodated. The third approach is to implement the zero-copy socket interface.

FPGA technology is already capable of multi-gigabit network acceleration. 10-Gbps AES counter mode implementations are straightforward using loop-unrolling [22]. Cyclic transforms such as AES CBC mode and SHA will require more aggressive tech-
niques such as more inner-round pipelining, interleaving of data streams, or even multiple units in parallel. We believe that 10 Gbps end-to-end security is possible with emerging commodity system bus (e.g. PCI Express), CPU, and network technologies, using the offload techniques discussed.
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Abstract. Intrusion Detection Systems such as Snort scan incoming packets for evidence of security threats. The most computation-intensive part of these systems is a text search against hundreds of patterns, and must be performed at wire-speed. FPGAs are particularly well suited for this task and several such systems have been proposed. In this paper we expand on previous work, in order to achieve and exceed a processing bandwidth of 11Gbps. We employ a scalable, low-latency architecture, and use extensive fine-grain pipelining to tackle the fan-out, match, and encode bottlenecks and achieve operating frequencies in excess of 340MHz for fast Virtex devices. To increase throughput, we use multiple comparators and allow for parallel matching of multiple search strings. We evaluate the area and latency cost of our approach and find that the match cost per search pattern character is between 4 and 5 logic cells.

1 Introduction

The proliferation of Internet and networking applications, coupled with the widespread availability of system hacks and viruses have increased the need for network security. Firewalls have been used extensively to prevent access to systems from all but a few, well defined access points (ports), but firewalls cannot eliminate all security threats, nor can they detect attacks when they happen.

Network Intrusion Detection Systems (NIDS) attempt to detect such attempts by monitoring incoming traffic for suspicious contents. They use simple rules (or search patterns) to identify possible security threats, much like virus detection software, and report offending packets to the administrators for further actions. Snort is an open source NIDS that has been extensively used and studied in the literature [1–4]. Based on a rule database, Snort monitors network traffic and detect intrusion events. An example of a Snort rule is:
A rule contain fields that can specify a suspicious packet’s protocol, IP address, Port, content and others. The “content” (idc|3a3a|) field contains the pattern that is to be matched, written in ascii, hex or mixed format, where hex parts are between vertical bar symbols “|”. Patterns of Snort V1.9.x distribution contain between one and 107 characters.

NIDS rules may refer to the header as well as to the payload of a packet. Header rules check for equality (or range) in numerical fields and are straightforward to implement. More computation-intensive is the text search of the packet payload against hundreds of patterns that must be performed at wire-speed [3, 4]. FPGAs are very well suited for this task and many such systems have been proposed [5–7]. In this paper we expand on previous work, in order to achieve and exceed a processing bandwidth of 10Gbps, focusing on the string-matching module.

Most proposed FPGA-based NIDS systems use finite automata (either deterministic or non-deterministic) [6, 8, 9] to perform the text search. These approaches are employed mainly for their low cost, which is reported to be is between 1 and 1.5 logic elements per search pattern character. However, this cost increases when other system components are included. Also, the operation of finite automata is limited to one character per cycle operation. To achieve higher bandwidth researchers have proposed the use of packet-level parallelism [6], whereby multiple copies of the automata work on different packets at lower rate. This approach however may not work very well for IP networks due to variability of the packet size and the additional storage to hold these (possibly large) packets. Instead, in this work we employ full-width comparators for the search. Since all comparators work on the same input (one packet), it is straightforward to increase the processing bandwidth of the system by adding more resources (comparators) that operate in parallel. We evaluate the implementation cost of this approach and suggest ways to remedy the higher cost as compared to (N)DFA. We use extensive pipelining to achieve higher operating frequencies, and we address directly the fan-out of the packet to the multiple search engines, one of limiting factors reported in related work [2]. We employ a pipelined fan-out tree and achieve operating frequencies exceeding 245 MHz for VirtexE and 340 MHz for Virtex2 devices (post place & route results).

In the following section we present the architecture of our FPGA implementation, and in section 3 we evaluate the performance and cost of our proposed architecture. In section 4 we give an overview of FPGA-based string matching and compare our architecture against other proposed designs, and in section 5 we summarize our findings and present our conclusions.

2 Architecture of Pattern Matching Subsystem

The architecture of an FPGA-based NIDS system includes blocks that match header fields rules, and blocks that perform text match against the entire packet.
payload. Of the two, the computationally expensive module is the text match. In this work we assume that it it relatively straightforward to implement the first module(s) at high speed since they involve a comparison of a few numerical fields only, and focus in making the pattern match module as fast as possible.

If the text match operates at one (input) character per cycle, the total throughput is limited by the operating frequency. To alleviate this bottleneck suggested using packet parallelism where multiple copies of the match module scan concurrently different packet data. However, due to the variable size of the IP packets, this approach may not offer the guaranteed processing bandwidth. Instead, we use discrete comparators to implement a CAM-like functionality. Since each of these comparators is independent, we can use multiple instances to search for a pattern in a wider datapath. A similar approach has been used in [7].

The results of the system are (i) an indication that there was indeed a match, and (ii) the number of the rule that did match. Our architecture uses fine grain pipeline for all sub-modules: fan-out of packet data to comparators, the comparators themselves, and for the encoder of the matching rule. Furthermore to achieve higher processing throughput, we utilize \(N \) parallel comparators per search rule, so as to process \(N \) packet bytes at the same time. In the rest of this section we expand on our design in each of these sub-modules. The overall architecture we assume is depicted in Figure 1. In the rest of the paper we concentrate on the text match portion of the architecture, and omit the shaded part that performs the header numerical field matching. We believe that previous work in the literature have fully covered the efficient implementation of such functions [6, 7]. Next we describe the details of the three main sub-systems: the comparators, the encoder and the fan-out tree.

\[ \text{Fig. 1. Envisioned FPGA NIDS system: Packets arrive and are fan-out to the matching engines. } \]

\( N \) parallel comparators process \( N \) characters per cycle (four in this case), and the matching results are encoded to determine the action for this packet. Shaded is the header matching logic that involves numerical field matching.
2.1 Pipelined Comparator

Our pipelined comparator is based on the observation that the minimum amount of logic in each pipeline stage can fit in a 4-input LUT and its corresponding register. This decision was made based on the structure of Xilinx CLBs, but the structure of recent Altera devices is very similar so our design should be applicable to Altera devices as well. In the resulting pipeline, the clock period is the sum of wire delay (routing) plus the delay of a single logic cell (one 4-input LUT + 1 flip-flop). The area overhead cost of this pipeline is zero since each logic cell used for combinational logic also includes a flip-flop. The only drawback of this deep pipeline is a longer total delay (in clock cycles) of the result. However, since the correct operation of NIDS systems does not depend heavily on the actual latency of the results, this is not a crucial restriction for our system architecture. In section 3 we evaluate the latency of our pipelines to show that indeed they are within reasonable limits.

Figure 2(a) shows a pipelined comparator that matches the pattern ”ABC”. In the first stage comparator matches the 6 half bytes of the incoming packet data, using six 4-input LUTs. In the following two stages the partial matches are AND-ed to produce the overall match signal. Figure 2(b) depicts the connection of four comparators that match the same pattern shifted by zero, one, two and three characters (indicated by the numerical suffix in the comparator label). Comparator comparator_ABC(0) checks bytes 0 to 2, comparator_ABC(1) checks bytes 1 to 3 and so on. Notice that the choice of four comparators is only indicative; in general we can use \( N \) comparators, allowing the processing of \( N \) bytes per cycle.

2.2 Pipelined Encoder

After the individual matches have been determined, the matching rule has to be encoded and reported to the rest of the system (most likely software). We use a hierarchical pipelined encoder. In every stage, the combinational logic is
described by at most 4-input, 1-output logic functions, which is permitted in our architecture.

The described encoder assumes that at most one match will occur in order to operate correctly (i.e. it is not a priority encoder). While in general multiple matches can occur in a single cycle, in practice we can determine by examining the search strings whether this situation can occur in practice. If all the search patterns have distinct suffixes, then we are ensured that we will not have multiple matches in a single cycle. However, this guarantee becomes more difficult as we increase the number of concurrent comparators. To this end we are currently working on a pipelined version of a priority encoder, which will be able to correctly handle any search string combination.

2.3 Packet Data Fan-Out

The fan-out delay is major slow-down factor that designers must take into account. While it involves no logic, signals must traverse long distances and potentially suffer significant latencies. To address this bottleneck we created a register tree to ”feed” the comparators with the incoming data. The leaves of this tree are the shift registers that feed the comparators, while the intermediate nodes of the tree serve as buffers and pipeline registers at the same time. To determine the best fan-out factor for the tree, we experimented with the Xilinx tools, and we determined that for best results, the optimal fan-out factor changes from level to level. In our design we used small fan-out for the first tree levels and increase the fan-out in the later levels of the tree up to 15 in the last tree level. Intuitively, that is because the first levels of the tree feed large blocks and the distance between the fed nodes is much larger than in last levels. We also experimented and found that the optimal fan-out from the shift-registers is 16 (15 wires to feed comparators and 1 to the next register of shift register).

2.4 VHDL Generator

Deriving a VHDL representation starting from a Snort rule is very tedious; to handle tens of hundred of rules is not only tedious but extremely error prone. Since the architecture of our system is very regular, we developed a C program that automatically generates the desired VHDL representation directly from Snort pattern matching expressions, and we used a simple PERL script to extract all the patterns from a Snort rule file.

3 Performance Evaluation

The quality of an FPGA-based NIDS can be measured mainly using performance and area metrics. We measure performance in terms of operating frequency (to indicate the efficiency of our fine grain pipelining) and total throughput that can be serviced, and we measure total area, as well as area cost per search pattern character.
We evaluate our proposed architecture we used three sets of rules. The first is an artificial set that cannot be optimized (i.e. at every position all search characters are distinct), that contains 10 rules matching 10 characters each. We also used the "web-attacks.rules" from the Snort distribution, a set of 47 rules to show performance and cost for a medium size rule set, and we used the entire set of web rules (a total of 210 rules) to test the scalability of our approach for large rule sets. The average search pattern length for these sets was 10.4 and 11.7 characters for the Web-attack and all the Web rules respectively.

We synthesized each of these rule sets using the Xilinx tools (ISE 4.2i) for several devices (the -N suffix indicates speed grade): Virtex 1000-6, VirtexE 1000-8, Virtex2 1000-5, VirtexE 2600-8 and Virtex2 6000-5. The structure of these devices is similar and the area cost of our design is expected (and turns out) to be almost identical for all devices, with the main difference in the performance.

The top portion of Table 1 summarizes our performance results. It lists the number of bits processed per cycle, the device, the achieved frequency and the corresponding throughput (in Gbps). It also lists the total area and the area required per search pattern character (in logic cells) of rules, the corresponding device utilization, as well as the dimensions of the rule set (number of rules and average size of the search patterns). For brevity we only list results for four parallel comparators, i.e. for processing 32 bits of data per cycle. The reported operating frequency gives a lower bound on the performance using a single (or fewer) comparators.

In the top portion of the table we can see that for our synthetic rule set (labeled 10x10) we are able to achieve throughput in excess of 6 Gbps for the simplest devices and over 12 Gbps for the advanced devices. For the actual Web attack rule set (labeled 47x10.4), we are able to sustain over 5 Gbps for the simplest Virtex 1000 device (at 171 MHz), and about 11 Gbps for a Virtex2 device (at 345 MHz). The performance with a VirtexE device is almost 8 Gbps at 245 MHz. Since the architecture allows a single logic cell at each pipeling stage, and the percentage of the wire delay in the critical path is around 50%, it is unlikely that these results can be improved significantly.

However the results for larger rule sets are more conservative. The complete set of web rules (labeled 210x11.7) operates at 204MHz and achieve a throughput of 6.5 Gbps on a VirtexE, and at 252MHz having 8 Gbps throughput on a Virtex2 device. Since the entire design is larger, the wiring latency contribution to the critical path has increased to 70% of the cycle time. The total throughput is still substantial, and can be improved by using more parallel comparators, or possibly by splitting the design in sub-modules that can be placed and routed in smaller area, minimizing the wire distances and hence latency.

In terms of implementation cost of our proposed architecture, we see that each of the search pattern characters costs between 15 and 20 logic cells depending on the rule set. However, this cost includes the four parallel comparators, so the actual cost of each search pattern character is roughly 4-5 logic cells multiplied by \( N \) for \( N \) times larger throughput.
Table 1. Detailed comparison of string matching FPGA designs

<table>
<thead>
<tr>
<th>Description</th>
<th>Input</th>
<th>Device</th>
<th>Freq.</th>
<th>Throughput (Gbps)</th>
<th>Logic Cells</th>
<th>Logic Cells/char</th>
<th>Utilization</th>
<th>#Patterns × #Chars</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bits/c.c.</td>
<td></td>
<td>MHz</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sourdis-Pnevmatikatos</td>
<td>32</td>
<td>Virtex 1000</td>
<td>193</td>
<td>6.176</td>
<td>1.728</td>
<td>16.64</td>
<td>7%</td>
<td>10 × 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VirtexE 1000</td>
<td>272</td>
<td>8.707</td>
<td>1.728</td>
<td>16.63</td>
<td>7%</td>
<td>10 × 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Virtex2 1000</td>
<td>396</td>
<td>12.672</td>
<td>1.728</td>
<td>16.86</td>
<td>16%</td>
<td>10 × 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VirtexE 2600</td>
<td>204</td>
<td>6.524</td>
<td>47.686</td>
<td>19.40</td>
<td>94%</td>
<td>210 × 11.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Virtex2 6000</td>
<td>252</td>
<td>8.064</td>
<td>47.686</td>
<td>19.40</td>
<td>71%</td>
<td>210 × 11.7</td>
</tr>
<tr>
<td>Discrete Comparators</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sidhu et al.[9]</td>
<td>8</td>
<td>Virtex 100</td>
<td>93.5</td>
<td>0.748</td>
<td>280</td>
<td>~31</td>
<td>11%</td>
<td>(1×) 94</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>57.5</td>
<td>0.460</td>
<td>1,920</td>
<td>~66</td>
<td>80%</td>
<td>(1×) 294</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>31</td>
<td>0.248</td>
<td>20,618</td>
<td>2.57</td>
<td>83%</td>
<td>8,003</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>99</td>
<td>0.792</td>
<td>314</td>
<td>3.17</td>
<td>1%</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>63.5</td>
<td>0.508</td>
<td>1726</td>
<td>3.41</td>
<td>7%</td>
<td>506</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VirtexE 2000</td>
<td>50</td>
<td>0.400</td>
<td>20,618</td>
<td>2.57</td>
<td>53%</td>
<td>8,003</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>127</td>
<td>1.008</td>
<td>314</td>
<td>3.17</td>
<td>1%</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>86</td>
<td>0.686</td>
<td>1726</td>
<td>3.41</td>
<td>4%</td>
<td>506</td>
</tr>
<tr>
<td>NFAs/Reg. Expression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Virtex 1000</td>
<td>37</td>
<td>1.184</td>
<td>4,067</td>
<td>16.27</td>
<td>22%</td>
<td>34 × 83</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Virtex 1000</td>
<td>119</td>
<td>3.808</td>
<td>98</td>
<td>8.9</td>
<td>0.4%</td>
<td>1 × 11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VirtexE 1000</td>
<td>68</td>
<td>2.176</td>
<td>9,722</td>
<td>15.2</td>
<td>39%</td>
<td>32 × 20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gokhale et al.[5]</td>
<td>32</td>
<td>VirtexE 1000</td>
<td>90</td>
<td>2.880</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Discrete Comparators</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young Cho et al.[7]</td>
<td>32</td>
<td>Altera EP20K</td>
<td>90</td>
<td>2.880</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

1 Two Logic Cells form one Slice, and two Slices form one CLB (4 Logic Cells).
2 These results do not include the cost/area of infrastructure and protocol wrappers.
3 34 regular expressions, with 8 characters on average, (about 250 character).
4 One regular expression of the form (a | b)*a(a | b)^k for k = 8 and 28. Because of the * operator, the regular expression can match more than 9 or 29 characters.
5 Sizes refer to Non-meta characters and are roughly equivalent to 800, 10, and 50 patterns of 10 characters each.

We compute the latency of our design taking into account the three components of our pipeline: fan-out, match, encode. Since the branching factor is not fixed in the fan-out tree, we cannot offer a closed form for the number of stages. The pipeline depths for the designs we have implemented are: 3 + 5 + 4 = 12 for the Synth10 rule set, 3 + 6 + 5 = 14 for the Web Attacks rule set, and 5 + 7 + 7 = 19 for the Web-all rule set. For 1,000 patterns and pattern lengths of 128 characters, we estimate the total delay of the system to be between 20 and 25 clock cycles.
We also evaluated resource sharing to reduce the implementation cost. We sorted the 47 web attack rules, and we allowed two adjacent patterns to share comparator $i$ if their $i^{th}$ characters were the same, and found that the number of logic cells required to implement the system was reduced by about 30%. Due to space limitations, we do not expand on this option in detail. However, it is a very promising approach to reduce the implementation cost, and allow even more rules to be packed in a given device.

4 Comparison with Previous Work

In this section we attempt a fair comparison with previous reported research. While we have done our best to report these results with the most objective way, we caution the reader that this task is difficult since each system has its own assumptions and parameters, occasionally in ways that are hard to quantify.


Sidhu and Prassanna [9] used Regular Expressions and Nondeterministic Finite Automata (NFAs) for finding matches to a given regular expression. They focused in minimizing the space $O(n^2)$ required to perform the matching, and their automata matched 1 text character per clock cycle. For a single regular expression, the constructed NFAs and FPGA circuit was able to process each text character in 17.42-10.70 ns (57.5-93.5 MHz) using a Virtex XCV100 FPGA.

Franklin, Carver and Hutchings [8] also used regular expressions to describe patterns. The operating frequency of the synthesized modules was about 30-100 MHz on a Virtex XCV1000 and 50-127 MHz on a Virtex XCV2000E, and in the order of 63.5 MHz and 86 MHz respectively on XCV1000 and XCV2000E for a few tens of rules.

Lockwood used the Field Programmable Port Extender (FPX) platform, to perform string matching. They used regular expressions (DFAs) and were able to achieve operation at 37 MHz on a Virtex XCV2000E [6]. Lockwood also implemented a sample application on FPX using a single regular expression and were able to achieve operation at 119 MHz on a Virtex V1000E-7 device [10].

Gokhale, et al [5] using CAM to implement Snort rules NIDS on a Virtex XCV1000E. Their hardware runs at 68 MHz with 32-bit data every clock cycle, giving a throughput of 2.2 Gbps, and reported a 25-fold improvement on the speed of Snort v1.8 on a 733 MHz PIII and an almost 9-fold improvement on a 1 GHz PowerPC G4.

Closer to our work is the recent work by Cho, Navab and Mangione-Smith [7]. They designed a deep packet filtering firewall on a FPGA and automatically translated each pattern-matching component into structural VHDL. The content pattern match unit micro-architecture used 4 parallel comparators for every
pattern so that the system advances 4 bytes of input packet every clock cycle. The design implemented in an Altera EP20K device runs at 90MHz, achieving 2.88 Gbps throughput. They require about 10 logic cells per search pattern character. However, they do not include the fan-out logic that we have, and do not encode the matching rule. Instead they just OR all the match signals to indicate that some rule matched.

The results of these works are summarized in the bottom portion of Table 1, and we can see that most previous works implement a few tens of rules at most, and achieve throughput less than 4 Gbps. Our architecture on the same or equivalent devices achieves roughly twice the operating frequency and throughput. In terms of best performance, we achieve 3.3 times better processing throughput compared with the fastest published design which implements a single search pattern. Our 210-rule implementation achieves at least a 70% improvement in throughput compared to the fastest existing implementation.

5 Conclusions and Future Work

We have presented an architecture for Snort rule match in FPGAs. We propose the use of extensive fine grain pipelining in order to achieve high operating frequencies, and parallel comparators to increase the processing throughput. This combination proves very successful, and the throughput of our design exceeded 11 Gbps for about 50 Snort rules. These results offer a distinct step forward compared to previously published research. If latency is not critical to the application, fine grain pipelining is very attractive in FPGA-based designs: every logic cell contains one LUT and one Flip-Flop, hence the pipeline area overhead is zero. The current collection of Snort rules contains less than 1500 patterns, with an average size of 12.6 characters. Using the area cost as computed earlier, we need about 3 devices of 120,000 logic cells to include the entire Snort pattern matching, and about 4 devices to include the entire snort rule set including header matching. These calculations do not include area optimizations, which can lead to further significant improvements.

Throughout this paper we used four parallel comparators. However, a different level of parallelism can also be used depending on the bandwidth demands. Reducing the processing width leads to a smaller, possibly higher frequency design, while increasing the processing width leads to a bigger and probably lower frequency design. Throughput depends on both frequency and processing width, so we need to seek for the cost effective tradeoff of these two factors.

Despite the significant body of research in this area, there are still improvements that we can use to seek better solutions. In our immediate goals is to use the hierarchical decomposition of large rule set designs, and attempt to use the multiple clock domains. The idea is to use a slow clock to drive long wide busses to distribute data and a fast clock for local processing that only uses local wiring. The target would be to retain the frequency advantage of our medium-sized design (47 rules) for a much larger rule set. All the devices we used already support multiple clock domains, and with proper placement and routing tool
support this approach will also be quicker to implement: each of the modules can be placed and routed locally one after the other, reducing the memory and processing requirements for placement and routing.

Furthermore, future devices offer significant speed improvements, and it would be interesting to see whether the fine grain pipelining will be as effective for these devices (such as the Virtex 2 Pro) as it was for the devices we used in this work.
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Abstract. Hardware packet-filters for firewalls, based on content-addressable memory (CAM), allow packet matching processes to keep in pace with network throughputs. However, the size of an FPGA chip may limit the size of a firewall rule set that can be implemented in hardware. We develop two irregular CAM structures for packet-filtering that employ resource sharing methods, with various trade-offs between size and speed. Experiments show that the use of these two structures are capable of reduction, up to 90%, of hardware resources without losing performance.

1 Introduction

FPGA-based firewall processors have been developed for high-throughput networks [3, 6, 7]. Such firewall processors must be able to carry out packet matching effectively based on filter rules. Each filter rule consists of a set of logical operations on different fields of an input packet header. A ‘don’t care’ condition indicates that a field can match any value.

Content-Addressable Memory (CAM) is a searching device that consists of an array of storage locations. A search result can be obtained in constant time through parallel matching of the input with the data in the memory array. CAM-based hardware packet-filters [4] are fast and support various data widths [3]. However, the size of an FPGA may limit the number of filter rules that can be implemented in hardware [7]. We describe two hardware structures that employ resource sharing methods to reduce hardware resource usage for packet-filtering firewalls. Resource usage reduces approximately linearly with the degree of grouping of the filter rules in a rule set. These two structures, when applied to CAM-based packet-filters, offer various trade-offs between speed and size under different situations involving parallel and pipelined implementations. The contributions described in this paper include:

1. two hardware irregular CAM structures for implementing filter rules;
2. a strategy to generate hardware firewall processors;
3. an evaluation of the effectiveness of the irregular CAM structures, comparing them against regular CAMs.
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Fig. 1. An overview of our development framework for reconfigurable firewall processors. There are three main phases: the design phase, the software optimisation phase, and the hardware optimisation phase.

The rest of the paper is organised as follows. Section 2 gives an overview of our design framework. Section 3 describes our hardware structures for filter rules. Section 4 outlines the design generation. Section 5 evaluates the performance of our approach in terms of speed and size, and Section 6 provides a summary of current and future work.

2 Framework Overview

As shown in Figure 1, our framework for developing reconfigurable-hardware packet filtering firewalls consists of three main phases: the design phase, the software optimisation phase, and the hardware optimisation phase.

During the design phase, the requirements of a firewall are captured as a high-level description. We use a subset of Ponder [2], a policy specification language, to create our firewall description language [5]. This firewall description uses Ponder’s parameterised types and the concept of domains. Our high-level firewall description supports abstraction from details of the hardware implementation. It uses constraints to specify low-level hardware requirements such as placement and partitioning, run-time reconfiguration, timing and size requirements, and hardware software co-operation.

During the software optimisation phase, high-level firewall rules are reduced and converted to a hardware firewall rule representation, using parameterised library specifications. We have developed a series of rule reduction steps to reduce hardware usage by employing rule elimination and rule sharing methods [5]. A rule set is divided into a number of groups of hardware filter rules. Sequencing is performed to preserve the ordering and the semantics of a rule set. Reordering and partitioning is conducted to facilitate the grouping process. Each group consists of either a list of rules related by common attributes, or a singleton rule if no sharing with other rules can be found within the same partition.

During the hardware optimisation phase, hardware firewall rule representations are converted to a hardware design which is then used to produce the hardware configuration bitstreams for downloading onto an FPGA. The next section describes the irregular CAM structures that we develop, and their use in implementing a rule set in hardware and in facilitating resource sharing.
An array of locations

Each location contains a variable sized hardware block that implements a group of filter rules

Fig. 2. A rule set in hardware implemented as an irregular CAM structure. Each location contains a variable sized hardware block that implements a group of filter rules. An array of hardware blocks together form a CAM structure that supports the whole rule set.

3 Architecture of Irregular CAM for Firewall Rules

Our approach for implementing a firewall rule set in hardware is to construct a specialised CAM structure, as shown in Figure 2, to perform packet-filtering. Conventional regular CAM structures store a single matching criterion in each memory location. However, instead of having a one-to-one mapping of a filter rule to a CAM location, we construct each CAM location as a hardware block that implements a group of filter rules.

A rule set is divided into several groups of filter rules as described in Section 2. Each of these groups is implemented as a hardware block that corresponds to a CAM location. These variable sized hardware blocks together then produce an irregular CAM structure that represents the whole filter rule set.

Hardware blocks are instantiated according to the types of grouping and the combinations of field attributes. Figure 3 shows a hardware block for a group of singleton filter rule. It contains several field-level hardware comparators that correspond to different fields of the input. Matching results are obtained as the unified result from all the individual comparators. This design is functionally the same as a regular CAM, except that a regular CAM design will normally use only one comparator for the input data and does not need the AND gate. Separating the matching processor into field-level comparators, however, allows
Fig. 4. A hardware block of a group of shared filter rules using the *Siamese Twins* structure. Individual fields of the filter rules having identical data values are shared by using the same hardware comparators. Fields that cannot be shared have their corresponding parts OR-ed together. This example shows that a block is instantiated with all but the *Type*-field comparator being shared.

Fig. 5. Hardware blocks of a group of shared filter rules using the *Propaganda* structure. A group of filter rules are sub-divided into a head unit and a number of subsequent units chained to the head. Individual fields of the filter rules having identical data values are shared by using the same hardware comparators in the head unit. The comparison result of the shared fields is propagated from the head unit to each of the subsequent units in the group. Fields that cannot be shared are AND-ed with the propagating result individually. This example shows that the blocks are instantiated with all but the *Type*-field being shared.

us to achieve reduction in resource usage at the expense of introducing a multi-input AND-gate. When a hardware block is instantiated, filter rules that contain ‘don’t care’ fields will have the corresponding hardware comparators eliminated.

Within a group of rules, hardware resources are shared by attributes that are common. There are two levels of sharing: field-level sharing and bit-level
sharing [5]. We develop two irregular CAM structures: the Siamese Twins and the Propaganda. They both provide field-level sharing but have different trade-offs between size and speed. A group of shared filter rules are implemented as hardware blocks using either the Siamese Twins structure, which is optimised for area, or the Propaganda structure, which is optimised for speed. Figure 4 and Figure 5 show some examples of hardware blocks for a group of filter rules using the two structures.

In the Siamese Twins structure, the fields of a group of filter rules with identical data values are shared by using the same field-level hardware comparators. Fields that cannot be shared have their corresponding parts OR-ed together. This organisation has the advantage of a simple design, and results in reduction of resource usage by eliminating redundant hardware comparators.

In the Propaganda structure, a group of filter rules are sub-divided into a head unit and a number of subsequent units chained to the head. Individual fields of the filter rules with identical data values are shared by using the same field-level hardware comparators in the head unit. The comparison result of the shared fields is propagated from the head unit to each of the subsequent units in the group. Fields that cannot be shared are AND-ed with the propagating result individually. Filter rules implemented using the Propaganda structure result in a list of hardware blocks joined together. Each filter rule within a group corresponds to a hardware block. The length of the list varies with the number of rules in a group. This is in contrast to the hardware blocks of Siamese Twins or singleton filter rules, where there is only one unit.

4 Hardware Firewall Processor Generation

To generate our hardware firewall processors (Figure 6), we separate the generation of the platform-specific interfaces from the generation of the filtering processor unit. The interfaces are written in the Handel-C language [1], which facilitates porting the design to various hardware platforms.

We design the hardware code generator that takes the hardware firewall rule representation as input, and generate the hardware packet-filtering processor (Figure 6) in VHDL. During the implementation of a CAM location, a hardware block is instantiated according to the attributes of the field in a group of filter rules. These include the combinations of fields that are shared and not shared, and the number of rules in a group. Furthermore, there are structures
for replicating and connecting the non-shared fields for a group of rules. All our hardware blocks can be used in both parallel and pipelined mode.

Our implementations target the Xilinx Virtex series FPGAs. We follow the vendor’s recommendation [8] of reprogramming lookup tables as Shift Registers (SRL 16). The JBits tool is then used to reconfigure the SRL 16 blocks to desired matching values, for various locations in our irregular CAMs.

5 Performance Evaluation

To analyse the performance of our irregular CAM, we compare implementations that employ the Siamese Twins and the Propaganda structures against those based on regular CAMs. We evaluate the implementations in terms of clock speed and hardware resource consumption.

In addition to using rule sets from network sites, we also generate artificial rule sets. Our rule set generator is based on real filter rule sets and covers a wider spectrum of possible real situations as well as some worst-case scenarios. The test data include the effects of ‘don’t care’ fields, the degree to which rules are grouped, and the size of rule sets. For the purpose of the experiments, ‘degree of grouping’ means the percentage of rules within a rule set that are in a shared group. The resource usage figures include resource to support the I/O to RAM, which is a fixed overhead and is insignificant when compared with the overall resources required by a rule set. All the experiments are performed on a Celoxica RC1000-PP reconfigurable hardware platform that contains a Xilinx Virtex XCV1000 FPGA device.

5.1 Resource Usage

Figure 7 shows the resource usage for rule sets with different degrees of grouping, and the effects of ‘don’t care’ fields. The resource usage of regular CAM remains unchanged as the degree of grouping varies.

When the degree of grouping is at 0% as shown on the left-hand-side of Figure 7 (a) and (b), there is no reduction in resource usage in the case of no ‘don’t care’ fields, but there is around 45% reduction in the case with ‘don’t care’ fields for both the Siamese Twins and the Propaganda structures. A rule set that does not contain any ‘don’t care’ fields in all of its rules is unrealistic. In reality, most rule sets contain a certain amount of ‘don’t care’ fields. This suggests that both Siamese Twins and Propaganda will achieve reduction in resource usage over a regular CAM, whenever a ‘don’t care’ field exists in a rule set.

For the parallel versions, the resource usage of Siamese Twins and Propaganda are about the same as shown in the lower parts of Figure 7 (a) and (b), where their corresponding graphs almost overlap. For the pipelined version, Propaganda uses noticeably more resources than Siamese Twins. This is due to the additional pipeline registers. This suggests that both Siamese Twins and Propaganda are suitable for implementations involving parallel structures. However, if an implementation must involve pipelining and when resource usage is the main concern, Siamese Twins is the preferred choice.
Fig. 7. Resource usage versus degree of grouping. Resource usage of both Siamese Twins and Propaganda reduce approximately linearly with the degree of grouping. For the parallel versions, both structures perform almost identically. For the pipelined versions, Siamese Twins is considerably better. Note that for this test, one of the address field is not shared in a group. Since the address field is the largest field in a filter rule, it gives the worst case resource usage for a single non-shared field.

When the degree of grouping is low (less than 10%), the pipelined versions consume 3.8 times more resources than their parallel counterparts. This shows the well-known trade-offs between speed and size. However, when the degree of grouping is high (larger than 70% in the case of no ‘don’t care’ fields, and larger than 50% in the case with ‘don’t care’ fields), the pipelined versions of Siamese Twins consume comparable or fewer resources than the parallel versions of the regular CAM. These two figures correspond to 138% (in the case of no ‘don’t care’ fields) and 188% (in the case with ‘don’t care’ fields) of the speed of the regular CAM. This suggests that, in situations when both size and speed should be optimised, a pipelined version of Siamese Twins can be better than a parallel version of the regular CAM.

5.2 Speed

Figure 8 shows the speed performance for rule sets with different degrees of grouping, and the effects of ‘don’t care’ fields. The maximum operating frequency of regular CAM remains unchanged as the degree of grouping varies.

Results for the parallel versions are shown in the lower parts of Figure 8 (a) and (b). Both Siamese Twins and Propaganda perform approximately the same as the regular CAM. Results for the pipelined versions are shown in the upper parts of Figure 8 (a) and (b). While Propaganda performs comparable
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Fig. 8. Speed performance versus degree of grouping. Propaganda consistently achieves comparable performance to the regular CAM. Siamese Twins, while having approximately the same performance as regular CAM in the parallel version, suffers from performance degradation when the degree of grouping increases in the pipelined versions. Note that for this test, all the shared rules using the Siamese Twins structure are grouped into a single CAM location. This produces the highest propagation delay and so the lowest performance.

to or sometimes slightly better than the regular CAM, the Siamese Twins suffers from performance degradation when the degree of grouping increases. This reduction in performance is due to the increased routing and propagation delay of the enlarged OR-structure inside the Siamese Twins. When the degree of grouping is low (less than 10%), both structures are 2.5 times faster than their parallel counterparts. When the degree of grouping is at 100%, the performance of Siamese Twins is reduced by nearly 50% to have similar performance to its parallel counterpart. This suggests that both Siamese Twins and Propaganda are suitable for implementations involving parallel structures. However, if implementations involve pipelining and when speed is also a major concern, Propaganda can be a better choice.

Figure 9 shows that maximum operating frequency is determined not only by the degree of grouping, but also by the maximum group size. For the parallel versions, both Siamese Twins and Propaganda do not vary much with the degree of grouping. For the pipelined versions as shown in the top-left parts of Figure 9 (a) and (b), when the group size is small, the performance of Siamese Twins is comparable to the regular CAM even at 100% degree of grouping. When the group size is large (100 rules/location), its performance decreases by nearly 50%.

The effects of maximum group size suggest that there can be a trade-off between resource utilisation and the maximum operation frequency. In order to avoid performance degradation at a high degree of grouping, one can choose...
Fig. 9. Speed performance versus maximum group size for pipelined implementations. When the maximum group size is small (less than 20 rules/location in the case of no ‘don’t care’ fields, and less than 30 rules/location in the case with ‘don’t care’ fields) the performance of Siamese Twins and the regular CAM are comparable. In this test, the degree of grouping is always 100%, but the group of shared filter rules are broken down into a number of smaller groups.

to impose either a ceiling group size or a maximum degree of grouping for the pipelined versions of Siamese Twins. For example, groups with number of rules exceeding the ceiling group size can be broken down into several smaller groups. This method can maintain performance, but at the expense of using more hardware resources to implement the additional groups.

5.3 Results Summary

The analysis results are discussed in Section 5.1 and Section 5.2. The maximum reduction in hardware usage and maximum group size before performance degradation are shown respectively in Table 1 and Table 2. For the purpose of the experiments, performance degradation is defined as no more than 10% reduction in speed, when compared to corresponding regular CAMs.

Table 1. Maximum reduction in hardware usage before performance degradation.

<table>
<thead>
<tr>
<th></th>
<th>Reduction in hardware usage</th>
<th>Degree of grouping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siamese Twins</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parallel</td>
<td>84%</td>
<td>100%</td>
</tr>
<tr>
<td>Pipelined</td>
<td>60% with ‘don’t care’</td>
<td>30%</td>
</tr>
<tr>
<td></td>
<td>18% without ‘don’t care’</td>
<td>20%</td>
</tr>
<tr>
<td>Propaganda</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parallel</td>
<td>84%</td>
<td>100%</td>
</tr>
<tr>
<td>Pipelined</td>
<td>90%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 2. Maximum group size before performance degradation (Siamese Twins pipelined).

<table>
<thead>
<tr>
<th></th>
<th>Rule / Location</th>
<th>Reduction in hardware usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>With ‘don’t care’</td>
<td>30</td>
<td>90%</td>
</tr>
<tr>
<td>Without ‘don’t care’</td>
<td>10</td>
<td>85%</td>
</tr>
</tbody>
</table>
6 Conclusion

We have presented the Siamese Twins and the Propaganda irregular CAM structures. These two structures employ resource sharing to reduce hardware usage for packet-filtering firewalls. Experiments show that resource usage reduces approximately linearly to the degree of grouping of the filter rules in a rule set. These two irregular CAM structures offer various trade-offs between speed and size, under different situations involving parallel and pipelined implementations. Both structures are capable of reduction, up to 90%, of hardware resources of regular CAMs without losing performance.

Current and future work includes the use of bit-level sharing to achieve further reduction in hardware usage, and global and local optimisations of irregular CAM using the Siamese Twins and the Propaganda structures.
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Abstract. In this paper we present compiler extensions for the Molen programming paradigm, which is a sequential consistency paradigm for programming custom computing machines (CCM). The compiler supports instruction set extensions and register file extensions. Based on pragma annotations in the application code, it identifies the code fragments implemented on the reconfigurable hardware and automatically maps the application on the target reconfigurable architecture. We also define and implement a mechanism that allows multiple operations to be executed in parallel on the reconfigurable hardware. In a case study, the Molen processor has been evaluated. We considered two popular multimedia benchmarks: mpeg2enc and ijpeg and some well-known time-consuming operations implemented in the reconfigurable hardware. The total number of executed instructions has been reduced with 72% for mpeg2enc and 35% for ijpeg encoder, compared to their pure software implementations on a general purpose processor (GPP).

1 Introduction and Related Work

In the last decade, several approaches have been proposed for coupling an FPGA to a GPP. For a classification of these approaches the interested reader is referred to [1]. There are four shortcomings of current approaches, namely:

1. Opcode space explosion: a common approach (e.g. [2], [3], [4]) is to introduce a new instruction for each portion of application mapped into the FPGA. The consequence is the limitation of the number of operations implemented into the FPGA, due to the limitation of the opcode space. More specifically stated, for a specific application domain intended to be implemented in the FPGA, the designer and compiler are restricted by the unused opcode space.

2. Limitation of the number of parameters: In a number of approaches, the operations mapped on an FPGA can only have a small number of input and output parameters ([5], [6]). For example, in the architecture presented in [5], due to the encoding limits, the fragments mapped into the FPGA have at most 4 inputs and 2 outputs; also, in Chimaera [6], the maximum number of input registers is 9 and it has one output register.
3. No support for parallel execution on the FPGA of sequential operations: an important and powerful feature of FPGA’s can be the parallel execution of sequential operations when they have no data dependency. Many architectures [1] do not take into account this issue and their mechanism for FPGA integration cannot be extended to support parallelism.

4. No modularity: each approach has a specific definition and implementation bounded for a specific reconfigurable technology and design. Consequently, the applications cannot be (easily) ported to a new reconfigurable platform. Further there are no mechanisms allowing reconfigurable implementation to be developed separately and ported transparently. That is a reconfigurable implementation developed by a designer A can not be included without substantial effort by the compiler developed for an FPGA implementation provided by a designer B.

A general approach is required that eliminates these shortcomings. In this paper, a programming paradigm for reconfigurable architectures [7], called the Molen Programming Paradigm and a compiler are described that offer alternatives and a solution to the above presented limitations.

The paper is organized as follows: in the next section, we discuss related research and present the Molen programming paradigm. We then describe a particular implementation, called the Molen processor that uses microcoded emulation for controlling the reconfigurable hardware. Consequently, we present the two main elements of the paper, namely the Exchange Register mechanism and the compiler extension for the Molen processor. We finally discuss an experiment comparing the Molen reconfigurable processor with the equivalent non-reconfigurable processor, using two well-known multimedia benchmarks: mpeg2 and ijpeg.

2 The Programming Paradigm

The Molen programming paradigm[7] is a sequential consistency paradigm for programming CCMs possibly including a general purpose computational engine(s). The paradigm allows for parallel and concurrent hardware execution and it is intended (currently) for single program execution. It requires only a one time architectural extension of few instructions to provide a large user reconfigurable operation space. The added instructions include:

- Two instructions\(^1\) for controlling the reconfigurable hardware, namely:
  - SET < address >: at a particular location the hardware configuration logic is defined
  - EXECUTE < address >: for controlling the executions of the operations on the reconfigurable hardware

\(^1\) Actually, five if partial reconfiguration, pre-loading of reconfiguration and executing microcode are also explicitly assumed [7].
Two move instructions for passing values of to and from the GPP register file and the reconfigurable hardware.

Code fragments constituted of contiguous statements (as they are represented in high-level programming languages) can be isolated as generally implementable functions (that is code with multiple identifiable input/output values). The parameters stored in registers are passed to special reconfigurable hardware registers denoted as Exchange Registers (XRs). The Exchange Register mechanism will be described later in the paper. In order to maintain the correct program semantics, the code is annotated and CCM description files provide the compiler with implementation specific information such as the addresses where the SET and EXECUTE code are to be stored, the number of exchange registers, etc. It should be noted that this programming paradigm allows modularity, meaning that if the interfaces to the compiler are respected and if the instruction set extension (as described above) is supported, then:

- custom computing hardware provided by multiple vendors can be incorporated by the compiler for the execution of the same application.
- the application can be ported to multiple platforms with mere recompilation.

Finally, it is noted that every user is provided with at least $2^{(n-op)}$ directly addressable functions, where $n$ represents the instruction length and $'op'$ the opcode length. The number of functions can be easily augmented to an arbitrary number by reserving opcode for indirect opcode accessing. From the previous discussion, it is obvious that the programming paradigm and the architectural extensions resolve the aforementioned problems as follows:

- There is only a one time architectural extension of few new instructions to include an arbitrary number of configuration.
- The programming paradigm allows for an arbitrary (only hardware real estate design restricted) number of I/O parameter values to be passed to/from the reconfigurable hardware. It is only restricted by the implemented hardware as any given technology can (and will) allow only a limited hardware.
- Parallelism is allowed as long as the sequential memory consistency model can be guaranteed.
- Assuming that the interfaces are observed, modularity is guaranteed because the paradigm allows freedom of operation implementation.

**Parallelism and Concurrency:** As depicted in Figure 1, the split-join programming paradigm suggests that the SET instruction does not block the GPP because it can be executed independently from any other instruction. Moreover, a block of consecutive resource conflict free SET instructions (e.g. set op1, set op2 in our example) can be executed in parallel. However, the SET-instruction (set op3) following a GPP-instruction can only be executed after the GPP-instruction is finished. As far as the EXECUTE-instruction is concerned, we distinguish between two distinct cases, one that adds a new instruction and one that does not:
1. If it is found that there is a substantial performance to be gained by parallel execution between GPP and FPGA, then the GPP and EXECUTE-instructions can be issued and executed in parallel. The sequence of instructions performed in parallel is initiated by an EXECUTE instruction. The end of the parallel execution requires an additional instruction (BREAK in the example) indicating where the parallel execution stops (see Figure 2 (a)). A similar approach can be followed for the SET instructions.

2. If such performance is not to be expected (which will most likely be the case for reconfigured “complex” code and GPP code with numerous data dependencies), then a block of EXECUTE-instructions can be executed in parallel on the FPGA while the GPP is stalled. An example is presented in Figure 2(b) where the block of EXECUTE instructions which can be processed in parallel contains the first three consecutive EXECUTE instructions and it is delimited by a GPP instruction.

We note that parallelism is guaranteed by the compiler, that checks whether there are data dependencies and whether the parallel execution is supported by the reconfigurable unit. Moreover, if the compiler detects that a block of SET/EXECUTE instructions cannot be performed in parallel, it separates them by introducing appropriate instructions. In the remaining of the paper, we assume that the separating instruction for SET/EXECUTE is a GPP instruction.

**The Molen Reconfigurable Processor:** The Molen $\rho\mu$-coded processor has been designed having in mind the programming paradigm previously presented. The Molen machine organization is depicted in Figure 3.
The arbiter performs a partial decoding of the instructions fetched from the main memory and issues them to the corresponding execution unit. The parameters for the FPGA reside in the Exchange Registers. In the Molen approach, an extended microcode - named reconfigurable microcode - is used for the emulation of both SET and EXECUTE instructions. The microcode is generated when the hardware implementation for a specific operation is defined and it cannot be further modified.

3 Compiler Extensions

In this section we present in detail the mechanism and compiler extensions required to implement the Molen programming paradigm.

The Exchange Registers: The Exchange Registers are used for passing operation parameters to the reconfigurable hardware and returning the computed values after the operation execution. In order to avoid dependencies between the RU and GPP, the XRs receive their data directly from the GPP registers. Therefore, move instructions have to be provided for this communication.

During the EXECUTION phase, the defined microcode is responsible for taking the parameters of its associated operation from XRs and returning the result(s). A single EXECUTE does not pose any specific challenge because the whole set of exchange registers is available. However, when executing multiple EXECUTE instructions in parallel, the following conventions are introduced:

- All parameters of an operation are allocated by the compiler in consecutive XRs and they form a block of XRs.
- The (micro)code of each EXECUTE instruction has a fixed XR, which is assigned when the microcode is developed. The compiler places in this XR a link to the block of XRs where all parameters are stored. This link is the number of the first XR in the block.
Based on these conventions, the parameters for all operations can be efficiently allocated by the compiler and the (micro)code for each EXECUTE instruction is able to determine the associated block of parameters. An example is presented in Figure 4, where two operations, namely \textit{op1} and \textit{op2}, are executed in parallel. Their fix XRs (XR0 and XR1) are communicated to the compiler in a FPGA description file. As indicated by the number stored in XR0, the compiler allocates for operation \textit{op1} two consecutive XRs for passing parameters and returning results, namely XR2 and XR3. The operation \textit{op2} requires only one XR for parameters and results, which in the example is XR4, as indicated by the content of XR1.

Compiler Extensions: The compiler system relies on the Stanford SUIF2\cite{8} (Stanford University Intermediate Format) Compiler Infrastructure for the front-end, while the back-end is built over the framework offered by the Harvard Machine SUIF\cite{9}. The last component has been designed with retargetability in mind. It provides a set of back-ends for GPPs, powerful optimizations, transformations and analysis passes. These are essential features for a compiler targeting a CCM. We have currently implemented the following extensions for the x86 processor:

- Code identification: for the identification of the code mapped on the reconfigurable hardware, we added a special pass in the SUIF front-end. This identification is based on code annotation with special pragma directives (similar to [2]). In this pass, all the calls of the recognized functions are marked for further modification.
- Instruction Set extension: the Instruction Set has been extended with SET/EXECUTE instructions at both MIR (Medium Intermediate Representation) level and LIR (Low Intermediate Representation) level.
- Register file extension: the Register File Set has been extended with the XRs. The register allocation algorithm allocates the XRs in a distinct pass applied before the GPR allocation; it is introduced in Machine SUIF, at LIR level. The conventions introduced for the XRs are implemented in this pass.
- Code generation: code generation for the reconfigurable hardware (as previously presented) is performed when translating SUIF to Machine SUIF IR, and affects the function calls marked in the front-end.
#pragma call_fpga op1

```c
int f(int a, int b){
    int c, i;
    c = 0;
    for(i=0; i<b; i++)
        c = c + a<<i + i;
    c = c>>b;
    return c;
}
void main(){
    int x, z;
    z = 5;
    x = f(z, 7);
}
```

C code

**Original MIR code**

```
mrk 2,13
ldc $vr0.s32 <- 5
mov main.z <- $vr0.s32

mark 2, 14
ldc $vr2.s32 <- 7
cal $vr1.s32 <- f(main.z, $vr2.s32)
mov main.x <- $vr1.s32

mark 2, 15
ldc $vr3.s32 <- 0
ret $vr3.s32
```

Original MIR code

**MIR code extended with instructions for FPGA**

```
mrk 2, 14
mov $vr2.s32 <- main.z
movtx $vr1.s32(XR) <- $vr2.s32
ldc $vr4.s32 <- 7
movtx $vr3.s32(XR) <- $vr4.s32
set address_op1_SET
ldc $vr6.s32(XR) <- 0
movtx $vr7.s32(XR) <- vr6.s32
exec address_op1_EXEC
movfx $vr8.s32 <- $vr5.s32(XR)
mov main.x <- $vr8.s32
```

MIR code extended with instructions for FPGA

Figure 5. Code Generation at MIR level

An example of the code generated by the extended compiler for the Molen programming paradigm is presented in Figure 5. In the first part, the C program is given. The function implemented in reconfigurable hardware is annotated with a pragma directive named `call_fpga`. It has incorporated the operation name, `op1` as specified in the description file. In the central part of the picture, the code generated by the original compiler for the C program is depicted. The pragma annotation is ignored and a normal function call is included. The last part of the picture presents the code generated by the compiler extended for the Molen programming paradigm; the function call is replaced with the appropriate instructions for sending parameters to the reconfigurable hardware in XRs, hardware reconfiguration, preparing the fix XR for the microcode of the EXECUTE instruction, execution of the operation and the transfer of the result back to the GPP. The presented code is at MIR level and the register allocation pass has not been applied.

The compiler extracts from a description file the information about the target architecture such as microcode address of SET and EXECUTE instructions for each operation implemented in the reconfigurable hardware, the number of XRs, the fix XR associated with each operation, etc.

## 4 A Case Study

In order to evaluate the performance improvements provided by the Molen processor, we used two well-known multimedia benchmarks, namely `mpeg2enc` and `jpeg` for which we perform a pure software analysis. We made the following assumptions:

- the parts of the applications which can be implemented in the reconfigurable hardware are isolated in functions. This constitutes the base model for the comparison between the GPP and the Molen processor;
- the input data are:
for mpeg2enc: the frames included in the benchmark
for ijpeg: specmun, 1024 * 688

The parts of the applications that are candidates for the reconfigurable hardware implementation are the well-known time-consuming multimedia operations[7]: SAD (sum of absolute-difference), DCT (2 dimensional discrete cosine transform), IDCT (inverse DCT) and VLC (variable length coding). In order to study the performance improvements, we use the Halt library[10] available in Machine SUIF and which we modified to suit our purpose. This library is an instrumentation package that allows the compiler to change the code of the program being compiled in order to collect information about the program own behavior (at run-time).

For the above considered applications, the following is measured for their pure software implementation on the GPP (x86):

– The exact types and numbers of instructions - generated by the compiler- which are executed in the whole application and in each chosen function for hardware implementation plus their exact number of calls
– The number of cycles for the whole application and for each function chosen for hardware implementation

Based on these data, the following information can be computed for the Molen reconfigurable processor:

1. The code reduction as a result of implementation of parts of the application in reconfigurable hardware
2. An approximation of the maximum performance improvement of processor cycles for the whole application and for a particular implementation of one operation

However, because we lack a real implementation of the Molen processor, we cannot yet provide the second set of data for a particular implementation. We therefore restrict ourselves to indicating what functions are most likely to yield the highest performance improvement.

We introduced an additional pass in order to instrument the basic blocks of a program with the number and type of the included instructions. We also developed two sets of run-time analysis routines. The first set of routines is used to collect the type and number of instructions executed in the whole application and each specific function; it uses the instrumentation pass previously mentioned in this section. The second set of run-time analysis routines provides the number of cycles spent in the whole program or in a specific function. The measurements for the processor clock cycles have been performed on a Pentium II at 300MHz and we used the Pentium benchmarking instruction RDTSC - Read Time Stamp Counter - which returns the number of processor clock cycles since the CPU was reset. In this manner, the finest granularity is achieved (the code instrumentation does not affect the results).
For example, we compute the total number of instructions executed in the Molen approach, when the above described functions have been implemented in hardware as follows:

\[ n_{all}(MOLEN) = n_{all}(GPP) - \sum_{i=1}^{N} n_{f_i}(GPP) + \sum_{i=1}^{N} n_i (N_{call_i}(MOLEN) - N_{call_i}(GPP)) \]

where \( n_{all} \) is the number of all instructions executed by the application, \( N \) is the number of functions implemented on the reconfigurable hardware, \( n_{f_i} \) represents the total number of instructions executed in the function \( f_i \) for all its calls, \( n_i \) is the number of calls of function \( f_i \) and \( N_{call} \) is the fixed number of instructions used for passing parameters, function call.

The measured data for the GPP alone and the computed data for the Molen processor are compared for mpeg2enc and ijpeg in Figure 6. The most important categories of instructions have been considered, namely data transfer (dt) instructions, arithmetic and logical (alu) instructions and control transfer (ct) instructions. From these pictures, a substantial reduction of the number of instructions is achieved by the Molen reconfigurable processor compared to the GPP: 72.1% for mpeg2enc and 34.4 % for ijpeg encoder. Also it is obvious that in both cases the alu instructions are the most reduced category of instructions, while the ct instructions are the least reduced instructions. This conclusion is confirmed by the inspection of the function code since it contains a large number of arithmetical computation and only a small number of branches. In table 1, the cycle measurements are reported. From these results, we can identify those functions that potentially give the highest performance improvement, given an efficient hardware implementation. The numbers suggest that the SAD function is the most promising candidate for hardware implementation, while the rest of the functions can provide at best a moderate performance improvement.
Table 1. mpeg2enc (left) and ijpeg encoder (right) cycle result

<table>
<thead>
<tr>
<th>Fct</th>
<th>Cycles</th>
<th>% Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAD</td>
<td>149.947.461</td>
<td>55.2 %</td>
</tr>
<tr>
<td>DCT</td>
<td>42.529.647</td>
<td>15.7 %</td>
</tr>
<tr>
<td>VLC</td>
<td>3.946.954</td>
<td>1.4 %</td>
</tr>
<tr>
<td>IDCT</td>
<td>3.693.986</td>
<td>1.36 %</td>
</tr>
<tr>
<td>mpeg2enc Application</td>
<td>271.616.655</td>
<td>100 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fct</th>
<th>Cycles</th>
<th>% Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCT</td>
<td>40.206.773</td>
<td>12.5 %</td>
</tr>
<tr>
<td>VLC</td>
<td>36.571.622</td>
<td>10.5 %</td>
</tr>
<tr>
<td>ijpeg enc Application</td>
<td>341.316.466</td>
<td>100 %</td>
</tr>
</tbody>
</table>

5 Conclusions

In this paper, we presented the Molen Set-Execute paradigm that addresses a number of previously unresolved issues such as parameter passing and parallel execution of operations into the reconfigurable hardware. The paradigm involves the instruction set extension and requires on behalf of the FPGA developers only the address where the configuration (SET) and execution (EXECUTE) code is stored. A particular architectural implementation was presented, where the microcoded emulation of the SET and EXECUTE instructions are included.

The compiler extensions allow to generate code where the functions mapped on the reconfigurable hardware are automatically (rather than manually) substituted by the appropriate SET-EXECUTE instructions. It has been shown through experimentation that the compiler can be used as an important tool to support the design process focusing on the identification of good candidates for the reconfigurable hardware implementation. The presented results show a substantial reduction of the executed number of instructions and potential reduction of processor cycles for two multimedia benchmarks for their execution on the Molen reconfigurable processor compared to their pure software implementation on the GPP.
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Abstract. At Leiden Embedded Research Center (LERC), we are building a tool chain called Compaan/Laura that allows us to map fast and efficiently applications written in Matlab onto reconfigurable platforms. In this chain, first the Matlab code is converted automatically to executable Kahn Process Network (KPN) specification. Then a tool called Laura accepts this specification and transforms the specification into design implementations described as synthesizable VHDL. In this paper, we present our methodology implemented in the Laura tool, to automatically convert KPNs to synthesizable VHDL code targeted for mapping onto FPGA-based platforms. With the help of Laura, a designer is able to either fast prototype signal processing and multimedia applications directly in hardware or to extract very fast valuable low-level quantitative implementation data such as performance in terms of clock cycles, time delays and silicon area.

1 Introduction

The potential of achieving high-performance implementations onto FPGA-based systems (platforms) has been demonstrated by the FPGA research community for applications in the domain of signal processing, multimedia, and imaging. These performance improvements depend very much on the expertise of the hardware designer, who has to possess an accurate knowledge of the underlying FPGA platform and the application. Moreover, the mapping of applications onto this type of platforms is in most cases done manually, which leads to a slow, difficult, and error prone design process. Therefore, we have developed a methodology that allows fast and efficient mapping of a class of multimedia and signal processing applications onto FPGA-based platforms. Part of this methodology is captured in the Laura tool that we present in this paper. Central to our methodology is the use of the Kahn Process Network (KPN) [3] model of computation to specify applications. The Laura tool accepts applications written in this KPN model and produces synthesizable VHDL code that implements the application for a specific FPGA platform.

Our methodology uses the KPN model of computation as it is a convenient model to specify imaging applications like Stereo Vision, multimedia applications like MJPEG, and classical signal processing applications like Digital Beam-forming. The model reveals the inherent parallelism of an application that is exploited when mapping the application onto FPGA platforms that are inherently fine-grained parallel platforms.
The KPN specification represents an application in terms of distributed control and distributed memory, which in our case is derived from a sequential code written in Matlab using a tool called Compaan. The distributed control and distributed memory are key to obtain efficient implementations on FPGAs for stream oriented applications. This is in great contrast to the original Matlab code that is using a single thread of control and shared memory. Other work describing the mapping of Matlab code (or C for that matter) onto FPGA uses other computational models like CDFG [2] or CSP [5]. These models are well suited for control dominated applications, but less for stream oriented applications.

We present our methodology to map an application written in Matlab onto an FPGA platform in Section 2. In Section 3, we look in more detail at the Laura tool that we have developed. In Section 4, we explain in more detail, using a running example, how Laura constructs an architecture in VHDL. In Section 5, we present experiments that have been obtained by using Laura for three applications. We conclude this paper in Section 6.

2 Integrating Laura in an FPGA-Based Design Flow

The Laura tool takes as an input a KPN specification of a given application and generates synthesizable VHDL code that targets a specific FPGA platform. In general, specifying an application as a KPN is a difficult task. Therefore, we use our compiler called Compaan [4] that fully automates the transformation of Matlab code into Kahn Process Networks (KPNs). The applications Compaan can handle, have to be specified as parameterized static nested loop programs, which is a subset of the Matlab language. We have designed the Laura tool to operate as a back-end of the Compaan compiler, realizing a fully automated design flow that maps sequential algorithms written in Matlab onto reconfigurable platforms. This design flow is shown in Figure 1.

In the first part of the design flow, an application specification is given in Matlab. This is because Compaan only accepts Matlab code. Nevertheless, the design flow is equally applicable to C code or Java code, as their model of computation is equal to the imperative model of computation of Matlab. The Compaan compiler itself is composed of a number of tools. One tool in Compaan performs an aggressive array-dataflow analysis by exploring all data-dependencies in the original program. The result of this tool is a data structure representing the dependence graph of the program. Another tool in Compaan converts this data structure into a KPN specification.

In the second part of the design flow, Laura transforms a KPN specification together with predefined IP cores into synthesizable VHDL code. The IP cores are needed as they implement the functionality of the functions used in the original Matlab program. They are provided to Laura by the IP cores box in Figure 1.

In the third part of the design flow, the generated VHDL code is processed by Commercial Tools to obtain quantitative results. These results can be interpreted by designers, leading to new design decisions. These decisions are reflected by writing a new Matlab program that exposes, for example, more or less parallelism. For that purpose, we have developed a tool called MatTransform that manipulates the Matlab input specification in a Source-to-Source fashion to generate more instances of the application, in which each instance exposes a different level of concurrency without
altering the algorithm’s behavior [8]. The concurrency is altered by performing high-level transformations like loop unrolling (unfolding), retiming (skewing), and code merging. By rewriting Matlab code, we can explore different mappings of a Matlab algorithm in an efficient way. When an obtained algorithm instance meets the requirements of the designer, the corresponding VHDL output is synthesized by a commercial tool and mapped onto an FPGA platform.

3 The Laura Tool

The KPN model of computation [3] assumes concurrent autonomous processes that communicate in a point to point fashion over unbounded FIFO channels, using a blocking-read synchronization primitive. Each process in the network is specified as a sequential program that executes an internal function. At each execution (also referred to as an iteration) this function reads/ writes data from/to different FIFO channels. Because of the unboundedness of the FIFO channels, the KPN cannot be translated directly into a VHDL representation and mapped onto a hardware platform. Instead, a blocking-write primitive is needed next to the blocking-read. Also, the FIFO channel sizes now need to be fixed such that no deadlock occurs. Using the method presented in [6], we find a bound on the size of the FIFOs such that the network will not deadlock.

To convert a KPN specification into hardware, we have implemented in Laura a strategy that divides the conversion process into two parts: a platform independent part and a platform dependent part. In the platform independent part, we define an abstract model of the architecture on which we map a KPN application. The model of architecture defines the key components of the architecture and their attributes. It also defines the semantic model, i.e., how the various components interact with each other. Hence, the architecture also implements autonomous processes, that communicate over channels using blocking read and blocking write semantics.

The abstract architecture model is captured in Laura in terms of a class-hierarchy. This class hierarchy describes a network of virtual processors. Each of them is composed of four units: a Read unit, a Write unit, an Execute unit and a Controller unit. The first three units are synchronized by the Controller unit of the processor. Each FIFO channel in the KPN specification is represented by a Hardware Channel unit.

In the platform dependent part we start to add information to the abstract architecture model that is specific for the target platform. At this stage, we include IP cores in the Execute units that implement the functions of the original application. Also, we set attributes of the components like bit-width and size of the Hardware Channels.

When an architecture model is established for a given KPN specification, we convert the architecture model into VHDL code using a Visitor Design Structure. For each component in the abstract architecture, we have a small piece of VHDL code that expresses how to represent that component on the target architecture. The visitor structure gives Laura a lot of flexibility. If needed, the output can easily be convert to other formats like Verilog or SystemC.

The steps that make up the Laura tool are shown in Figure 2. In the first step, the KPN-ToArchitecture method converts the given KPN specification into an equivalent network of virtual processors (Network of Virtual Processors). This is a platform independent
step as no information on the target platform is taken into account. In the second step, platform specific information is mapped onto the abstract architecture model leading to a network of Synthesizable Processors (Network of Synthesizable Processors). In the third step, the architecture model is visited by a VHDL visitor to generate the VHDL code.

4 Laura in Action

To make clear how a Matlab program is converted into a VHDL code, we explain the steps done in Laura using the very simple Matlab program given in Figure 4. This program consists of three loops. In the first loop, variable \( a(j) \) is initialized using function Init, which represents a Source. In the second loop, the function Compute performs an operation on \( a(j-1) \), introducing a self-loop. Finally, the last loop takes the result of \( a(6) \) using function Pass, representing a Sink. The Matlab program is given to the Compaan compiler that converts it into a KPN representation consisting of three different processes. A graphical representation of this KPN is given in the top-part of Figure 3. One process (P1) is the Source, one process implements the Compute function (P2), and one process is the Sink (P3). The picture clearly shows the self-loop of function Compute. As said before, each process contains a sequential program. In Figure 5, the sequential program for process P2 is given in C++ using the YAPI [1] format.

The sequential program produced by Compaan always follows a particular sequence of events. These events are highlighted by the three different boxes in Figure 5. The first box, contains the code that reads data from input ports. The actual computation takes place in the second box (i.e., performing the function Compute from the Matlab program of Figure 4). In the third box, we show the code that writes out data produced by the computation. The three boxes are enclosed by a for-loop, indicating that the sequence of events needs to be repeated for a given number of times. As a consequence, this
process operates in a stream based fashion, an operation model which is very applicable to multi-media and digital signal processing applications.

4.1 KPNToArchitecture

The KPN shown in the upper part of Figure 3 is mapped by the KPNToArchitecture step in Laura onto an abstract architecture model. This model is composed of Virtual Processors and bounded hardware communication channels. The lower part of the Figure 3 represents the network of virtual processors that has the same topology as the input KPN. This is because Laura currently performs a one-to-one mapping. The three processes P1, P2, and P3 are mapped onto the virtual processors VP1, VP2, and VP3, respectively. The KPN unbounded FIFO channels Ch1, Ch2, and Ch3 are mapped onto the bounded hardware FIFOs FIFO1, FIFO2, and FIFO3, respectively.

Every virtual processor is composed of four units: a Read unit, a Write unit, an Execute unit, and a Controller unit, as shown in Figure 6. The Execute unit is the computational part of a virtual processor. It has Input Arguments that provide to the unit the necessary data for execution and Output Arguments that are the result of the computation process. In our model, the Execute unit fires when all the input arguments have data and always produces data to all the output arguments. The Read unit is responsible for assigning all the input arguments of the Execute unit with valid data. Since there are more input ports than arguments, the Read unit has to select from which port to read data. This information is stored in the Control Table of the Read unit. The Input Port is the input interface that connects the virtual processor with a communication channel. The Output Port is the output interface that connects the virtual processor with a communication channel. The Write unit is responsible for distributing the results of the Execute unit to the relevant processors in the network. A write operation can be executed only when all the output arguments of the execute unit are available for the write unit. A Control Table is used to select the proper Output Port according to the current iteration of the virtual processor.

The virtual processor’s Controller synchronizes all the processor’s units and keeps track of how many times the processor has already fired. The Read unit and the Write unit can block the next firing when a blocking-read or a blocking-write situation occurs,
for j = 1 : 1 : 1 ,
    [ a(j) ] = Init;
end
for j = 2 : 1 : 6 ,
    [a(j)] = Compute (a(j-1));
end
for j = 6 : 1 : 6 ,
    [] = Pass(a(j));
end

Fig. 4. A very simple Matlab Program

Fig. 5. Process P2

d thereby stalling the complete processor. A blocking-read situation occurs when data is not available at a given input port. A blocking-write situation occurs when data cannot be written to a particular output port.

Let us consider the P2 process as it is specified by the sequential code given in Figure 5. This code is analyzed in the KPNToArchitecture step to instantiate the corresponding components of the virtual processor. The Read unit is generated based on the information contained between lines 3 and 10. Two input ports, IP1 and IP2, are required to read the input argument in_0 of the Execute unit. Because a 2-to-1 relationship exists between the input ports and the input argument, a Control Table is needed to select the proper input port for reading the input argument at a particular iteration of the processor. For the example, the Control Table $c = [1, 0, 0, 0, 0]$ is derived based on the number of firings (line 2) and the if statements from lines 3 and 7. The Write unit is instantiated according to the lines 12 to 19. It requires two output ports OP1 and OP2 to write the output argument out_0 of the Execute unit. Again a Control Table is derived based on the number of firings (line 2) and the if statements from lines 12 and 16. The Control table is equal to $d = [0, 0, 0, 0, 1]$. The Control unit of the processor is instantiated as a counter that iterates $i$ from 2 to 6. For the Execute unit an interface is defined, based on the information contained in line 11. This interface is used again in the Mapping step (Figure 2) when an IP core is connected to the Execute unit. The complete virtual processor that corresponds to process P2, is shown in Figure 7.

```c
void P2 ::main() {
    for (int i = 2 ; i <= 6 ; i += 1 ) {
        if (i-2 == 0) {
            //reads a token from a channel
            in_0 = read(IP1);
        }
        if (i-3 >= 0) {
            //reads a token from a channel
            in_0 = read(IP2);
        }
        out_0 = Compute(in_0); EXECUTE
        if (-i+5 >= 0) {
            //writes a token to a channel
            write(OP1, out_0);
        }
        if (i-6 == 0) {
            //writes a token to a channel
            write(OP2, out_0);
        }
    } // for i
}
```
4.2 Mapping

The Mapping step is used to include additional information to the abstract architecture model. This is information about the IP cores used by the virtual processors and the bit-width of data. At this step, the width and size of a hardware channel is provided. Furthermore, the notion of a clock event is taken into consideration.

We use IP cores in designing new hardware applications to reduce the design time. This means that we add in the Mapping step the functionality of the Execute unit in terms of an IP core. In order to select the appropriate IP core, the Mapping step searches through a library of predefined cores until it matches the required functionality. The found IP core is subsequently associated to the Execute unit of the virtual processor. For the IP cores which are pipelined, additional information needs to be provided to the Control unit to accommodate the control for the pipelining.

The final result of the mapping step is an annotated architectural model called Network of Synthesizable Virtual Processors (NSVP) that is targeted to a particular FPGA platform.

4.3 Visitor

The last step of Laura generates the correct VHDL code for the NSVP structure. First, the communication network is generated, followed by the various processors, and finally a test bench. Within the Visitor there is a well-defined relationship between the components of the abstract architecture model and its representation in VHDL. This means that we have a VHDL template for each component. For example, there is a template for the various units in a processor as well as for the processor itself. The relationship is often one-to-one, but for example in the case of the hardware communications channels, a one-to-many relationship exists. A hardware communication channel operates as a data buffer that can be realized using flip-flops, a look-up table, or internal BRAM memory. This gives the Visitor a lot of flexibility to derive alternative VHDL code taking advantage of specific elements of the target platform.

5 The Experiments

Our experimental results are obtained by evaluating the synthesizable VHDL code generated by Compaan/Laura for three computational intensive algorithms. The first one
is the *Sequence Alignment* algorithm [7] from the field of bio-informatics. Using the unfolding transformation provided by the MatTransform [8] tool box of Compaan, we generate three different networks. The application specific processor uses an IP core called *Match* that is composed of two adders and a comparator. The second algorithm is the implementation of the 2D-DCT function that is used in data compression algorithms such as MJPEG. In this case, we used the freely available 2D-DCT IP core from the Xilinx web site. The third one implements the QR factorization algorithm used in signal processing applications. It has two IP cores, *Vectorize* and *Rotate*, provided by QinetiQ, Ltd [10]. Table 1 shows the complexity of the input KPNs given by the number of processors and communication channels that has to be handled by the Laura tool. The complexity of the IP cores used to implement the application specific processor is given by the number of hardware multipliers and the pipeline depth used to implement the core.

**Table 1. The Process Network complexity**

<table>
<thead>
<tr>
<th>Experiment</th>
<th>No. of Processors</th>
<th>No. of Channels</th>
<th>Pipeline Stages</th>
<th>Multipliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence Alignment</td>
<td>7</td>
<td>13</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Seq. Alignment Unfold 2x2</td>
<td>10</td>
<td>40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Seq. Alignment Unfold 3x3</td>
<td>15</td>
<td>83</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2D-DCT</td>
<td>4</td>
<td>4</td>
<td>92</td>
<td>6</td>
</tr>
<tr>
<td>QR(Rotate, Vectorize)</td>
<td>5</td>
<td>18</td>
<td>55, 42</td>
<td>8, 8</td>
</tr>
</tbody>
</table>

For each benchmark algorithm, a description of the algorithm in Matlab was written and passed through Compaan and Laura. We verified the hardware in two ways. The first way is by simulating the generated hardware using a VHDL simulator and comparing the results to the output of the algorithm executed in the Matlab interpreter. The second way is by implementing the generated hardware onto our reconfigurable platform and comparing the results to the Matlab output. The VHDL simulator provided the total number of cycles needed to execute a given algorithm, as shown in the Cycles column of Table 2. We use the XST synthesizer and the Xilinx Foundation 5.1i tool to synthesize, place, and route the output of Laura. The clock delay and the total amount of slices needed to implement the networks onto a Virtex II-6000 are also provided in Table 2.

**Table 2. Experimental Results**

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Cycles</th>
<th>Clock delay (ns)</th>
<th>Used Slices</th>
<th>Used Area Virtex II-6000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence Alignment</td>
<td>865</td>
<td>16.030</td>
<td>1321</td>
<td>3%</td>
</tr>
<tr>
<td>Seq. Alignment Unfold 2x2</td>
<td>466</td>
<td>15.751</td>
<td>3127</td>
<td>9%</td>
</tr>
<tr>
<td>Seq. Alignment Unfold 3x3</td>
<td>293</td>
<td>18.511</td>
<td>5874</td>
<td>17%</td>
</tr>
<tr>
<td>2D-DCT</td>
<td>364</td>
<td>19.733</td>
<td>1610</td>
<td>4%</td>
</tr>
<tr>
<td>QR(N=7,T=21)</td>
<td>19181</td>
<td>24.390</td>
<td>11270</td>
<td>33%</td>
</tr>
</tbody>
</table>
To study the overhead introduced by our methodology in terms of cycle delays and area (i.e., used slices), we conducted a second experiment. In this experiment, we compare a single IP core with the same core embedded in a network. For a single IP core we determine its clock speed and area and compare this to the speed and area taken by the same IP core used in an application network. This gives an indication about the overhead introduced by our methodology. Table 3 shows the delays and the area used by the IP cores, the influence of communication on clock delay (Delay Overhead), and the used area (Area Overhead). We notice that for fine-grained core implementations the area needed to communicate data in a distributed way is dominant. For example, in case of Sequence Alignment, 20 times more area is needed than a stand-alone version of the Match IP core. The communication takes more than twice longer in terms of clock-delay than the stand-alone version, due to the routing of the hardware channels on the FPGA. The network of embedded coarse-grained cores, i.e., 2D-DCT, Vectorize and Rotate, introduce considerably less clock-delay than the network of embedded fine-grained cores, i.e., Match. The area overhead depends mainly on the network complexity in terms of channels used. See the difference in number of channels between 2D-DCT and QR in Table 1.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Working Processor</th>
<th>Clock Delay</th>
<th>Slices</th>
<th>Delay Overhead</th>
<th>Area Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence Alignment</td>
<td>Match</td>
<td>6.156</td>
<td>66</td>
<td>2×</td>
<td>20×</td>
</tr>
<tr>
<td>Seq. Alig. Unfold 2x2</td>
<td>4× Match</td>
<td>6.156</td>
<td>264</td>
<td>2×</td>
<td>11.8×</td>
</tr>
<tr>
<td>Seq. Alig. Unfold 3x3</td>
<td>9× Match</td>
<td>6.156</td>
<td>594</td>
<td>3×</td>
<td>10×</td>
</tr>
<tr>
<td>2D-DCT</td>
<td>2D-DCT</td>
<td>13.656</td>
<td>1365</td>
<td>1.4×</td>
<td>1.17×</td>
</tr>
<tr>
<td>QR</td>
<td>Vectorize, Rotate</td>
<td>15.862</td>
<td>3442</td>
<td>1.5×</td>
<td>3.27×</td>
</tr>
</tbody>
</table>

6 Conclusions and Limitations

In this paper, we have presented the Laura tool that implements our methodology to map KPNs generated by the Compaan tool onto a reconfigurable platform such as FPGAs. Although the tool generates only VHDL code, it can be reconfigured to generate other kinds of output, such as Verilog or SystemC. A number of experiments have been conducted for applications in the field of bio-informatics, image processing, and signal processing. The experiments show that we are able to derive fully automatically a hardware implementation from Matlab code. Because Laura implements Kahn Process Networks into hardware, it is well suited for stream-oriented applications. Laura is not suited to map control-dominated applications. To study the impact of the KPN model on the hardware realization, we investigated the trade-off between a stand-alone IP core and an integrated IP core. We found that for more coarse-grained IP cores, the presented methodology gives the best results.

A number of limitation can still be found in Laura. The first issue is that Laura can handle only FIFO communication between processors. High-level code transformations,
such as unfolding and skewing, can introduce out-of-order communication between processors [9]. In such case a FIFO can no longer be used in the communication between processes. Future work includes extending the communication components to include this out-of-order communication. The second issue is that Laura generates hardware implementations for non-parameterized KPN models, while Compaan is capable of deriving parameterized descriptions. Future work will focus on generating parameterized hardware networks. The third issue is that communication channels are not always used at their full capacity. We would like to collapse some of these channels onto one channel to share its hardware to reduce communication requirements.
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Abstract. In this paper we propose a design space exploration method targeting reconfigurable architectures that takes place at the algorithmic level and aims to rapidly highlight architectures that present good performance vs. flexibility tradeoffs. The exploration flow is based on a functional model to describe the architectures that the designer wants to compare. The paper mainly focuses on the projection step of our flow and presents an allocation heuristic that is based on communication costs reduction.

1 Introduction

The new telecommunication and multimedia applications need to have a reduction of actual systems on chip (SoC) power consumption and an increase of SoC flexibility. Although the evolutions of integration and design are more and more important, they are not sufficient to face these challenges. It is necessary to provide novel approaches that work at the system level to design more efficiently, and to target new technologies.

Reconfigurable architectures are becoming more attractive in terms of capacity, performances, low-power consumption and flexibility (through the possibilities of run-time reconfiguration and multi-granularity resources) [1][2]. They correspond to an efficient solution to the SoC challenge and will be unavoidable in a near future. But the design space of reconfigurable architectures is very large, because these architectures can be extremely heterogeneous in term of processing, memory and routing resources. Hence, it is very complex to find the best reconfigurable architecture for a panel of applications where each application can be dynamically configured on the architecture.

In order to help the designer it is necessary to develop tools that compare several architectures for different applications. We propose in this paper an original method of design space exploration for reconfigurable architectures that works at the algorithmic level.

The paper is organized as follows. Section 2 describes related work dealing with design space exploration methodologies. Section 3 describes major issues in design space exploration at the algorithmic level and section 4 presents our approach. Section 5 details the projection step. Section 6 gives some results for different reconfigurable architectures. Finally, section 7 concludes the paper and exposes future direction.
2 Related Work

Many research teams are focusing on reconfigurable architecture [1]. Some are working on design space exploration methodology in order to find the best architecture for a panel of applications.

Two ways are possible to explore reconfigurable architectures. The first one is to synthesize all the applications for the different target architectures, and to compare the overall performance results. In that case the results are very accurate, but it is necessary to have a specific synthesis tool for each architecture (which is not always available in the case of architecture exploration) or to use generic synthesis tools [3],[4]. However, synthesis steps use very complex algorithms, which conducts to a limited and slow exploration. Furthermore it is necessary to have a very good knowledge of the target architectures when using generic synthesis tools since it is necessary to provide them a model of the target architectures. Hence, this method is not really adapted for a large and rapid architecture exploration and is more dedicated to do some architecture refinement steps.

The second way is to perform estimations. In that case it is necessary to consider a generic architecture model to describe the different architectures to target. The objective is to make relative performance estimations (speed, power consumption and area) in order to compare very quickly different architectures. Although the estimations do not give necessarily real and accurate performance results, it is enough to compare architectures since the important point in that case is that estimations are faithful and an absolute error is not the major concern.

Both exploration methods require having an architecture model. It is possible to consider a physical model. Then it is necessary to know precisely the physical parameters of the architecture (technology, routing type and size, routing switch resources, clusters size, etc). Versatile Place and Route (VPR) tool, developed at the Toronto University, is a very interesting approach that works on a physical model [3]. VPR is a synthesis tool that works at the logic level and is oriented for island style fine-grained architectures (as FPGA). It is not suitable for coarse-grained architectures. It is also possible to model architecture with a functional model. Each element of the architecture is described by the functions it can execute. The functional model enables to describe a large panel of architectures and the description are technological independent. This model is used in the generic place and route tool for fine-grained reconfigurable architectures called Madeo-Bet [4] that works at the logic level.

VPR and Madeo-Bet are not the only tools that use an architecture model, but there are very representative. Both are FPGAs oriented, but other approaches target reconfigurable architectures. In [5] the design space exploration flow targets mesh architecture called KressArray - a fast reconfigurable ALU. The exploration tool, Xplorer works at the algorithmic level and aims to assist the designer in finding a suitable architecture for a given set of applications. This tool is architecture-dependent, but the use of fuzzy logic to analyze the results of the exploration is a very attractive approach.

[6] presents the design space exploration for the Raw Microprocessor as an example of a tiled architecture. The Raw Microprocessor is reminiscent of coarse-grained FPGA and comprises a replicated set of tiles coupled together by a set of
compiler orchestrated, pipelined, switches. Each tile contains a RISC-like processing core and SRAM memory for instructions and data.

3 Design Space Exploration Flow Principles

Design space exploration can be performed at different levels of abstraction in order to reduce progressively the number of solutions. More the abstraction level is refined more accurate results can be obtained since a lower number of solutions need to be considered.

At the algorithmic level the objective is to rapidly identify target architectures that present a high performance and versatility potential. To reach such a goal, design space exploration methods must promote the flexibility, the rapidity and the fidelity. Encouraging (i) the flexibility means that performance and versatility can be estimated for a wide variety of reconfigurable architectures, (ii) the rapidity enables to estimate performances without the time-consuming computation of programs such as Place & Route algorithms and (iii) the fidelity points out that the relative comparisons between two alternative architectures must be close to the relative errors that would be obtained after the synthesis steps even if there may be significant absolute errors in the performance estimation at the algorithmic level.

Another major concern is to promote the interactivity with the designer at all the abstraction levels in order to take benefit from his experience. Thus, the refinement process at a given abstraction level can be performed through several runs of the exploration method in order to converge progressively to an efficient mapping between the application and the architecture. Between several runs, the designer can improve the architecture model according to the previous results of the exploration. Once, the designer has selected some efficient architectures he can refine his results by decreasing the abstraction level and thus using more accurate architecture model and exploration tools.

In this paper we proposed a design space exploration method targeting reconfigurable architectures that addresses the previous highlighted principles. Our method is based on an estimation approach and takes place at the very first steps of the design flow since it works at the algorithmic level. A functional model is used to describe the target architectures since such model as proven its efficiency to characterize a wide variety of reconfigurable architectures [7].

4 Proposition of a Design Space Exploration Flow

The design space exploration flow that we propose is depicted on the left of the figure 1. The specification is provided in a high level language (C language) and is first translated into an intermediate representation - the HCDFG model. This model is a Hierarchical Control and Data Flow Graph allowing efficient algorithm characterization and exploration of complex applications including control flow and multi-dimensional data.

The first part of the flow (figure 1) is the System Estimation step [8][9], during which the application is characterized and scheduled. The results computed are
defined as **Costs Profiles** i.e., scheduling for all the resources used by the application and for different time constraints. The available processing and memory resources to perform the scheduling are defined in a file called **User Abstract Rules**.

**Relative Estimation**, the second step of the flow (figure 1), aims to estimate the application performances on several reconfigurable architectures. Relative Estimation gives designer information to improve progressively the architecture definition with several runs in the design exploration flow.

Fig. 1. The design exploration flow and an example of reconfigurable architecture that can be specified with the HF model.

### 4.1 Specification

The application is specified with the C language. Once it has been functionally validated, it is translated into an intermediate model, which is a Hierarchical Control and Data Flow Graph (HCDFG) [9][10]. For sake of simplicity we can say that an application is modeled with several DFG connected through control structures, hierarchy and dependence relations. An important characteristic of the HCDFG model is that processing and data are explicitly represented with nodes in the graph. This decomposition enables to emphasize the hierarchy and the potential parallelism of the application, which is an essential characteristic to perform an efficient algorithmic and architecture exploration.

### 4.2 System Estimation

System Estimation [8] consists in two steps; **Characterization** and **Scheduling**. During the Characterization step, the application orientation is analyzed through three axes - processing, control and memory. Specific metrics are used to find this orientation [9]. Once the application orientation has been exhibited the scheduling of the application is performed accordingly. For example, if the application is processing oriented, the processing resources are first scheduled and the memory resources are scheduled in a second step (the opposite if the application is memory oriented). The main objective of the System Estimation is to show up the intrinsic processing and memory parallelisms of the application and to give some guidance on how to build the architecture (pipeline, parallelism, memory hierarchy etc.). Further details on the system estimation step are beyond the scope of this paper. Interested reader can refer to [9].
4.3 Relative Estimation

Relative Estimation is linked with the System Estimation through the cost profiles. The cost profiles describe the scheduling results (for all the processing and memory operations) for different time constraints. These values characterize the application to be implemented.

This step is composed of three tasks: projection, composition and estimation that are performed sequentially. In order to evaluate an application on different architectures, it is necessary to specify the target reconfigurable architectures. For this, a functional model is used since such model is suitable for rapid relative comparison and is efficient to describe architectures at a high abstraction level. This model called HF model [7], enables to describe functionally the elements of the architecture and to represent different architectural styles and different architecture elements. Although, the routing resources are not explicitly described, they are taken into account in the estimation flow with connection costs in the HF model. There are two types of elements in the model: the hierarchical elements and the functional elements. The hierarchical elements are used to describe the architecture hierarchy. A hierarchical element can be composed of functional elements and other hierarchical elements. The functional elements are used to describe the architecture resources. They can be logical, input/output, memory and processing resources. An extension of the HF model exists to model tile-based architectures, where the communications between the tiles must be explicitly modeled [11]. Figure 1 (on the right) shows an example of architecture with several levels of granularity that can be modeled with the HF model.

Relative Estimation begins with the Projection step that makes the link between the functional needs (processing and memory) of the application and the available resources of the architecture. If a difference of resource granularity exists between the functional needs (from the application) and the available resources (in the architecture), the necessary resources can be split as fine-grained resources using a library called Technological Trees (the same method is used with the PipeRench reconfigurable architecture [12]).

The Composition step takes into account the application scheduling obtained during the System Estimation step in order to refine previous results. Since it is necessary to add resources dedicated to realize the scheduling like multiplexer, register or states machine. These additional resources are taken into account in the last step of the estimation process.

The Estimation step computes the global application performances on the selected architectures. The estimations take into account the static costs of the model (interconnect costs between two hierarchical elements and the costs of the functional elements), and the dynamic costs of the application (critical path, operator communications, memory reads/writes). The results of this step are gathered into a file where the application is characterized for the target architectures. Composition and estimation steps are not the topic of this article.
5 Projection Algorithms

In this section we focus on the projection step which is particularly important in the flow since it has a strong impact on the quality of the final estimated performances. The goal of this step is to allocate the resources of the architecture that will support the application operations (processing and memory). The allocation algorithms aim to assign in a same hierarchical level of the architecture the resources that communicate the most in order to reduce the cost overhead due to communications. In our model architecture hierarchy corresponds to routing topology. Communication costs are smaller inside a hierarchical element than between two hierarchical elements. More hierarchical levels are crossed by a communication higher is the communication cost.

Why focusing on communication costs for allocation algorithms? Studies on power repartition in fine-grain reconfigurable architecture like FPGA show that the major contribution to power consumption is due to routing resources (wires and switch). It is always better to reduce communication paths [13][14] since implementations are more energy efficient when wires are short and number of switches is low. The clock frequency can also be increased when communication paths are short since critical path is reduced.

In our approach we enhance the spatial locality between resources that most communicate. Different cost functions have been defined, to estimate the communication costs, which are computed in three algorithms that give respectively a lower and an upper bound and a mean value for the total communication costs.

Since our approach works at the algorithmic level it does not target a specific synthesis tool and does not consider an accurate physical architecture model. Hence instead of giving designers a single communication cost value that may present a significant absolute error due to backend synthesis algorithms and architecture refinement we propose to give them some bounds and an average value. Such approach as shown figure 2 enables designers to select architectures at the algorithmic level with the guaranty that the final performance will belong to the estimated performance interval.

Such approach also enables to give designer metrics on allocation algorithm impact. On the example (figure 2) the architecture C has a narrow performance interval so allocation algorithms will have a small effect on the final performance and low complexity algorithms can be considered. The architecture B has a large performance interval so allocation heuristics will have a strong impact on final performance and it might be important to consider better allocation algorithms.

Results of the relative estimation step provide designers resources utilization rate and estimations of communication costs. Based on these results designers can perform a first architectures performance comparison and remove architectures that present a poor synergy with the application (e.g. unadapted granularity) or too important communication costs.

![Fig. 2. Bound performance results.](image-url)
5.1 Average Communications Graph (ACG)

In order to make this projection, the first step builds, from the HCDFG model, a new graph with only processing nodes, i.e. a graph without memory node and control structure. The edges between two nodes represent the communications. This graph is then reduced in order to take into account the scheduling result, the final graph is called Average Communications Graph (ACG). This graph exhibits how each type of processing resources communicates with the other types of processing resources. This graph is used during the projection step to enhance the spatial locality of communicating resources. In the ACG each edge represents the communications between two types of processing nodes.

![Diagram showing the transformation of the processing graph into an ACG](image)

**Fig. 3.** Transformation of the processing graph (1) into ACG (2), and the generic projection algorithm

Figure 3 shows on a simple example how to transform a processing graph in an ACG. In the ACG, each node corresponds to a type of processing resources. In our example the type of the processing resources correspond to a letter (a, b, c or d). Several differences exist between the two graphs. The ACG is realized after the processing graph scheduling. There are fewer nodes in the ACG than in the processing graph, since the ACG has only one node for one type of processing resource. Its edges are not oriented, the communications are take into account in all directions. Several attributes are added in the ACG to better describe the communications inter-node.

The number in brackets beside a node is the number of operators that the scheduling has allocated (see section 4.3). The boldface number beside an edge is the total number of communications between two processing types. In order to know what pair of nodes communicates the most, it is necessary to compute the relative number of communications between two processing types. This value is obtained with the following expression:

\[
RelativeComm_{Op1-Op2} = \frac{TotalComm_{Op1-Op2}}{NumberOp1 + NumberOp2}
\]

Where \(RelativeComm_{Op1-Op2}\) is the relative number of communications, \(TotalComm_{Op1-Op2}\) is the total number of communications, \(NumberOp1\) and \(NumberOp2\) are the
numbers of allocated operators of each type. It is very fast to build the ACG from the HCDFG of the application. The ACG is the input of the projection algorithms.

5.2 Generic Projection Algorithm

The projection step makes the link between the necessary (application) and the available (architecture) resources with the challenge that the most communicating resources must be assigned in a same hierarchical level of the architecture. Figure 3 shows the proposed algorithm. The algorithm begins with the ACG, and the first step searches in the graph the pair of nodes that communicates the most. This step searches the edge with the highest relative value.

When a pair of nodes is determined it is necessary to know if the two types of processing node can be implemented by functional elements in a same hierarchical element. If the two nodes are compatible, they are assigned to the hierarchical element, and they form a new node, a composite node. This composite node has as parameter the processing types of the two previous nodes. Since the ACG has a new node, it is not the same graph, so it is necessary to re-computed all this edge values and make all the necessary transformations due to the composite edge presence. To do this, we use three algorithms that give respectively a lower and an upper bound and a mean value for the total communication number. These algorithms are detailed in the paragraphs 5.3, 5.4 and 5.5. Each of them gives the total number of communications in the architecture to support the application.

If, after the search of the main edge, the pair of nodes is not compatible, the search re-starts with other nodes. If all the ACG edges have already been selected, and if any pair of nodes is compatible (it is not possible to implement it in functional elements in a same hierarchical element), then the projection algorithm stops.

To compute the communication costs a communication costs model that is based on the architecture hierarchy must be considered. A communication between two hierarchical elements does not represent the same cost than a communication in a single hierarchical element. More details are given in the section 5.6.

5.3 Min Algorithm (Lower Bound)

To illustrate the execution of the min algorithm, figure 4 shows with a very simple example the different steps of computation. The modifications of the architecture are presented on the right side of the figure. The architecture has two hierarchical levels (represented by two hierarchical elements H1 and H2). The hierarchical element H2 has three functional elements, one functional element can realize one multiplication and the two other functional elements can realize one addition or one subtraction (depends on the configuration). During the process the functional elements are progressively allocated (in grey). On the left side of the figure the modifications of the ACG during the process are detailed. At the beginning of the process, the ACG has no composite node. At each step one composite node is created by merging two nodes, and all the ACG edge values are re-compute to take into account the new composite node.
The strategy of the min algorithm is to consider that if two operators of distinct processing types can be assigned in a same hierarchical element, they will perform all communications between all the nodes of both processing types. It is the reason why in the start of the algorithm no edge is created between the new composite node (that decribe a hierarchical realization) and one of the two nodes that communicate the most. For the example of the figure 4, the node multiplier and the node subtracter shape the pair of nodes that communicates the most (the relative value of the edge between this pair of node is the higher of the ACG). So in the second step of the algorithm, a composite node is created with two operations; one multiplication and one subtraction. The numbers (in brackets) of allocated operator multiplier and subtracter are decremented. The edge between the pair of nodes is deleted but this value (20) is transformed into internal communications of the new composite node. However if another node has some communications (i.e. an edge) with one of the two previous nodes, then this node has an edge with the new composite node, and it preserves its other edges but with new values. It is the case of the node adder in the example of the figure 4.

The process stops when it is not possible to merge nodes. When the process ends, the communication cost is computed. In this example, the cost to communicate between two hierarchical elements H2 (in the H1 element) is 0.2, and the cost to communicate in a H2 element is 0.1. With this algorithm most communications are executed in composite nodes. As the communication costs in composite nodes are low (because there is not communication across several hierarchical levels) the total cost of communication will represent a lower bound.

5.4 Max Algorithm (Upper Bound)

As in the case of the min algorithm, figure 4 shows with the same example the different steps of computation. The strategy of the max algorithm is to consider that...
all operators communicate uniformly. When a composite node is created with a pair of nodes (that communicates the most in the ACG) two edges are created between the new composite node and the pair of nodes. The communications are uniformly distributed between the two edges value and inside the new composite node. With this algorithm the communications are uniformly executed between the different hierarchical elements, which corresponds to an upper bound. In that case the allocation algorithm do not take benefit from the architecture hierarchy, hence, the communication costs correspond to maximum costs.

5.5 Mean Algorithm (Mean Value)

Figure 4 shows for the same example the different steps of computation. The idea of the mean algorithm is to consider that two operators in a same hierarchical element must communicate more than two operators in two different hierarchical elements. The number of communication in a composite node, is the maximum communication value between two nodes. That is the reason why the MIN function is used to determine the internal communications in the new composite node.

We can see on the figure 4 that contrary to the min and max algorithms, with the mean algorithms, the two first created composite nodes are with one multiplier and one subtracter, that is most appropriated to this application. But as this example is very simple, when the communication costs are compute, the result is the same with the mean that with the min algorithm. But with a bigger application it is not the case as we can see in the section 6.

5.6 Communication Costs

On figure 3, the final step of the projection algorithm uses a communication costs model to compute the total communication cost. This model describes the costs to perform a data transfer in a hierarchical element and between several hierarchical elements. These costs depend on the routing topologies (mesh, segmented base, hierarchical, etc) and on the routing resources (channel of wires, bus, crossbar, etc). A survey of interconnects architectures for reconfigurable architecture is done in [15]. In our approach these costs are relative since we want to compare two architecture styles instead of giving an absolute performance value. However, if the designer has a good knowledge of the target architecture, precisely costs can be considered.

Once the communication costs are determined, it is necessary to compute the number of communication between each hierarchical element in function of the graph result (result of one of the three previous algorithms). The total communication cost is given by the following expression:

\[
CommCost = \sum_{i} \left( \sum_{j} C_{ij} \right) \times k_i
\]

Where there are \( n \) hierarchical elements in the target architecture. The total number of communication in the element \( i \) is the sum of communication \( C_{ij} \) inside each of the \( m_i \) hierarchical element \( i \). The cost for one communication in the hierarchical element \( i \) is \( k_i \). In this expression the first sum with the \( i \) index allows to scan all the
architecture hierarchical elements. The second index \( j \) allows to sum all the communication inside each hierarchical element \( i \).

6 Application and Results

The one dimension Lee-DCT, a typical application of video compression [16], has been chosen to exhibit the exploration process and its ability to compare several architectures. Figure 5 presents the processing graph and the ACG for this application. The processing scheduling during the system estimation step has given four multipliers, four subtracters and three adders to perform this application. Four architectures have been targeted during the projection step, with different hierarchical levels, and cluster sizes (number of functional elements for a hierarchical element). Figure 5 depicts it.

The results of the projection step is the total number of communications between resources weighted by the costs to communicate between hierarchical elements (communication costs model). For the considered architectures the communication costs model is the following (for the example of architecture A): Cost of communication internal \( H2 = 0.1 \), cost of communication \( H2 \) to \( H2 = 0.2 \), cost of communication \( H2 \) to \( H1 = 0.3 \)

Results are given in figure 6. They highlight several interesting elements. Architectures A and B are better for this application than architectures C and D, since in the application the base structure is a MAC so it is necessary to have in a same hierarchical element the possibility to assign one multiplier, one adder and one subtracter.

We can notice that the results are close between the MIN and the MAX algorithm for the architecture C and D. Since these architectures have a limited exploration potential for this application, so the allocation will not have a strong impact on the final performances.

The last row of the table gives the utilization rate of functional elements in the architecture. Although the A architecture is better to reduce communication costs, it has not a high functional element utilization rate. The A architecture is larger than the
other architectures, so its static power consumption is higher than the other architectures. With the utilization rate information, we can see that B architecture is a good tradeoff between communication cost reduction vs. functional element utilization rate.

In order to show the ability of our approach to make architecture exploration, we have computed the mean communication cost for architectures A and B with several numbers of hierarchical elements H2 in the hierarchical H1. We can see, on figure 6, that the larger is the cluster H1, the better is the communication cost. Indeed if H1 has many H2, local communications are promoted. This experiment show how is easy to explore some architecture characteristics.

<table>
<thead>
<tr>
<th>architecture</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN</td>
<td>4.5</td>
<td>4.5</td>
<td>11</td>
<td>7.6</td>
</tr>
<tr>
<td>MEAN</td>
<td>6</td>
<td>6.5</td>
<td>11.3</td>
<td>7.9</td>
</tr>
<tr>
<td>MAX</td>
<td>9.2</td>
<td>9.45</td>
<td>11.6</td>
<td>8.2</td>
</tr>
<tr>
<td>USE</td>
<td>68.7%</td>
<td>91.6%</td>
<td>91.6%</td>
<td>91.6%</td>
</tr>
</tbody>
</table>

Fig. 6. Table of projection algorithms results, and curves of exploration of cluster size.

7 Conclusions and Future Work

In this paper we have presented a rapid allocation algorithm that takes into account the communications between application’s operations. This algorithm uses the hierarchical view of the target architecture that is modeled with a functional model. Communication costs are taken into account with a communication cost model that depends on the routing structure in the target architecture. This algorithm is part of a design exploration flow that works at the algorithmic level and enables to compare quickly several reconfigurable architectures.

This approach which has been integrated in the codesign environment Design Trotter [8], enables to explore a large design space at an early stage of the design cycle and to characterize each solution in terms of area versus delay. Future work will complete the design exploration flow development and test it on a tile-based architecture [11].
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Abstract. The control, signal and image processing applications are complex in terms of algorithms, hardware architectures and real-time/embedded constraints. System level CAD softwares are then useful to help the designer for prototyping and optimizing such applications. These tools are oftently based on design flow methodologies. This paper presents a seamless design flow which transforms a data dependence graph specifying the application into an implementation graph containing both data and control paths. The proposed approach follows a set of rules based on the RTL model and on mechanisms of synchronized data transfers in order to transform automatically the initial algorithmic graph into the implementation graph. This transformation flow is part of the extension of our AAA (Algorithm-Architecture Adequation) rapid prototyping methodology to support the optimized implementation of real-time applications on reconfigurable circuits. It has been implemented in SynDEx¹, a system level CAD software tool that supports AAA.

1 Introduction

The increasing complexity of signal, image and control processing algorithms in embedded applications requires high computational power to meet real-time constraints. This power can be achieved by high performance mixed hardware architectures built from different types of programmed components (RISC or CISC processors, DSP...) to perform high level tasks and/or specific components (dedicated boards, ASIC, FPGA,...) used to perform efficiently low level tasks such as signal and image processing and devices control. Implementing these complex algorithms on such distributed and heterogenous architectures while verifying the severe real-time constraints is generally a difficult and complex task. This explain the need for dedicated high level design environment based on efficient system-level design methodology to help the real-time application designer to solve the specification, validation and synthesis problems [1].

¹ http://www-rocq.inria.fr/syndex
In order to cope with these increasing needs, we have developed the AAA rapid prototyping methodology [2] which helps the real-time application designer to obtain rapidly an efficient implementation of his application algorithm on his heterogeneous multiprocessor architecture and to generate automatically the corresponding distributed executive. This methodology is based on an unified model of factorized graphs [3], as well to modelize the applicative algorithm and the multicomponent architecture, than to deduce the possible implementations in terms of graphs transformations.

Based on this model, we have extended the AAA methodology to support the implementation of real-time applications on reconfigurable circuits. This extension uses a single factorized graph model, from the algorithm specification down to the architecture implementation, through optimizations expressed in terms of defactorization transformations applied to the algorithmic graph [4]. This optimization aims to satisfy the real-time constraints while minimizing the required hardware resources. In prospect, this extension is expected to allow the AAA methodology to be used for optimized hardware/software codesign.

In this paper, we focus on the rules used to synthesize both the data and the control paths of the circuit corresponding to an algorithm specified as a factorized data dependence graph. It is known that control path synthesis is more difficult to carry out than data path synthesis. We show here that it is possible to synthesize the control path in a secure and systematic way by using a technique of data transfers synchronization based on the RTL model. This approach allows us to carry out an automatic generator of synthesizable VHDL in a simple way. The remainder of the paper is organized as follows: in the next section, we briefly present the transformation flow used by our extented methodology to automate the hardware implementation process of an application algorithm on reconfigurable circuits. In section 3, we present the factorized data dependence graph model used to specify the application algorithm. As critical portions of control, signal and image processing algorithms often consist of regular computations generally expressed as nested loop, we will use a motivating example of matrix-vector product to illustrate the proposed transformation design flow. Section 4 gives rules to automate the synthesis of data and control paths extracted from the algorithm specification while the principles of optimization by defactorization are shown in section 5. We also show in section 6, the results of the implementation of the matrix-vector product algorithm onto a Xilinx FPGA following these rules. Finally, we conclude and discuss future work in section 7.

2 AAA Methodology for Circuits

Given an algorithm graph $G_{al} = (O, D)$ specifying the application, we transform it to an implementation graph $G_{im} = (O'', D'')$ following a set of graphs transformations as described in Fig.1. This seamless transformation flow is composed of the generation of the data-path graph $G_{dp} = (O''_1, D''_1)$ and the control-path graph $G_{cp} = (O''_2, D''_2)$ ($G_{im} = G_{dp} \cup G_{cp}$). Data-path transformations are quite simple, but control-path transformations are not trivial and require
to build first a neighborhood graph \( G_{ng} = (O', D') \). Finally the implementation graph containing both data and control graphs is then characterized in order to estimate time and area performance. If the deduced implementation does not meet the user specified constraints, we apply a defactorization process in order to reduce the latency by increasing the hardware resources. Since there is a large number of possible defactorized implementations with different characteristics (FPGA area required, latency,...) among which we need to select the most efficient one, we need to use heuristics guided by their cost function. Finally, the VHDL code corresponding to the optimized FPGA implementation is generated.

3 Algorithm Model

The algorithm specification is the starting point of the process of hardware implementation of an algorithm application onto an architecture. According to the AAA methodology, the algorithm model is an extension of the directed data dependence graph (direct acyclic hypergraph DAG), where each node models an operation (more or less complex, e.g. an addition or a filter), and each oriented hyperedge models a data, produced as output of a node, and used as input of an other node or several other nodes (data diffusion). The extended model provides specification of loops through factorization nodes (fork, join, iterate, diffuse), leading to an algorithm model called Factorized Data Dependence Graph (FDDG) [3]. This algorithm graph may be specified directly by the user or it may be generated from high level specification languages such as the synchronous languages (Esterel, Signal,...), which perform formal verifications in terms of events ordering in order to prevent dead-locks [5].

3.1 Factorized Data Dependence Graphs Model

As described in [3], an algorithm specification contains regular parts (repetitive subgraph) and non-regular parts. In fact, these spatial repetitions of operation patterns (identical operations that operate on different data) are usually reduced by a factorization process to reduce the size of the specification and to highlight its regular parts. Graph factorization consists in replacing a repeated pattern,
- slow-downstream: "slow" side of a consumer \( FF \);
- fast-upstream: "fast" side of a producer \( FF \);
- fast-downstream: "fast" side of a consumer \( FF \);
- slow-upstream: "slow" side of a producer \( FF \).

**Fig. 2.** Node of neighborhood graph for a frontier \( FF \)

i.e. a subgraph, by only one instance of the pattern, and in marking each edge crossing the pattern frontier with a special “factorization” node, and the factorization frontier itself by a dashed line crossing these nodes. The type of the factorization node depends on the way the data are managed when crossing a factorization frontier, it may be: a Fork node \( 'F' \) (array partition in as many subarrays as repetitions of the pattern), a Join node \( 'J' \) (array composition from results of each repetition of the pattern), a Diffusion node \( 'D' \) (diffusion of a data to all repetitions of the pattern) or an Iterate node \( 'I' \) (data dependence between iterations of the pattern).

Note that from the algorithm specification point of view, the factorization reduces only the size of the specification, without any modification of its semantics. However, from the implementation point of view, the factorization describes also in intention all the possible implementations, from the entirely parallel one to the entirely sequential one, with all the intermediate cases mixing both sequential and parallel. Obviously, each of these implementation will have different characteristics in terms of area and response time.

### 3.2 Neighborhood Graph

Every factorization frontier may be a consumer (located downstream) or/and a producer (located upstream) relatively to another frontier according to the data dependences relating them. Two frontiers are neighbors if there is at least one relation of direct dependence that does not cross a third frontier.

Based on these neighborhood relations between the factorization frontiers, we build a neighborhood graph denoted \( G_{ng} = (O', D') \). The nodes \( o'_{Fi} \in O' \) of such graph represent the factorization frontiers and the oriented edges \( d'_i = (o'_{Fi}, o'_{Fj}) \in D' \) represent the data flow between factorization frontiers. The edge orientation describes the consumption/production relation: an edge starts at a producer \( (o'_{Fi}) \) and ends at a consumer \( (o'_{Fj}) \).

In the case of a sequential implementation, every factorization frontier, called \( FF \), separates two regions, the first one called "fast", being repeated relatively to the second one, called "slow". These slow and fast sides of a frontier are due to the difference of data rate on each side of the factorization frontier. Every node of the neighborhood graph is then subdivided in four parts (see Fig.2).

This neighborhood graph, deduced automatically from the algorithm graph (FDDG), is used during the implementation in order to establish the control relationships between frontiers.
3.3 Example: Specification of MVP (Matrix-Vector Product)

We now use a Matrix-Vector Product example (MVP) to illustrate the algorithm model of specification and its use for the building of the neighborhood graph. So the MVP of one matrix \( A \in \mathbb{R}^{m \times n} \) by a vector \( B \in \mathbb{R}^n \) gives a vector \( C \in \mathbb{R}^m \), and can be written in a factorized form as follows:

\[
C = \left[ \sum_{j=1}^{n} a_{ij} b_j \right]_{i=1}^{m}
\]

This equation allows us to obtain the graph corresponding to the algorithm specification of the factorized MVP (Fig. 3). The interface with the physical environment is delimited by input (\( F_A^\infty \) et \( F_B^\infty \)) and by output (\( J_C^\infty \)). It corresponds to the factorization frontier of the infinitely repeated pattern of the graph (\( FF_1 \)) since we deal with reactive applications that interact infinitely with the physical environment. The square brackets \([ \ ]_{i=1}^{m}\) correspond to a second frontier (\( FF_2 \)), delimited by factorization nodes of a finitely repeated pattern. This frontier selects the \( m \) lines of the matrix \( A \) (\( F_21 \)), diffuses the vector \( B \) (\( D_21 \)) and collects the result vector \( C \) (\( J_{21} \)). The functor \( \sum_{j=1}^{n} \) corresponds to a third frontier (\( FF_3 \), also delimited by factorization nodes of a second finitely repeated pattern. This frontier selects the \( a_{ij} \) elements of the \( i \)th line of the matrix \( A \) (\( F_31 \)) and the elements \( b_j \) of the vector \( B \) (\( F_32 \)) and it supplies the result of the sum of products between \( a_{ij} \) et \( b_j \) for every line of matrix \( A \) (\( I_{31} \)). The “slow” and “fast” sides of each frontier are labeled “s” and “f”, respectively.

The neighborhood graph between factorization frontiers, obtained from the factorized data dependence graph specifying the MVP algorithm, is shown in Fig. 4. Because the factorization frontier \( FF_1 \) is infinite, it does not have neighbor on its ”slow” side which corresponds to the physical environment. \( FF_1 \) is, at the same time, a producer (edges \( A \) and \( B \)) and a consumer (edge \( C \)) compared to \( FF_2 \). \( FF_2 \) is also a producer (edges \( A_i \) and \( B \)) and a consumer (edge \( C_i \)) compared to \( FF_3 \). \( FF_3 \) is a producer and a consumer, compared to itself through the arithmetic operations \( mul \) and \( add \).
4 Circuit Synthesis from a Neighborhood Graph

High-level circuit synthesis transforms a high-level behavioral specification into a register-transfert-level implementation (RTL) [6]. The resulting RTL design containing both the data path and control path can then be synthesized using logic synthesis tools that map components such as adders, multipliers,... to gates, perform optimization and finally generate the netlist of the final design. The automation of this synthesis process reduces significantly the development cycle of the circuit, and allows the exploration of different hardware implementations, seeking for an efficient compromise between area and response time of the circuit. Afterward we will present the rules used to automatically generate the data path (denoted by $G_{dp}$) and the control path (denoted by $G_{cp}$) of the circuit, from the factorized data dependence graph $G_{al}$ and the neighborhood graph $G_{ng}$.

4.1 Data Path Synthesis

The hardware implementation of operations consists in providing for every node ($o_i \in O$) of the algorithm graph $G_{al} = (O, D)$ a matching operator ($o''_{op_i} \in O''_1$) (by instanciating the corresponding component of a VHDL library). The matching operator is a logic function in the case of an operation node, or it is composed of a multiplexer and/or registers in the case of a factorization node (F is implemented by a multiplexer, J by a demultiplexer with a memory array, I by a register with initialization value,..). The hardware implementation of the data dependences between operations consists in providing, for each edge ($d_i \in D$) of the $G_{al}$, a matching connection ($d''_i \in D''_1$ ) between the corresponding operators. The resulting graph $G_{dp}$ of operators ($O''_1$) and their interconnections ($D''_1$) composes the data path of the circuit.

4.2 Control Path Synthesis

The control path corresponds to the logic functions that must be added to the data path, in order to control the multiplexers and the transitions of the registers composing the factorization operators. It is then obtained by data transfer synchronization between registers. However, two conditions must be satisfied to allow a register to change state: the new upstream data to the register must be stable, and all downstream consumers of the register must have finished the use of previous data. If moreover upstream data of a circuit comes from various producers with different propagation time, it is necessary to have a synchronized circuit. This synchronization is possible through the use of a request/acknowledge communication protocol. Consequently, the synchronization of the circuit implementing the algorithm is reduced to the synchronization of the request/acknowledge signals of the set of factorization operators.

These operators are gathered in factorization frontier and their data consumption and production are done in a synchronous way at the level of the frontier. We propose then a control system where each factorization frontier will have its own control unit. This delocalized control approach allows the CAD
tools used for the synthesis to place the control units closer to the operators to control rather then a centralized control approach.

**Control Unit:** As mentioned above, each factorization frontier has upstream and downstream relations on both sides, “slow” and “fast”. The relations between upstream/downstream and request/acknowledge signals on both sides of a frontier are implemented by the “control unit” of the factorization frontier (Fig.5). This control unit contains a counter $C$ with $d$ states (corresponding to the $d$ factorized repetitions) and an additional logic function in order to generate, in the one hand the communication protocol between frontiers (the slow and fast request and acknowledge signals at the upstream and downstream sides), and in the other hand the counter value $cnt$ and the enable signal $(en)$, that control the frontier operators. The counter value $(cnt)$ controls the frontier operators: $F$, $J$ and $I$. The enable signal $(en)$ determines the clock cycles where the registers of the frontier operators ($J$, $I$, $F^{\infty}$”sensor”, $J^{\infty}$”actuator”) will change state. Note that, the signal $(init)$ resets the counter while the signal $(end)$ indicates that the counter is in its last state $(d-1)$.

All the other signals are the request $(r)$ and acknowledge $(a)$ signals generated by the frontier(s) located upstream or diffused to the frontier(s) located downstream. They are separated in two groups: those which relate to the frontier(s) located on the ”slow” side and those which relate to the frontier(s) located on the ”fast” side, corresponding to the four parts of the control unit: slow-upstream $(su)$, slow-downstream $(sd)$, fast-upstream $(fu)$ and fast-downstream $(fd)$.

Thus, the control path, modeled by the graph $G_{cp} = (O''_2, D''_2)$, is mainly composed of the set of control units associated to the corresponding factorization frontiers. These control units are then inter-connected in an automatic way based on relationships between the factorization frontiers deduced from the neighborhood graph. In this control path graph, the nodes $o''_{UC_i} \in O''_2$ correspond to the control units and the edges $d''_{UC_i, UC_j} \in D''_2$ correspond to the request signals transmitted between the control units. The acknowledge signals are transmitted, in the opposite direction of the associated request signals, between the same control units. When several signals occur at the same input of a control unit, the conjunction is performed by a logical gate AND.

5 Implementation Optimization: Principles

As previously mentioned, the optimized implementation of a factorized algorithm graph onto an application specific integrated circuit or a FPGA, is formalized in terms of graph transformations, i.e defactorization. When we defactorize a graph we expect to reduce the latency by increasing the number of hardware resources. Thus, the implementation space, which must be explored in order to find the best solution, is composed of all the possible defactorizations of a factorized algorithm graph. For instance, for a given algorithm graph with $n$ frontiers, we have at least $2^n$ defactorized implementations. Moreover, each frontier can
be partially defactorized: a factorization frontier of \( r \) repetitions can be decomposed in \( f \) factorization frontiers of \( r/f \) repetitions. Consequently, for a given algorithm graph, there is a large, but finite, number of possible implementations which are more or less defactorized, and among which we need to select the most efficient one, i.e which satisfies real-time constraints (upper bound on latency), and which uses as less as possible the hardware resources, logic gates for ASIC and number of Configurable Logic Blocks CLB for FPGA. This optimization problem is known to be NP-hard, and its size is usually huge for realistic applications. This is why we use heuristics guided by their cost function, in order to compare the performances of different defactorizations of the specification. These heuristics, using tricks related to practice, allows us to explore only a small subset of all the possible defactorizations into the implementation space. These cost functions take into account the characteristics of an implementation: hardware resources required (number of gates or CLBs) and latency [3].

6 Example: Synthesis of MVP Implementation on FPGA’s Circuit

The Fig.6 represents the hardware implementation of the factorized MVP corresponding to the algorithm specification given in Fig.3. The data path is composed of the factorization frontier operators \( (F_{i,j}, D_{i,j}, J_{i,j} \) and \( I_{i,j} \)) and of the combinatorial operators \( \text{mul} \) and \( \text{add} \) delimited by a dotted box. The control path is composed of the control units \( UC_1, UC_2 \) and \( UC_3 \), and of the control signals \( r \) (request), \( a \) (acknowledge), \( cnt \) and \( en \). The interconnections between the request and acknowledge signals, is based on the relationships between the factorization frontiers, namely the neighborhood graph (Fig.4) built from the algorithm graph.

In Fig.7 we present the hardware implementation of a defactorized solution corresponding to the partial defactorization of the frontier \( FF_2 \) by a factor of 2. The \( FF_2 \) frontier has been replaced by two frontiers \( FF_{2a}, FF_{2b} \) being repeated \( m/2 \) times (\( m \) : factor of repetitions of \( FF_2 \)). The factorization frontier \( FF_3 \) remain unchanged but it has been duplicated \( FF_{3a}, FF_{3b} \) due to the partial defactorization of \( FF_2 \). The data path is then composed of the factorization frontier operators, the combinatorial operators delimited by dotted boxes and of the operators \( X_1 \) (array-decomposition operation), \( M_1 \) (array-composition operation). The control path is composed of the control units \( UC_1, UC_{2a}, UC_{2b}, UC_{3a} \) and \( UC_{3b} \). The synchronisation of frontiers \( FF_{2a}, FF_{2b} \) is assured by the AND gate at the upstream request and the downstream acknowledge of \( UC_1 \).

Tab.8 shows the synthesis result of the generated VHDL code of hardware implementation of MVP (\( 6 \times 6 \) matrix and 6 elements vector, coded on 3 bits) onto a Xilinx FPGA XL4000XL-3 4005xIPC84, using the CAD tool Leonardo Spectrum 2003, developed by Exemplar Logic Inc.. The implementation results are presented in function of, the area (hardware resources: number of CLBs), the number of clock cycles required by the algorithm execution, the maximum frequency of operators in \( MHz \), and finally the latency in \( ns \).
7 Conclusion and Future Work

We have shown that from an algorithm specification based on a factorized data dependence graph model it is possible to generate automatically a hardware implementation onto an FPGA circuit, employing a set of rules for the data path and the control path synthesis. The delocalized control approach presented in this paper allows the CAD tools used for the synthesis to place the control units closer to the operators to control rather then a centralized control approach. We validated this seamless graph based design flow on several examples of low-level image processing applications that includes interesting cases of data factorization like: mean filtering [4], edge detector operators (sobel, deriche [7], ...).

This work is part of the extension of the AAA methodology implemented in the software tool SynDEx to support implementation onto reconfigurable circuits. Basically, AAA/SynDEx for multiprocessors, allows to generate automatically the dead-lock free executive for the optimized implementation of the given algorithm onto the specified multiprocessor architecture [8].

The principles described in this paper allowed us to carry out an automatic generator of structural synthesizable VHDL for mono-FPGA (one FPGA) architectures, that has been added to SynDEx [9]. The generated VHDL code which
<table>
<thead>
<tr>
<th>Implementation</th>
<th>Area (CLB)</th>
<th>Nb. cycl.</th>
<th>Freq. (MHz)</th>
<th>Lat. (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factorized Spec.</td>
<td>76</td>
<td>36</td>
<td>12.4</td>
<td>2916</td>
</tr>
<tr>
<td>Part. defac. by $FF_2$</td>
<td>99</td>
<td>18</td>
<td>13.5</td>
<td>1332</td>
</tr>
<tr>
<td>Fully. defac. by $FF_2$</td>
<td>168</td>
<td>6</td>
<td>14.3</td>
<td>420</td>
</tr>
<tr>
<td>Part. defac. by $FF_3$</td>
<td>92</td>
<td>30</td>
<td>10.8</td>
<td>2790</td>
</tr>
<tr>
<td>Fully. defac. by $FF_3$</td>
<td>79</td>
<td>6</td>
<td>9.0</td>
<td>660</td>
</tr>
<tr>
<td>Fully. defactorized</td>
<td>234</td>
<td>1</td>
<td>11.4</td>
<td>87</td>
</tr>
</tbody>
</table>

These results represent some possibilities implementations explored by the optimization heuristic by partial defactorization (as described in [4]) of the initial factorized implementation. Note that these defactorized solutions allow to reduce the latency of the implementation, but they increase the number of required hardware resources (CLB).

These results correspond to the optimized FPGA implementation obtained by successive defactorizations of the factorized algorithm graph, is then used by a CAD tool in order to generate the netlist needed for the FPGA configuration.

Currently we are working on the control involved by the conditioning in the algorithm specification, in addition to the control involved by repetition of operation. After that we plan to extend the proposed methodology to the case of multi-FPGAs architectures. To support such architectures, the optimization heuristic will address both defactorization and partitioning issues.

**Fig. 8.** Optimization results for the implementation of MVP onto FPGA
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Abstract. Adaptive real-time systems are often typically considered by design engineers to be a solely digital preserve. However, in recent years analogue technologies such as the Field programmable Analogue Array (FPAA) have been developed to support real-time reconfiguration. These technologies can offer an analogue platform for a vast number of applications requiring adaptive processing and form the subject of this paper. Although in terms of their technology and software/algorithmic support, FPAs are still in the relative infancy compared with digital techniques, we aim to show their advantages and how present devices can be exploited in real-time applications.

1 Introduction

The application of adaptable devices has migrated from the prototyping stages of design, into the final commercial architectures of real-time systems. This is particularly so, within the field of communications where flexible systems such as Software Defined Radio (SDR), require the ability to support of multiple-standards and protocols. Modern design techniques and the demand for fast time-to-market products have driven the development of reconfigurable devices. These devices can, and have been used in very diverse products, both in the development stage and within the finished article. Until recently these flexible devices have materialized predominately within the digital domain. But now analogue circuitry has achieved the adaptability required, by using FPAs. This paper discusses the challenges faced by both FPAA device designers and end users.

2 Real-Time Requirements of FPAA-Based Systems

There are a number of real-time applications, which would benefit greatly from the flexibility of FPAA devices. The key application for this research is the use of these devices within real-time communication systems. Such systems require that; any reconfiguration of its current processing architecture should be carried out with minimum disruption to the data flow. This is very challenging as the buffering of data is not always an option. In order to meet the system performance criteria the reconfiguration of the devices needs to be as fast as possible with minimal degradation to the implementation. Often the algorithms used to ensure a high
performance implementation can hinder the speed in which the device can be configured. This presents an argument for more application specific architectures in order to minimize the analysis of place and route options, thus moving toward tuning a circuit to suit the new requirements rather than having an architecture that can be completely changed. Another alternative would be to use parallel circuits within a single device using redundant resources. This method would ensure that the replacement circuit could be placed and routed carefully before removing the previous circuit from the data path.

Current and Chu have presented a new maintenance approach for increasing the reliability of analogue ICs by the direct self-calibration and built-in self-test of off line replacement sub-circuits for an analogue function block, and the commutation, switching, of replacement sub-circuits into the signal path without disruption of the analogue signal path or any loss of analogue functionality. The commutation scheme connects the replacement sub-circuit in parallel with the active sub-circuit to be replaced before it is removed. The new commutation control signal switching edge is carefully designed to minimize “clock” feed-through noise. The strategy for on-chip analogue function maintenance is to create analogue functions with adjustable figures of merit, test and adjust (calibrate) redundant functional blocks while they are off-line, and replace on-line active functional blocks with calibrated redundant blocks when desired. Steps required in the use of the strategy are to select an analogue function that is to be maintained on-chip, define the figures of merit that indicate acceptable performance, coalesce figure-of-merit-adjustment circuitry with the analogue function, create the necessary on-chip excitation and measurement circuitry, create circuitry for delivery off-chip of the analogue test results of digital indications of the test results [1].

The use of parallel devices to support seamless reconfiguration may seem like an expensive approach in terms of power consumption, PCB real estate, and cost. But in fact, when using a filter implementation to compare analogue and digital reconfigurable solutions [2], using two analogue devices consumes less power, PCB real estate, and costs less than using one FPGA. Often with smaller FPGAs only one filter can be implemented on a device. So we have a trade-off between the digital’s implementation accuracy and software support and the analogue’s power efficiency, smaller size, reduced cost and lack of latency. The question is, can the analogue devices provide acceptable accuracy to outweigh the digital advantage? This will be explored in the following section.

3 Circuit Performance Repeatability

It is important to consider the performance repeatability of circuits based within reconfigurable technologies. When a designer compiles a circuit with a performance criterion, he or she requires that it be maintained each time the circuit is downloaded or transferred from one device to another. This is particularly important when considering multipath systems because they rely on the real and complex paths being very closely matched. This is particularly important when considering matched filters within $I$ and $Q$ paths of a communication receiver.

Matched filter imperfections can have a detrimental effect on the recovery of the wanted signal. Imperfections materialize in the form of Amplitude and phase error.
Amplitude error is the main cause of signal mirroring errors in the passband and it is caused solely by resistor mismatch. Phase errors however occur at the edges of the passband and are caused by both resistor and capacitor mismatch. If FPAA technology is to be used in complex multipath systems, it is important to investigate how well it can support the filtering requirements. For the purpose of this experiment a 9 KHz channel filter design was chosen to demonstrate the ability of an FPAA to produce matched filters suitable for an Intermediate Frequency stage of a DRM or HF receiver. The filter design was implemented twice within a single switched capacitor based Anadigm AN10E40 FPAA.

4 Results

The matched filters within the FPAA were tested using both a frequency sweep from a spectrum analyser. In this section we will show the result of the measurements. A frequency sweep was made first to obtain the response of one of the filters and compare it to the noise floor. The plot from this test can be seen in figure 1. It is clear from this plot that there is some non-linearity in the response of the filter; this however, can be corrected with more accurate impedance matching. The plot also shows that the filter has a dynamic range of approximately 25dB in the passband. This is due to gain compression and the high noise floor. This high level of noise can be partially attributed to the chips clock signal and internal switching. This is partly because the clock input pin is positioned next to the analogue output pins of the device. The clock problem and the internal noise have been addressed in the new Anadigm Vortex family of devices.

The frequency response of both filters was measured and can be seen in figure 2. The plot shows a very slight amplitude mismatch when studied closely. This however can be removed easily using an Active Gain Control algorithm within the DSP section of a communications receiver. Using an oscilloscope, an attempt was made to observe any phase mismatch between the two filters but it was too slight to view and record.

5 Conclusions

Currently FPAA technologies can be used for a wide range of applications including instrumentation, control systems, analogue baseband and Low/Medium frequency transceiver front-end circuitry. The most recent field programmable analogue devices have shown great improvements in their ability to support more practical applications. This is most apparent when considering the 400% increase in bandwidth over the last six years. However it would be unrealistic to expect such a high rate of improvement to continue unless a routing scheme is developed, which introduces a minimal amount of performance degrading effects. We can see from the results of the circuit performance repeatability experiment that when using switched capacitor based FPAA the matching of circuit performance is quite good and can be deemed acceptable for communication systems such as DRM and HF.

FPAA technologies can provide adaptive processing without compromising battery life and portability. It is clear that further development is required especially to the
software support/design tools and speed of configuration. Comparisons based on circuit complexity, chip size, power consumption and latency show that reconfigurable analogue can be considered a very efficient alternative solution to digital devices such as the FPGA. This is particularly apparent when considering operations such as filtering [2] within power critical mobile applications.

Fig. 1. Filter frequency response & noise floor.

Fig. 2. Overlaid frequency responses of I & Q filters.
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Abstract. For 6 years Los Alamos has developed space-compatible versions of
Reconfigurable Computing (RCC). Several such designs are now operational.
We describe the key research steps required to make commercial silicon
processes amenable to Radiation Tolerant operations, and the limits on
algorithms imposed by reliability concerns.

1 RadHard-by-System-Design for an FPGA

Over the last 6 years a new means of using near-commercial silicon processes for
Radiation Tolerant applications in space has emerged[1], which we call Radiation
Hardness by System Design (RHSD). This method allows the identical mask sets
used for commercial products to be used in creating Radiation Tolerant FPGA
versions on epilaxial or SOI substrates, thereby removing the enormous technology
lags now seen in space processing ASICs, while offering useful total dose levels
(TLD) and latch-up immunity (SEL). Single event upsets due to sporadic radiation
must still be tolerated however; which is the subject of this FPGA research work.

Unlike hardware approaches to mitigating upsets, our techniques do not attempt to
make FPGA circuits 100% tolerant of SEUs, but instead allow them to operate
through SEU without requiring system resets. While a number of techniques are
used to achieve high SEU reliability, our primary means of mitigation depends on
being able to read back the state of the FPGA continuously, which is a Xilinx feature.
Heavy-ion testing has shown that the Xilinx XQR300 average saturation cross-section
per bit is 8e-8 cm\(^2\) and that the cross-section measured for the Single Event Functional
Interrupts (SEFIs) is 1e-5 cm\(^2\) total per device[2]. The set of all upsets includes
categories with different consequences and different cross-sections. Most categories
are common with many digital devices. But the Virtex has some unique sensitivities
such as the configuration bitstream, half-latches, and the configuration management
controller. Results from several Los Alamos tests of the Virtex XQV300 FPGA are
shown in the overleaf table. Lookup table (LUT) and configuration bits are both
observable in the configuration readback bitstream, which the device can provide
through the SelectMAP configuration interface while the design is in operation. This
makes the vast majority of static upsets directly observable while the system is in
service. Primary bit stream and LUT errors are corrected via hardware monitoring
techniques described in Section 3. Recent Los Alamos work has shown that “half-
latches,” are also susceptible to SEUs, and are a significant contributor to residual SEU not addressed by hardware monitoring. When upset, the output values of these circuits remains inverted until the device is fully reprogrammed, and this inversion is not directly observable by reading back the configuration bitstream. To address this problem we created a tool, RadDRC,[3] which parses the XDL representation of a design to locate half-latch issues and generates an FPGA Editor script to automate their removal.

2 RHSD Architectures for Signal Processing

In all FPGA instantiations, many Virtex resources are left unused, so not every upset results in incorrect processing. The Virtex SelectMAP interface allows the device's configuration data to be read back while the device is in use, the primary feature we exploit to detect upsets. In addition, the Virtex can be partially configured, allowing rewrite of only the corrupted segment. These are key features of our Radiation Tolerant space processor designs, allowing mitigation of SEU without significant interruption in dataflow through the processor.

Our reconfigurable processor module shown in Figure 1 uses three Xilinx Virtex XQVR1000 FPGAs as the data processors. The FPGAs each have identical pin-outs so they can share configuration files. The module has two high bandwidth TTL busses for data input and output, and a ring bus for inter-processor data flow. The busses run at 50 MHz to deliver 200 Mbytes/sec per bus. Signaling is compatible with the VME FPDP specification, with 32 data lines, strobe and data valid. Each module also has a resident Actel RT54SX32S device that acts as a microprocessor interface and board controller. The Actel provides watchdog monitoring for the three Xilinx FPGAs as well as a configuration interface. It also manages the Xilinx bitstream SEU detection by continuously reading each Xilinx configuration, available for reconfiguration). Each FPGA configuration is read every 180 msec calculating a cyclic-redundancy check (CRC) for each frame (the finest granularity while the device is in operation, with no interruption in service, resulting in better than .999 unperturbed dataflow for typical low earth and geostationary orbits.

A disadvantage of SRAM-based FPGA technology for space is the significant power consumption and corresponding concerns for thermally induced mechanical failure. One key consideration is that the power consumption is a function of the processing

<table>
<thead>
<tr>
<th>Resource</th>
<th>Contribution in Bits</th>
<th>Fraction of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration</td>
<td>5,603,456</td>
<td>91%</td>
</tr>
<tr>
<td>LUT Bits</td>
<td>393,216</td>
<td>6.4%</td>
</tr>
<tr>
<td>Block Select RAM</td>
<td>131,072</td>
<td>2.1%</td>
</tr>
<tr>
<td>User Flip-Flops</td>
<td>26,112</td>
<td>0.4%</td>
</tr>
<tr>
<td>Single Event Functional</td>
<td>?</td>
<td>&lt;.0021%</td>
</tr>
<tr>
<td>Transients</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Half Latches</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

Table 1. Xilinx XQVR1000 SEU Test Results, partitioned by source in the FPGA
being performed. Different configurations will have widely varying power requirements. We are limiting peak power consumption to ~6W / FPGA, which is still significant in light of a 560 grid array package that is 42.5 mm$^2$, cavity down. See references for detail on how we have chosen to manage assembly thermal issues[4].

3 Gabor Software Radio as an Application Example

The overlapped FFT process, more formally known as a Gabor Transform when near-perfect reconstruction is demanded of the processed data, is a highly useful practical example[5]. Here we have done extensive work, driven by our interest in software radio. Modern Gabor processing is derived from previous work in Trans-Multiplexer filter banks, but uses frame theory to derive more rigorous design methods for the reconstruction window operator. Two benefits accrue from such a rigorous formalism: 1) Ability to reconstruct analyzed data to arbitrarily fine precision using modern window designs, and 2) ability to relax the required block oversampling from 2:1 to 4:3 or even 5:4, with the same savings in processing rates. For input resolutions of up to 16 bits, we find that rate 4:3 gives errors of less than –100 dB RMS, which is more than adequate for most practical applications.

To the basic Forward Gabor Transform, we add two key steps in order to achieve a compressed output data stream, suitable for further processing. A magnitude and phase representation of the complex data is much more natural than rectangular format for most applications. CORDIC operators are efficient means of implementing
polar conversion in an FPGA. Then, log compressing the magnitude only arrives in a natural domain for multiplicatively modulated signals. This sequence of operations, and the effect on convolution of two signals is shown below diagrammatically.

\[ S_1(t) \otimes S_2(t) \xrightarrow{\text{FFT}} S_1(f) S_2(f) \xrightarrow{\text{Polar}} |S_1|S_2(\angle_1 + \angle_2) \]
\[ \& \]
\[ |S_1||S_2(\angle_1 + \angle_2) \xrightarrow{\text{Log}} (\text{Log}|S_1| + \text{Log}|S_2|)(\angle_1 + \angle_2) \]

A case study for the current XQVR1000 architecture shows a 4096 point FFT with 1/3 overlap, windowing, and log magnitude/phase post-processing has been designed over 2 FPGA, operating at a 100 MHz data input rate with ~12 watts dissipation. For this design, it was necessary to use internal, dual-ported Block SelectRAM and internal LUT RAM to provide the required rates. However the cores run at 100 MHz, beyond the required 67 MHz rate, leaving idle time to run test vectors. This demonstrates a second means of bitstream SEU test, allowing the use of fast LUT RAM in a radiation environment. The work also shows how valuable new hybrid ASIC/FPGA designs will be in reducing die power dissipation.

4 Conclusions and Directions

We have described an exciting new capability for space processing, that provides many useful features needed for current and future commercial payloads. This capability is now moving into use in various government and commercially sponsored projects. A major attribute of RCC is that new generations of FPGA are constantly being released, but each new release stretches the boundaries of RHSD design. Therefore, space RCC is far from mature, and many topics for further research and development remain. We gratefully acknowledge the contributions of a large team in performing this work, and the sponsorship of the US Department of Energy.
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Abstract. In order to improve the performance of reconfigurable computing, the number of reconfigurable units is increased with advance of semiconductor technology. The array of reconfigurable units can be configured to application-specific pipelined processing datapath. Then configuration overhead will be critical overhead of total execution time for dynamic reconfiguration based system. In this paper, models of efficient configuration methodology and application-specific pipelined stream processing are proposed. Adaptive processor architecture is also proposed, and discussed in summary.

1 Introduction

Performance is improved by three factors of array processing, clock cycle time, and overhead. Increasing the number of reconfigurable units provides higher performance of the array processing. The array construct an application-specific pipelined datapath that makes clock cycle time be short and hides the global communication delay. In addition, set of data may be composed to a stream that flows the configured datapath. Generally, an overhead decreases the effects of array processing and application-specific pipelining. Regarding reconfigurable computing, the reconfiguration time is critical overhead of total execution time with enlarging the size of array. However, the overhead reduction is not yet discussed well.

Section 2 proposes computation model, how to construct a stream processing and its coarser data granularity datapath efficiently. Section 3 proposes a processor architecture that focuses onto compiler workload reductions, eliminating place and route, and eliminating communication and interaction between kernel on host and kernel on reconfigurable unit. Finally, the model and processor architecture are summarized.

2 Computation Model

Concept of Object

In order to sequence configuration for coarser data granularity datapath, concept of an object is proposed. The logical object consists of set of information, result data and status.
An object ID (a tag) is assigned to each logical object to identify. By the addressing of object ID, the logical object is loaded from main memory into physical object(s) which is prefabricated hardware. Then configuration data called as static configuration data addressed by object ID is also loaded from main memory into the physical object. A dynamic configuration data is also loaded into the physical object from instruction at the same time. Physical object consists of storages for the logical object, object ID, static and dynamic configuration data, router, and reconfigurable fabric. Let’s call pair of logical object and its configuration data as object. Any hardware unit in the processor is an object. The set of objects constructs an object space in the processor.

### Instruction Scheduling and Configuration Cache

Application program is partitioned into two parts, set of logical object and instruction stream. Object specifies an operation. The detail of operation is specified by the static and dynamic configuration data. Instruction consists of processing object’s ID field, two referenced object’s ID fields for binomial model, and dynamic configuration data. There is no opcode, and instruction decoder and its pipeline stage are not necessary. In order to schedule instruction, general resource systems proposed by [1] is applied to it. Resource is the objects. The systems perform request, acquisition, and release of objects. Output data dependency is equivalent to resource conflict in the systems. At the resource conflict, adaptive processor pipeline waits and stalls for release of acquired object. The adaptive processor pipeline is as follows.

- **Pipeline Stage 1: Request**
  Instruction requests the objects. If all requested objects are in the object space and processing object is not acquired, then goto Pipeline Stage 2. If requested object is not in the object space, then the object is stored into physical object. If there is no physical object for the storing, then not acquired object is replaced for the store.

- **Pipeline Stage 2: Acquisition**
  During the acquisition phase, object processes operation and sends result data and local control signal to chained following object(s). When release token is fired, then goto Pipeline Stage 3.

- **Pipeline Stage 3: Release**
  The firing of release token sends result data, local control signal, and release token to chained following object(s). Object does not process configured operation.

In order to explain stream processing and its configuration methodology, execution of dot product is used as an example. Figure 1 (a) shows the dot product program. The necessary objects makes instruction stream as shown in Figure 1 (b). Name of object is shrunk as “Obj” in the figure. Object ID is named by a number. As shown in Figure 1 (b), the object ID is assigned to each necessary object. Then the ID addresses the logical object and its static configuration data. Instruction stream constructs coarser data grain datapath, a data flow graph based on node of object. True data dependency between instructions is used for chaining objects to construct the datapath. Based on the instruction scheduling, instruction stream is sequenced and it constructs the datapath in the object space as shown in Figure 1 (c), (d), and (e). Then streaming of vector elements
Logical object information and its configuration data are in object space after the processing. When the object is requested by other following instruction, the object is in the object space. This is a cache hit, called as configuration cache technology [2]. Placement location and replacement are decided by the cache technology. The replacement decides unused object for placement of requested and cache miss object. Not acquired objects are idle, however, they play as role of the configuration cache.

3 Adaptive Processor Architecture

Figure 2 (a) explains basic organization without instruction sequence datapath to simplify the figure. It consists of instruction register (IR), working set register file (WRF), cache miss handler (CH), and physical objects. The IR is similar to conventional processor. WRF holds acquired instructions. Acquiring an instruction is to store it into the WRF. Search for requests, cache hit signals, and acquirement signal from a selected register of WRF perform an instruction scheduling, the pipeline transition, and does chaining objects based on true data dependency between instructions. After a register of WRF receives release token from a fired object, the register is free, the instruction (objects) is released. CH performs replacement and placement of requested cache miss object.

The adaptive processor architecture is tightest coupling model, and there is no host processor. There is also no register file, thus, no spill and fill instructions, and no register allocation. Figure 2 (b) explains a router simplified basic organization. A bus is only used to chain objects for one true dependency, no arbitration exist. Physical objects, set of buses, planes, and working set registers are replicated to scale the processor.

The configuration cache architecture extends the replacement algorithm studied by [3]. The contents of list are a set of information which physical object has.
4 Summary

In this paper, models of efficient configuration methodology and application-specific pipelined stream processing were proposed. Concept of object, release token technique, and configuration cache, are introduced and used respectively for the sequence. Instruction is scheduled by general resource systems. Configuration cache efficiently uses silicon resource for physical objects. The adaptive processor architecture is also proposed, and it is tightest coupling model that does not need to partition application to kernel on host and kernel on reconfigurable fabric, and not need to analyze the interaction. It does not need to place and route for the objects. The instruction stream (excepts for a part of dynamic configuration data) and set of logical object are compatible information for any adaptive processor architectures. We can select an interconnection network for chaining and reconfigurable fabric architectures on demand. Compared to other models, speedup for first architecture comes from overhead reduction, overlapping configuration and processing, reducing reconfigurations, temporal variables, memory accesses, eliminating register file and its workload, and eliminating instruction decoder and its pipeline stage. Therefore, total compiler workload is less than in other models. Future work is to develop simulator and to design a vector cache.
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Abstract. This paper presents techniques for designing pattern matching circuits for complex regular expressions, such as those found in network intrusion detection patterns. We have developed a pattern-matching co-processor that supports all the pattern matching functions of the Snort rule language [3]. In order to achieve maximum pattern capacity and throughput, the design focuses on minimizing circuit area while maintaining high clock speed. Using our approach, we are able to store the entire current Snort rule database consisting of over 1,500 rules and 17,000 characters into a single one-million-gate FPGA while comparing all patterns against traffic at gigabit rates.

1 Introduction

Network intrusion detection systems (NIDS) have become critical network security components due to the rapidly growing rate of reported security incidents [1]. This trend, coupled with the fact that network traffic is increasing faster than computer performance [2], places an overwhelming burden on NIDS. Current NIDS are struggling to keep up with traffic rates above 100 Mb/s, while 1 Gb/s networks are common and 10 Gb/s networks are being deployed. It is clear that the gap between network traffic rates and NIDS analysis rates must be addressed. One of the most computationally-intensive tasks performed by rule-based NIDS, such as Snort [3], is pattern-matching on packet content [4]. Despite improved software pattern matching algorithms [4,5], pattern matching is still the limiting factor in the analysis of high-speed traffic. The goal of our research is to eliminate this bottleneck by offloading all the pattern matching tasks to a reconfigurable FPGA co-processor.

The effectiveness of NIDS can always be improved by adding patterns, therefore simply dedicating more hardware resources will not solve the problem; efficiency must be improved as well. The task of matching a large number of patterns against small data sets (packets) is different from classical research, which uses few patterns and large data sets. A method of generating circuits for regular expressions using nondeterministic finite automata (NFA) was presented in [6]. In [7], JHDL [8] was used to develop an NFA circuit generator that translated Snort rules into a pattern matching circuit. We use a similar approach, but our generator supports additional pattern matching functions and produces more efficient circuits. In addition, our design outputs a bit-vector indicating the Snort rules that match the input.

† This work was supported in part by NSF Grant 9876573 and by a grant from Intel Corporation.
2 NFA Circuit Optimization and Extension

Logic and Routing Resource Optimization. A circuit that implements an NFA for pattern matching consists of a pipeline of character match units. On a LUT-based FPGA (e.g., Xilinx and Altera), one way to implement the match function using two logic elements is shown in general in [6] and specifically for Xilinx parts in [7]. We will now describe an optimization that allows a character match unit to fit into a single logic element.

The key observation leading to the reduction in area of a character match unit is that a full 8-bit comparison does not need to be performed by each unit. In fact, with a pattern set containing several thousand characters it is likely that there will be hundreds of identical 8-bit comparisons performed. These redundant comparisons waste valuable logic and routing resources and can be eliminated. Each character match unit only needs to know whether or not the input character matches the unit’s programmed target character. This can be achieved with 8-to-256 decoder. Rather than broadcasting the 8-bit character to every unit, this approach sends the 1-bit output of the decoder corresponding to the value of the unit’s target character. By sharing the character comparison results, it is possible to fit a character match unit into one logic element. Compared to the highest-capacity design found in previous works [7], our approach more than doubles the maximum pattern capacity of a given reconfigurable logic device. Fig. 1 illustrates the differences between the designs.

In addition, our approach uses routing resources more efficiently. While the distributed character approach requires $8^n$ connections from the input character to the character match units, the shared decoder approach only requires $n$ connections, where $n$ is the number of character match units. Since $n$ increases linearly as the number of patterns is increased and the character match distribution is in the critical path, our approach scales much better in terms of capacity and operating frequency.

Case Insensitivity. If directly translating a regular expression to an NFA, a case-insensitive comparison performs separate comparisons for each case. However, there is a more efficient method that accomplishes the comparison with a single character match unit by using the fact that the ASCII codes for each case differ by only one binary digit. Using the distributed comparator, this can be implemented by having two 1-values in the LUT for the high-order bits of the character. Using the shared decoder, the OR of the match signals for each case is taken as the match input.

![Fig. 1. Comparison of design approaches for the pattern “aab”](image-url)
Bounded-Length Wildcards. Earlier work has shown how to implement wildcards for zero or more characters [6] and zero or one characters [7] using NFAs. Here we show how to implement wildcards whose length is specified by either a lower bound or an upper bound. In regular expressions, we use \((\ast, n)\) to denote any character sequence with a minimum length of \(n\) characters and \((\ast, n)\) for a sequence with a maximum length of \(n\). In NFA diagrams we use \(*\) to represent a character that equivalent to , but whose transition cannot be eliminated in the conversion to logic, and we use \((\neg c)\) to label a transition for any character other than the character \(c\). Examples of NFAs using this notation and corresponding circuits are shown in Fig. 2.

3 Performance

We implemented and tested five designs. The first was based on the distributed comparator approach described in [7]. The second extended the first by adding a prefix tree to eliminate circuitry for patterns with common prefixes. The third and fourth designs were based on our shared character decoder approach, with the latter using the prefix tree optimization. The fifth added support for all Snort content rule options. Each design was tested with sets of rules from Snort 2.0. The full set of default rules contained 17,537 characters. JHDL was used for synthesis and Xilinx Foundation was used for mapping, placement, and routing. The same configuration parameters were used for every case, and included a target clock rate of 100 MHz (the maximum supported by our FPGA platform). The designs were verified to produce correct output on a Xilinx Virtex-1000, a one-million-gate FPGA.

The speed and area results are presented in Table 1. The distinguishing property between the designs is their character capacity. This is clearly illustrated in Fig. 3, which plots logic element usage against the number of characters. All designs have approximately linear increases in logic usage. The important message is the relative slopes of the lines, which indicate the scalability of the designs. A prefix tree improves efficiency somewhat, but it is apparent that a shared character decoder is the key to providing major gains in capacity. As shown by the plot, support for all pattern matching options adds only a small constant overhead. To our knowledge, the fifth design is the first published system that performs all the pattern matching operations of Snort against all the rules. By processing one 8-bit character each cycle at 100 MHz, its throughput is 800 Mb/s, which is sufficient for 1 Gb/s networks.
4 Conclusion

We have presented techniques that provide significant improvements in the efficiency and capacity of pattern matching circuits for reconfigurable logic. We have also extended the regular expression support of NFA-based designs. A co-processor for NIDS was implemented that is able to completely offload the task of pattern matching and compare the entire Snort rule set against packets at nearly 1 Gb/s. Our ongoing research indicates that speeds of 10 Gb/s and beyond are feasible with our approach.
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### Table 1. Speed and Area Comparison of Different Design Approaches

<table>
<thead>
<tr>
<th>Number of Characters</th>
<th>Comparators Area</th>
<th>Comparators Freq</th>
<th>Comparators Tree Area</th>
<th>Comparators Tree Freq</th>
<th>Decoder Area</th>
<th>Decoder Freq</th>
<th>Decoder Tree Area</th>
<th>Decoder Tree Freq</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,001</td>
<td>39%</td>
<td>100.8</td>
<td>30%</td>
<td>83.3</td>
<td>16%</td>
<td>100.6</td>
<td>17%</td>
<td>101.7</td>
</tr>
<tr>
<td>4,012</td>
<td>75%</td>
<td>100.9</td>
<td>52%</td>
<td>73.9</td>
<td>30%</td>
<td>101.4</td>
<td>25%</td>
<td>102.1</td>
</tr>
<tr>
<td>7,996</td>
<td>-</td>
<td>-</td>
<td>99%</td>
<td>69.5</td>
<td>52%</td>
<td>100.2</td>
<td>42%</td>
<td>101.1</td>
</tr>
<tr>
<td>17,537</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>99%</td>
<td>100.1</td>
<td>80%</td>
<td>100.1</td>
</tr>
</tbody>
</table>

### Fig. 3. FPGA slice usage for all designs
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Abstract. This article describes the architecture and implementation of two systems on a programmable chip, which support high accuracy clock synchronization over Ethernet networks. The network interface node on one hand provides all necessary hardware support to be flexibly used in a broad range of applications. The switch add-on on the other hand accounts for the packet delay uncertainties of Ethernet switches and is crucial for high accuracy clock synchronization.

1 Introduction

The SynUTC (Synchronized Universal Time Coordinated) technology enables fault tolerant high accuracy distribution of GPS time and time synchronization of network nodes connected via standard Ethernet LANs [1–8]. By means of exchanging data packets in conjunction with hardware support at network nodes and network switches, an overall worst-case accuracy in the range of some 100 ns can be achieved, with negligible communication overhead. Applications can use the high-accuracy global time provided by SynUTC for event timestamping and event generation, both at hardware and software level [2, 3].

Furthermore the IEEE standard 1588 has been approved recently, which specifies a dedicated protocol, the Precision Time Protocol (PTP), for Ethernet networks to synchronize clocks in networked measurement and control systems [10]. Both the IEEE 1588 standard and the SynUTC technology are based upon inserting highly accurate time information into dedicated data packets at the media independent interface (MII) between the physical layer transceiver and the network controller upon packet transmission and reception, respectively. Implementing a clock synchronization service according to the ideas outlined above requires support on every node, which can be provided in a single SoPC (System on a Programmable Chip).

To alleviate the deterioration caused by network switches due to the undefined amount of time a packet stays on the switch before it is forwarded, a mechanism that measures this variable duration on-the-fly is necessary. This measurement is performed by another FPGA, which enhances standard Ethernet Switch functionality with a delay measurement mechanism to achieve highest precision and accuracy also in switched networks [8].
2 The Network Node FPGA

The network nodes support clock synchronization by making use of the network node FPGA. This FPGA provides the following functions [8]:

- A 96-bit adder-based local clock with a mechanism for linear continuous amortization.
- Two additional 64-bit adder-based clocks holding and automatically deteriorating the bounds on accuracy with respect to external reference time.
- An interface to a GPS timing receiver, made up of a 1-pps digital input and a RS232 serial interface.
- Application-level event generation and timestamping capabilities.
- A standardized interface for packet timestamping near the physical layer (IEEE 802.3 MII).
- An Ethernet MAC Controller.
- An interface to the CPU, which runs the synchronization algorithm and protocol stacks according to IEEE 1588.

For the first evaluation prototype the FPGA uses the PCI bus to communicate with the node’s CPU, which run the protocol stacks and the synchronization algorithm. In this case the CPU is situated on a PC/104+ computer board.

However if a network node is intended to be used to connect to e.g. a sensor or an actuator in an industrial automation network, space and power requirements have to be taken into account. To be able to develop a system node that contains also the CPU on the chip, reconfigurable hardware is used as the centerpiece of the network interface card. It allows incremental realization of a corresponding system on chip without the need to develop a new printed circuit board by being able to skip the PCI interface and integrate a processor into the FPGA instead. This processor is an Altera NIOS 32-bit microcontroller core, which runs uCLinux as operating system (see Figure 1). In the first step the Ethernet MAC and the PCI interface are common of the shelf IP cores, that are connected via a 32-bit on-chip bus. The AHB bus (Advanced High Speed Bus) is used in this design.

3 The Switch Add-on FPGA

The switch add-on is used in conjunction with a common four port Ethernet switch. The switch add-on board provides eight 10/100-Mbit Ethernet physical layer interfaces of which four are connected to the Ethernet switch and four to the network nodes (see Figure 2). Whenever a dedicated clock synchronization packet passes through one of the four ports, which are connected to the network nodes, a 96-bit timestamp will be inserted on-the-fly into the packet. The packet’s frame check sequence will be updated accordingly.

When after having been processed in the Ethernet switch, the clock synchronization packet is again traversing the switch add-on, now entering from one of the four ports connected to the Ethernet switch, the value of the timestamp in
the packet will be subtracted from the current local time. This allows accurate
measurement of the amount of time the packet needed to be forwarded by the
switch. This delta time is now stored into the packet as it is sent to the destination node. The clock synchronization algorithm is now able to take this variable
delay into account [7, 8].

4 Conclusion and Future Work

This article presented two FPGAs, that support the synchronization of clocks
over Ethernet networks. The basic architecture of the designs has been presented
and implementation results have been shown. The system containing the two
integrated circuits will be presented at the first workshop on IEEE-1588 Standard
for a Precision Clock Synchronization Protocol for Networked Measurement and Control Systems. Using reconfigurable hardware allows incremental realization of the system and future more complete protocol support (e.g. IEEE 1588 boundary clocks).
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Abstract. This paper deals with a hardware accelerator as a part of the Liberouter project which is focused on design and implementation of a PC based IPv6 router. Major part of the Liberouter project is the development of a hardware accelerator – the PCI board called COMBO6 and its FPGA design which allows processing most of the network traffic in hardware.

Keywords. IPv6, router, Liberouter, Virtex II, FPGA.

1 Introduction

The paper describes a hardware accelerator based on FPGA that is designed to speed-up packet processing in a PC-based IPv6/IPv4 router. It is a part of the Liberouter project¹, which aims at developing a high-performance router with entirely open design.

Both the reliability and functionality of PC routers has proven to be fully comparable with commercial middle-class products [4]. Two main limitations keep from wider use of PC based routers. First, the PC routers have more difficult configuration than commercial routers. Second, the PC based routers have reached their theoretical throughput due to system resources saturation. Even the fast PCI bus (64 bit, 66 MHz) is not powerful enough.

The goal of the Liberouter project [5] is to develop an IPv6 PC based router, which solves both limitations discussed above. The configuration issues will be worked out by means of a uniform configuration environment based on XML. Performance will be improved using of a hardware accelerator that processes most of the network traffic in hardware.

¹ This research is supported by the FP5 project “6NET” (IST-2001-32603) and CESNET project “IPv6 implementation in the CESNET2 network” (02/2003).

2 Router Architecture

The hardware accelerator is a PCI card containing network interfaces, FPGA, memories (SSRAMs and DRAM), and necessary logic. The card has several expansion connectors dedicated for interface cards and future extensions [6]. All physical interfaces are mounted on an expansion daughter board which allows to use many different interface standards, either metallic or optical.

Packet switching and filtering itself will be performed by the accelerator. Software can do the rest, providing operations like routing paths calculations, router configuration, and statistics computing. Such operations are not time critical; and PC’s resources are suitable for them. Communication through the PCI bus will be limited to board configuration, routing tables and firewall rules initializing and changing, statistics collecting as well as exceptions handling.

Moreover, if the accelerator behaves as usual network adapters from the point of view of the Unix system, we may use ordinary system mechanisms for routing and packet filtering tables maintenance. This way we obtain configurability of a software router and speed of a hardware one. The router configuration is available by means of usual software like `ifconfig` and routing daemons. Development of the PC based router with an accelerator requires the design methodology known as hardware/software codesign. We have begun with the PC based router fully implemented in software, moving more and more operations to hardware. We start from input and output stages and continue with more complicated blocks.

3 Packet Processing in Hardware

Packet processing in FPGA is done by a chain of dedicated processors – we call them nanoprocessors due the simplicity of their instruction sets. Each nanoprocessor has its own specialized instruction set designed for the particular purpose. The programs of nanoprocessors are stored in both FPGA’s on-chip memories as well as in the external SSRAM memories.

Complexity of nanoprocessors lies “between a Finite State Machine (FSM) and RISC processors.” The advantage of the this approach is the possibility to change functionality at runtime, as opposed to the case of FSMs. There is no need to rewrite the source code (e.g., in VHDL), synthesize it, place and route the design, and download the configuration data into FPGA. This differs from partial reconfiguration where all development steps must be done. On the opposite, partial reconfiguration can lead to smaller and more efficient design.

Let us now briefly describe the packet lifecycle in the proposed router. Complete information can be found in [1]. The packet processing is pipelined, the packet flows through the FPGA and memories. An incoming packet is received by the Input Packet Buffer and passed to the Header Field Extractor. The HFE pushes the body of the packet (including original headers) into the dynamic memory. Meanwhile, it parses the packet’s headers and creates a Unified-header and a structure reflecting the actual arrangement of headers in the packet. The Unified-header is a fixed structure containing relevant information from packet.
headers, allowing to abstract the subsequent lookup operations from the actual header structure.

The Lookup Processor (LUP) uses CAM and SSRAM. LUP processes the Unified-headers by performing the lookup program and puts the result to Output Packet Editor. Using CAM is the fastest possibility when the application is small so that the lookup table fits into the memory. Unfortunately this is not the IPv6 case where we must match more that 440 bits of packet headers to decide what to do with a packet when it provides firewalling services.

Due to reasons discussed above we have developed a novel approach for the lookup machine. The word to be matched is stored in a sequence of registers. Instructions interpreted by the lookup machine are just conditional jumps. The lookup method is based on a (level compressed) search tree structure [1].

The Packet Replicator and Block of Output Queues (RQU) replicates the packet identification as well as the pointers to the editing programs into the dedicated queues. RQU computes the number of replicas of the packet that should be sent out. The Output Packet Editor (OPE) block modifies headers of packets. The OPE can also send a packet to the operating system, in the case when the packet destination is either the host computer itself, or the packet cannot be processed by hardware. This concept allows adding new features, step by step, during the PC based router development and use. The price paid for such approach include slower processing of software processed packets.

4 Software Support

Software drivers are developed first for NetBSD (FreeBSD) and ported to Linux. Driver operations include the FPGA chip configuration, accessing all memories mounted on the card as well as inside FPGA, and other hardware/software interface operations. The other part of router software should also be able to hide the card presence in the PC – the card should perform the same routing and filtering functionality as the operating system itself. The task is to develop a daemon which monitors the changes in both routing and filtering tables and, upon their update, it generates a nanoprogram for the LUP processor. To be able to make both routing and filtering by one searching operation, we have developed...
a concept of routing/firewalling table. The routing/firewalling table contains filtering rules applied apriori to the routing table rows, it can be represented as a tree structure and converted to a LUP nanoprogram [1].

PC based routers are running under various operating systems with various configuration files. It causes problems to network administrators. To overcome this we are working on a unified configuration environment [3]. We have selected the XML language to store the router configuration. The user interface will be implementing Command Line Interface, web interface, and SNMP. From XML, the router configuration will be generated depending on the current operating system. This approach simplifies the use of the router and the user interface can be compatible with these seen in industry standard routers.

5 Conclusion

The PC based router design is a complex and long time task. It requires cooperation of experts from many areas. Currently, the entire team has more than 35 people from organizations in the Czech Republic including Masaryk University, Brno Technology University, Czech Technical University in Prague, and Camea ltd., as well as several consultants from other countries. The whole Liberouter project is organised by CESNET.

Currently, the accelerator prototype has already been developed, and produced. Processing blocks described are simulated and tested in hardware. The IPv6 PC based router is primarily dedicated but not limited for the use in academic networks, with focus on research in the internet protocols.

The project is fully open and all materials including source codes are available in the Internet [5]. Due to its flexible architecture, the hardware accelerator with low level software utilities can serve as a general purpose hardware platform for computation acceleration as well. There are many research project teams interested in using the proposed system. Possible application include programmable OEO (optic-electric-optic) switch, network monitoring tools, evolvable hardware research, reconfigurable computing, digital signal processing, and encryption.
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Abstract. This paper describes a lightweight Field Programmable Gate Array (FPGA) circuit design that supports the simultaneous programming of multiple devices at different locations throughout the Internet. This task is accomplished by a single TCP/IP socket connection. Packets are routed through a series of devices to be programmed. At each location, a hardware circuit extracts reconfiguration information from the TCP/IP byte stream and programs other devices at that location. A novel feature of the Multi-Device Programmer is that it does not use a microprocessor or even a soft-core processor. All of the TCP/IP protocol processing and packet forwarding operations are handled directly in FPGA logic and state machines. This system is robust against lost and reordered packets, and has been successfully demonstrated in the laboratory.

1 Introduction

As large numbers of reconfigurable hardware devices are deployed throughout the Internet, it has been observed that point-to-point configuration mechanisms cannot program multiple devices quickly. The concept of programming a chain of devices located throughout the Internet can be seen in Figure 1. By programming multiple devices using a single TCP/IP data flow, the task of reprogramming large numbers of devices at different locations becomes manageable.

The Multi-Device Programmer is a circuit design which provides a mechanism to extract device programming information from a TCP/IP connection. This information is then utilized to program a FPGA. Because the Multi-Device Programmer circuit does not inhibit the flow of data between the source programmer and the connection end point, multiple devices can be chained together and placed at multiple locations throughout the Internet. Identical copies of the device configuration data is extracted at each location. The development of the Multi-Device FPGA Programmer leverages existing research performed at the Washington University Applied Research Laboratory. More specifically, the Washington University Gigabit Switch (WUGS) and the Field-Programmable Port Extender (FPX) [2] plug-in card are used as the hardware platform on
which the Multi-Device FPGA Programmer was developed and tested. The TCP-Splitter [3] and the Layered Protocol Wrapper [1] circuit components provide Internet Protocol packet processing functions. These circuit components provide a logic framework within which the Multi-Device Programmer resides.

2 Design

The Multi-Device Programmer is a circuit implemented in FPGA logic which extracts programming information from the network and programs a targeted FPGA or FPGAs. Specifically, it passes configuration and control data to other reconfigurable hardware devices in a system using information extracted from a TCP/IP byte stream.

In order to program a chain of devices, two software programs are run at the network endpoints. The source programmer application reads a formatted bitfile from disk and sends that data through a standard TCP/IP socket connection. A second program acts as a data sink and terminates the TCP/IP connection. The various components can be seen in Figure 1.

The source programmer can be executed on any workstation connected to a network. A TCP/IP socket connection is established to the connection endpoint. By design, this TCP/IP network connection follows a path through the network which contains the device(s) to be reprogrammed. This can be accomplished by either intelligently choosing the machines for the programmer application and the connection endpoint, or by a network administrator configuring static routes to ensure that the TCP/IP connection between the source programmer and the connection endpoint routes through the device(s) to be updated.

A FPGA on a FPX card is programmed by sending special control cells to the card. Information in these control cells are processed by logic on the card and used to program the target FPGA. The Multi-Device programmer circuit, containing the Protocol Wrappers, the TCP-Splitter, and the Multi-Device Programmer, was initially developed to execute on a FPX device. This circuit extracts device programming information from the TCP data stream and programs a second FPX module. By dropping selected packets, the TCP data
stream can be reconstructed without requiring large reassembly buffers. This ensures that the system is robust against missing or reordered packets.

The layout of the target device, which consists of two components, can be seen in Figure 2. The Programmer FPX contains the Multi-Device Programmer which receives byte streams from the TCP-Splitter and extracts the appropriate device programming information. This FPGA reconfiguration data is then transmitted to one or more Target FPX devices. Upon receiving this reconfiguration data, the Target FPX device is reprogrammed.

The process to program a single device is identical to the process for programming 10, 100, 1000 or any number of devices. The programming application is executed on a node connected to the network and establishes a TCP/IP socket connection to the connection endpoint. This TCP/IP network connection is routed through each of the devices to be programmed. Once the connection is established, the programming application reads configuration information from a disk file and sends the configuration information down the network connection. For FPGAs that support partial reconfiguration, it is also possible to incorporate the Programmer circuit within a region of the target FPGA.

3 Results

The Multi-Device Programmer circuit has been successfully simulated, synthesized and tested in various configurations. The circuit has a post place and route operational frequency of 74 MHz on a Xilinx Virtex XVC2000E-6. All of the circuit components comprising the Multi-Device Programmer, including the TCP-Splitter and IP protocol wrappers, consume 22% of the BLOCKRAMs and 28% of the SLICEs on the target FPGA.

The TCP-Splitter and Multi-Device Programmer are designed to provide a peak theoretical throughput of 2.4 Gigabits/second using a 32-bit interface clocked at 75 MHz. The VirtexE FPGA on the FPX, however, has a reconfig-
uration throughput limited by the 8-bit interface of the SelectMAP interface. This limits the maximum possible reconfiguration to 400 Mbits/second.

The Multi-Device Programmer has successfully reprogrammed three target FPX devices simultaneously in as little as 1.102 seconds. The test configuration consists of a source programmer running on a Windows XP platform, a sink application running on a Linux machine, and a WUGS with three target FPX devices in a stacked configuration. Average programming times for this configuration are on the order of 1.3 seconds. A 2.2MByte configuration file containing command, control, and routing information was used in these tests. This file included a 1.2MByte bitfile. The configuration file was processed at an average bit rate of 16Mbits per second.

4 Conclusion

The Multi-Device Programmer provides an efficient mechanism for delivering FPGA reconfiguration information to a large number of devices over the Internet. This design feature provides a flexible programming solution which can integrate with other FPGA reconfigurations techniques. Partial FPGA reprogramming techniques such as incremental FPGA programming and FPGA plugin modules could easily be integrated with the Multi-Device Programmer.

The two main contributions of this research are (1) the successful demonstration of a FPGA application containing TCP/IP protocol processing in hardware (not a microprocessor or soft core), and (2) the demonstration of an application that can reliably program multiple devices utilizing a single TCP/IP connection. The design of the Multi-Device Programmer could easily be modified to send reprogramming information to any network attached device.
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Abstract. In Run Time Reconfiguration (RTR) systems, the amount of reconfiguration is considerable when compared to the circuit changes implemented. This is because reconfiguration is not considered as part of the design flow. This paper presents a method for reconfigurable circuit design by modeling the underlying FPGA reconfigurable circuitry and taking it into consideration in the system design. This is demonstrated for an image processing example on the Xilinx Virtex FPGA.

1 Introduction

Typically, the amount of configuration data needed bears little relation to the changes being made. This has been exacerbated in the most recent FPGA technologies where reconfiguration comprises fixed size frames which represent the smallest unit of configuration. In many cases, a large part of the configuration data is not required and there are no methods for increasing the density of the useful information in these blocks. Previous studies [1] have indicated that routing accounts for a large portion of this data when compared to that required by the logic.

This paper argues that this high level of reconfiguration results because the designer has no control of the circuit implementation. Previous work has shown that mapping reconfiguration using the reconfiguration mux (RC_MUX) to either the LUTs [1,2] or routing muxes [3] can produce large reductions in reconfiguration times. The main challenge is to develop an approach that allows reconfiguration to be considered as part of the design flow thereby allowing RTR control to be gained. The paper presents a unified approach and demonstrates it with an image processing example.

2 Addition of Redundancy and Control of Reconfiguration

To capture the concept of reconfiguration and treat it as part of the design flow, the well-established method by Shirazi et al. [4] for viewing reconfiguration using a multiplexer, termed RC_MUX, is used. In his original paper, it was envisaged the RC_MUX is used to represent reconfiguration. However, Fig. 1 highlights a number of multiplexers that can be used to directly implement this mux and achieve a reduction in reconfiguration time. Courtney [3] demonstrated use of the routing multiplexer to reduce reconfiguration and Turner [1] embedded the RC_MUX within the LUT.
Fig. 1. Alternative view of the FPGA for RTR

A design that shares image filter functions, as illustrated in Table 1, originally developed by Shirazi et al. [4] is used to demonstrate the approach. A different implementation to Shirazi et al. [4] is shown in Fig. 2 which has an extra addition that is not required in the adder branch of circuit Fig. 2(b). This reduces the complexity and therefore size of the resulting circuit when the parts are combined. As the plan is to share the hardware, the circuit architecture has been developed as given by Fig. 3. Each of the multiplexers, labeled $A$, $B$, $C$, $D$ and $E$, represent reconfiguration. Typically this would not be implemented but in our approach, these are efficiently mapped to the FPGA with the aim of minimizing the number of frames to be changed.

Table 1. Window functions for image processing

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>-2</td>
</tr>
</tbody>
</table>

(a) Gaussian filter  
(b) Vertical edge detector  
(c) Horizontal edge detector

Fig. 2. (a) Gaussian filter, (b) Vertical edge detector and (c) Horizontal edge detector
Multiplexers $A$ and $B$ in Fig. 3 will be mapped first and the routing multiplexers which share the same frames, will then be determined. Table 2 has been drawn up to demonstrate this, giving the multiplexer and the frame affected (The table only includes state transitions that affect one frame and does not include the Off state). The proposed mapping is shown in Fig. 4. As $A$ and $B$ are assigned to routing multiplexers $Bx, By$ of slice 0, this results in only frames 35 and 38 being modified.

![Fig. 3. Revised Combined circuit](image)

**Table 2.** Frames which will be affected for possible routing multiplexer

<table>
<thead>
<tr>
<th>Slice 1</th>
<th>Frame</th>
<th>Output</th>
<th>Frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>I/P Mux F1</td>
<td>38,39,40</td>
<td>MUX 0 (Out-0)</td>
<td>45</td>
</tr>
<tr>
<td>I/P Mux F2</td>
<td>26,27,29</td>
<td>MUX 1 (Out-1)</td>
<td>38</td>
</tr>
<tr>
<td>I/P Mux F3</td>
<td>14,15,16</td>
<td>MUX 2 (Out-2)</td>
<td>33,34</td>
</tr>
<tr>
<td>I/P Mux F4</td>
<td>2,3,5</td>
<td>MUX 3 (Out-3)</td>
<td>26</td>
</tr>
<tr>
<td>I/P Mux G1</td>
<td>38,39,40</td>
<td>MUX 4 (Out-4)</td>
<td>21</td>
</tr>
<tr>
<td>I/P Mux G2</td>
<td>26,27,28</td>
<td>MUX 5 (Out-5)</td>
<td>13,14</td>
</tr>
<tr>
<td>I/P Mux G3</td>
<td>13,14,15</td>
<td>MUX 6 (Out-6)</td>
<td>9</td>
</tr>
<tr>
<td>I/P Mux G4</td>
<td>2,3,4</td>
<td>MUX 7 (Out-7)</td>
<td>2</td>
</tr>
<tr>
<td>I/P Mux G5</td>
<td>38,39,40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I/P Mux G6</td>
<td>26,27,28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I/P Mux G7</td>
<td>13,14,15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I/P Mux G8</td>
<td>2,3,4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This now leaves multiplexer $C$. From Table 2, it can be seen that the routing multiplexers, $F1, G1$ and $Out-I$, share the same frames as $Bx, By$ of slice 0. For this case, output routing multiplexer 1 (MUX 1 (Out-1)) was chosen. A second output multiplexer is required as each slice performs two bits of the adder, giving two outputs that need to be controlled. Multiplexer $C$ is required to switch between an inverted version of one of the inputs to adder 3 and the output of adder 3. Looking at Fig. 4, it can be seen that a signal can be routed from $BY$ through the inverter to $YB$. Therefore, MUX 1 (Out-1) is used to select between the FU outputs $Y$ and $YB$ (of slice 1). The other output routing multiplexer, MUX 1 (Out-2) has to be changeable between $X$ and $XB$ (of slice 1).

The choice of using output routing multiplexer 2 can be seen from the Reconfiguration State Graph (RSG) in Fig 5 which gives the necessary state transitions to change multiplexer settings. It can be seen to move between states $X$ and $XB$ (of slice 1) that frames 33 and 35 will be needed, where frame 38 is also used for the inverters. In Fig. 6, it can be seen that to change the state of output routing multiplexer 1 from $Y$ to $YB$ (of slice 1), requires frames 38, 42 and 47 to be changed where frame 35 is also used for one of the inverters.
The end result is that the RC_MUX has been mapped into routing multiplexers, taking account of the frames and minimising the number of frames that require to be changed. This can be extended to the input routing multiplexer. Alternatively, the RC_MUX can be treated as another logic component and mapped to the LUTs as shown in [2] therefore allowing the user to determine whether to implement the RC_MUX in logic or using reconfiguration prior to the place and route stage.

Fig. 4. Proposed mapping of the adders and multiplexers

Fig. 5. RSG of o/p routing multiplexer 2

Fig. 6. RSG of o/p routing multiplexer 1

3 Conclusions

It has been shown that the process of mapping reconfiguration into the FPGA can be combined with the logic synthesis flow allowing optimisation, transformation, placement and routing to be done together and therefore minimizing reconfiguration.
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Abstract. Analysis of different combinatorial search algorithms has shown that they have a set of distinctive features in common. The paper suggests a number of reusable blocks that support these features and provide high-level design of combinatorial accelerators.

1 Introduction

There are many practical problems that can be formulated over such mathematical models as graphs, discrete matrices, sets, Boolean equations, etc. The majority of these models are mutually interchangeable, i.e. any of them can be selected for similar purposes. Many practical problems can be solved by applying various combinatorial search algorithms over a chosen mathematical model. Such algorithms have two distinctive features. Firstly, they require a huge number of different variants to be considered. Secondly, these variants are frequently ordered and examined with the aid of a decision tree that provides an efficient way for handling intermediate solutions. Examples of combinatorial problems that can be solved with the aid of the algorithms mentioned above are Boolean satisfiability; covering of sets and Boolean matrices; graph coloring, mapping and partitioning, etc.

This paper suggests a number of reusable blocks that can be employed for constructing application-specific hardware accelerators (co-processors) that permit combinatorial problems formulated over Boolean and ternary matrices to be solved.

2 Basic Combinatorial Search Algorithm

The considered combinatorial search algorithm is based on such primary operations that involve the application of so-called reduction and selection rules [1]. The reduction rules enable an initial matrix and intermediate matrices (that are constructed on each iteration through the algorithm) to be simplified. The selection rules allow the problem to be decomposed into several sub-problems that are examined sequentially to determine that either a solution will be found, or that no solution exists. The use of these rules for a particular example of the covering problem was considered in [2].
Search algorithms (such as \cite{2}) for solving different combinatorial problems have similar characteristics. Their distinctive feature is the execution of problem-specific operations, traversing a decision tree starting from its root by involving such procedures as forward search and backtracking (if the forward search fails). Any branch point can be considered to be extracting a sub-tree with a local root. Thus a recursive algorithm, such as \cite{2} can be used very efficiently. Analysis of the basic operations for general search algorithms has shown that it is reasonable to construct a set of functional blocks that enable the design process for combinatorial accelerators (co-processors) to be simplified. These blocks permit the design process to be realized at a high level of abstraction without losing sight of the details of a particular problem, and without increasing the hardware resources required or reducing performance.

The search algorithm contains branch points that can specify two or more alternative branches. The proposed computational model permits a graph to be traversed using the following strategy. All alternative branches of the search tree that might lead to the solution have to be examined. If we can prove that a selected branch does not permit a solution to be found, control is returned to the nearest branch point. All data that are needed to restore the state of any branch point on a path leading to the current step are kept in a stack. In order to store/restore data at branch points, push/pop operations are executed. Operations over vectors (rows and columns of matrices) are executed in a special functional unit that takes into account the uniqueness of combinatorial computations. Analysis of different combinatorial search algorithms has shown that the following four types of application-specific blocks are required: storage for a matrix, stack memory, a functional unit for operations over vectors, and a control circuit that supports recursion.

### 3 Specification of Reusable Functional Blocks

Matrix storage is the block that affects the timing characteristics of the algorithms most significantly. The proposed architecture includes memory based on RAM, mask registers that permit some rows and columns to be excluded to select a sub-matrix, and the circuits that generate RAM addresses. The latter allow the rows/columns that are not required at the current step to be skipped.

A parameterizable stack memory (that can be used for any type of intermediate data that are needed for backtracking) was constructed as a library component in VHDL and Handel-C. Elementary computations over vectors have been described using bit-manipulation operations and a reprogrammable FSM (examples can be found in \cite{3}).

A control unit is modeled by a hierarchical FSM (HFSM) \cite{4}. An example of a HFSM considered in \cite{4} for executing sorting algorithms demonstrates all the steps that are required for HFSM synthesis. A number of ISE 5.2 projects for FPGAs that implement recursive hierarchical algorithms are available in the tutorial section of \cite{5}. The same method was used for describing combinatorial search algorithms.

All the blocks considered have been designed in Handel-C and in VHDL so that their dimensions can be parameterized and they can be reused for different kinds of combinatorial accelerators (co-processors).
4 Implementation of Combinatorial Accelerators

Three combinatorial accelerators that will find a minimal row cover of a Boolean matrix using the exact algorithm [1] have been constructed based on the Handel-C and VHDL. A combinatorial accelerator that solves the Boolean satisfiability problem has been designed on the basis of VHDL. They are intended to demonstrate how the proposed library can be used. The designed macros permit storage to be allocated either in an external RAM or in FPGA embedded memory blocks (block RAM). The first accelerator was implemented on the prototyping board RC100 of Celoxica [6]. It contains 2 banks of onboard static RAM (256K*36 bit each), FPGA XC2S200 and some other components. A number of auxiliary blocks allowing data input and output have also been designed. They enable us to communicate with the keyboard and mouse, to display matrices, intermediate and final results on a VGA monitor screen, to receive/send data from/to PC, etc. The available drivers of Celoxica [6] have been utilized. However these are just 10-15% of the originally designed circuits, which in addition allow the display and scrolling of matrices, highlighting (or selecting by color) of elements considered at any intermediate step, visualizing the contents of stacks, checking any currently executing operation, and many others.

For debugging purposes the first bank of the onboard RAM was used as a memory for the VGA monitor (this bank can be used as additional storage for matrices in the “release version”). The second bank stores the matrices. The basic operation of the covering algorithm [1] is counting the number of ones in the matrix rows. This operation is only performed at the beginning of the algorithm execution. The results for all the rows are kept in FPGA block RAM and they are corrected at each newly executed step. An auxiliary stack stores these data for each branch point. General-purpose registers permit the result to be accumulated, include a counter that enables us to count the number of ones, and some temporary registers.

The Handel-C project was translated to an EDIF file in the Celoxica DK1 design suite and the bitstream for FPGA was generated from the EDIF file with the aid of Xilinx ISE 5.2.

The second accelerator was implemented on the basis of the ADM-XPL PCI board [7] containing FPGA XC2VP7 of Virtex-II Pro family. Access to the FPGA from the PC is provided through AlphaData API functions [7] that are described in the C language. Communication from the FPGA to the PC is supported by a driver described in Handel-C. Many auxiliary C++ programs that provide support for experiments and establish a user friendly graphical interface have also been implemented. The FPGA clock frequency was set to 60 MHz. An initial matrix is loaded from the PC and the accelerator solves the problem and returns the results to the PC. Finally the results are displayed on the screen. The execution time for randomly generated matrices with dimensions up to 100x100 does not exceed 2 minutes.

The third accelerator was constructed on the basis of VHDL. Two VHDL-based circuits for solving the covering and satisfiability problems were tested in Xilinx FPGAs XC4010XL and XCV812E. The reusable blocks considered above were also implemented as VHDL library modules. They have been tested in FPGA XC2S300E (the prototyping board TE-XC2Se from Trenz Electronic [8]). Many examples of such blocks are available in [5].
The results of experiments have shown that the proposed technique makes it possible to shorten the design of combinatorial accelerators (co-processors). The proposed building blocks take into account specific features of combinatorial search algorithms and they have been optimized for the problems considered. This allows block-based high-level design to be provided, i.e. to concentrate the efforts of the designer on the algorithms being considered, and avoid (or at least minimize) the details of hardware implementation. This permits consideration of either the design flow on the basis of the system-level specification language or the widely used hardware description language. The technique was validated in a number of projects that were implemented for three types of FPGAs and prototyping boards [6-8]. A set of additional blocks that were described in Handel-C and VHDL [5] provide very effective visualization and debugging tools and they can be inserted into a “debug version” and removed from the “release version”. They are also very useful for experimental purposes.

5 Conclusion

It has been shown that many problems formulated over Boolean and ternary matrices can be solved with the aid of search algorithms that have a number of distinctive features. Such algorithms are recursive and they execute periodically operations for simplifying an initial matrix and making a decision for future steps. The paper suggests four primary building blocks for the high-level design of combinatorial accelerators, which provide storage and unique operations on matrices, support stacks, and implement recursive control algorithms. These blocks were described in Handel-C and in VHDL. To validate the method, three combinatorial accelerators were designed, implemented in FPGAs on the basis of stand alone and PCI boards, and tested. This work was supported by the grants FCT-PRAXIS XXI/BD/21353/99 and POSI/43140/CHS/2001.
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Abstract. In this paper, we discuss the use of System Generator to design a reconfigurable video encryption system. It includes the design of the AES (Advanced Encryption System) and Enigma encryption cores. As a result of using this design flow, we are able to efficiently implement our system and algorithms with a significant improvement on traditional design times, without compromise for performance.

1 Introduction

System Generator [1] from Xilinx is an extension of Simulink and provides a block-based high-level schematic tool that generates VHDL. The nature of System Generator makes it ideal for rapid development of data-path algorithms. One of the encryption algorithms used in this system is based on the Enigma machine, which is equivalent to an encrypter/decrypter typewriter whereby pressing a letter of the alphabet reveals a different letter of the alphabet. A much more recent product cipher is AES, which is based on the Rijndael algorithm developed by V.Rijmen and J.Daemen [2]. AES was chosen by NIST (National Institute of Standards and Technology) to replace the highly popular but less-efficient DES (Data Encryption Standard).

Xilinx’s Xtreme DSP kit [3], developed in conjunction with Nallatech, contains a BenOne motherboard and a BenAdda module, which are part of the scalable DIME-II™ family.

In this paper we investigate the implementation issues of designing a reconfigurable video encryption system using System Generator. We map our system to a Virtex-II FPGA on a BenAdda module, housed on a BenOne motherboard. The system is fully reconfigurable in that we essentially have two identical designs but with different encryption cores, a modified Enigma algorithm and the AES algorithm. Video is transmitted over a wireless link and fed back into the same FPGA to be decrypted.
2 Modelling with System Generator

System Generator consists of a Simulink library called the Xilinx blockset that maps the Xilinx block elements defined in Simulink into architectures and entities, signals, ports, and attributes. It also produces command files for FPGA synthesis, HDL simulation and implementation tools. The tool keeps the Simulink hierarchy when converted into VHDL.

When designing in System Generator it is possible to access key features in the FPGA such as the high-speed multipliers, and it is also possible to incorporate user-defined VHDL blocks into the model. For verification and testing the tool can automatically generate testbenches, where by the Simulink input stimuli to the input block can be recorded for the VHDL simulation. The outputs can then be compared with the recorded results from the Simulink simulation in the VHDL simulation.

3 Encryption Cores

The AES algorithm is a symmetrical block cipher. We have chosen the algorithm to use the 128 bit key length. This results in 10 rounds of encryption within the algorithm, with each round, except the last round, having 4 transformations as shown in Fig. 1. For this implementation we have chosen to design the traditional looped feedback for each incremental round without any pipelining. Each round has its own subkey, these are generated when needed and then stored locally in Block-RAM for the decryption core.

Our modified Enigma algorithm is an 8-bit algorithm accepting values between 0 – 255 and uses 3 permanent rotors. For more information on the Enigma see [4].

4 System Implementation

A PAL video stream is captured by an ADC channel on the BenAdda, fed through the FPGA, encrypted, and presented at the DAC. This is then fed back through the second ADC to the FPGA to be decrypted. A high-level System Generator model can be seen in Fig. 2 on the following page. For reconfigurability the system is in two parts. The first part is an encryption system using the Enigma algorithm and the second is the same system except that the Enigma is substituted for the AES algorithm.

The AES algorithm uses the standard looped round design. This takes up the smallest amount of space on the FPGA but affects the throughput by the feedback latency. The S-boxes within the subByte transformation are implemented using...
single port ROM blocks and can be seen as a one-dimensional array. Multiplication with in the mixColumns transformation is a combination of shift, XOR, and multiplexer blocks. The shiftRows transformation uses only slice and concatenate blocks.

The decryption core is the inverse of the encryption core [6]. The expansion of the key to produce the subkeys is performed locally when needed and then stored in block-ROM to be accessed later by the decryption core. A buffering and de-buffering circuit is added before the encryption and after the decryption to buffer up and down 8-bits to 128-bits and vice-versa.

The data having been encrypted, start and stop bits are added prior to transmission. The data is then serialised and modulated at 100MHz (via DAC1) onto a laser diode module that transmits to a pin diode receiver connected to ADC2 on the BenAdda. The modulated data received on ADC2 is captured and passed to a synchronisation circuit, which identifies the boundary of each parallel word and removes the start and stop bits before applying the parallel data to the decryption block.

Following decryption, the reformed 8-bit PAL signal is fed out through DAC2 on the BenAdda to a suitable display. The entire system is bandwidth limited by the ADCs, which are clocked at 100MHz.

5 Results

Each system, encryption and decryption, fits onto one XC2V3000. The Enigma system takes up 4588 slices (32%) of the device while the AES system takes up 1719 slices (12%) of the device. The performance of both systems is limited by the wireless laser link and the ADCs. Without these limitations the performance would go as
high as the performance of the encryption cores. The Enigma encryption core has a throughput of 1.25 Gbit/sec and is fully pipelined. The design of the encryption and decryption cores took one engineer just over one week. The AES encryption core has a throughput of 1.3 Gbit/sec and requires 466 (3%) slices of the device. However, due to the use of block-RAMs for s-boxes in the subByte transformation, the core needs 37 out of the 96 block-RAMs available. The design of each encryption core took one engineer just over two weeks. These same statistics can be applied to both of the decryption cores.

6 Conclusions

As can be seen from the results, especially the implementation of the AES core, it is possible with System Generator to design high-speed cores for FPGAs. The standard AES encryption core has also been fully pipelined. The System Generator model took over 2 hours to loop-unroll. A synthesizable core has been produced with a throughput of 16.4 Gbit/sec, but has been targeted at a XC2V6000. Although the design times cannot be compared with an equivalent VHDL design time, it is the authors’ view that these design times have increased impressively.

The System Generator tool has proved to be very intuitive for datapath and algorithm design. It does produce many VHDL files, for example the AES encryptor/decryptor core has over 2000 VHDL files in its hierarchy yet only takes up 3% of the slices in a XC2V3000. In terms of slices for whole 128-bit processing and on-chip key expansion, this core is one of the most compact AES encryptor/decryptor implementations published. The average simulation time of the system took around 10-15 minutes. When the AES fully pipelined encryption model was simulated the tool took over 4 hours to simulate 15 clock cycles.
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Abstract. The paper is focused on rapid prototyping for FPGA using the high-level environment of MATLAB/Simulink. An approach using combination of the Xilinx System Generator (XSG) and Handel-C is reviewed. A design flow to minimize HDL coding is considered.

1 Introduction

For development of embedded applications, the methods of hardware-software co-design are often needed: on one hand, the algorithm design must be solved, on the other hand, proper balance between the flexibility (software implementation) and performance (hardware implementation) must be considered.

At the level of rapid algorithm design, MATLAB is often used for block specifications and for their inner analysis. This environment is characterized by its high-level scripting possibilities, strong support for matrix operations, object oriented approach, extensive graphing possibilities and rich set of application-specific toolboxes.

The application prototyping is typically performed using either some suitable high-level programming language, e.g. C or C++, or the MATLAB scripting language. On contrary, the hardware part of the target implementation has traditionally been designed in a Hardware Description Language (often, VHDL or Verilog). Hence, it was necessary to manually recode the specification. That is itself an error-prone process, leading to two versions of the same code (in different programming languages), which are difficult to keep up-to-date and corresponding to each other. There has been a number of attempts to solve this problem, either by designing languages that can be used for both hardware and software specification (the best-known example is probably the SystemC language) or by automating the HDL code generation by parsing the high-level specifications. In this paper we focus on the second option, namely on using Simulink for the
initial specification of the system (Simulink is a MATLAB extension for visual programming). Using this tool, the system to be designed can be represented in a form of a block diagrams. In the paper, we revise some possible hardware design methodologies using Simulink for the system description and consider possible extensions. These extensions – aimed to provide support for a hardware-software co-design – are depicted in the diagrams given in Figure 1.

a) **Xilinx System Generator for DSP** (XSG) is an add-on tool for Simulink. The Core generator produces relationally placed macro components optimized for Xilinx FPGAs. With XSG, it is possible to generate VHDL source code out of Simulink block diagram. It allows to encapsulate user IPs too, using either VHDL or Verilog wrapper [3].

b) **Handel-C** is a HDL from Celoxica, based on the C language. It can be combined with C/C++ routines (representing parts of the design running in software). The compiler of the Handel-C language allows to generate directly the HDL description or to synthetise the EDIF code out of the C-like description. This design flow addresses HW/SW co-design problems as well [4].

c) **Real-Time Workshop** (RTW) represents generic methodology for parsing the Simulink block diagrams to high-level languages (primarily to the C-language). Parsers for different CPUs are provided. By adopting the methodology for Handel-C, System-C, or other appropriate language, it is possible to target the FPGA using the Simulink specification.

There are other tools that we mention only briefly:

- The **TargetLink** from dSpace (concept similar to XSG – Figure 1a) allows to use the Simulink block diagram to generate and optimize a C-code.
- The **Processor Expert** tool is a Delphi-like IDE for design of HW components. The concept used by ProcessorExpert is to encapsulate API into interactive IDE with graphical entities.
- **Forge** is a compiler from Xilinx for the FPGA designs written in Java language. It can be used with any Java-based IDE; it is possible to integrate it with the Matlab environment, which is based on the MathWorks proprietary JVM.
2 Designing XSG Extensions Using HW-Oriented HLL

As mentioned earlier, it is possible to develop extensions for the Xilinx System Generator (XSG) using the XSG black-boxes and HDL wrappers. To generalize and speed-up the prototyping and design process, we have combined this methodology with the tools available in the DK-environment from Celoxica (let us recall that it is a toolset around the Celoxica Handel-C language): the toolset was used to generate the VHDL code from the Handel-C description, and this code was then plugged into the System Generator.

The extended design flow is shown in Figure 2 – the right part of this figure is an extension of the flow presented in Figure 1 (a). We plan to investigate the possibilities of RPM support in terms of partially reconfigurable design as well [5].

![Fig. 2. Rapid-Prototyping design flow for the XSG Black-Boxes](image)

The approach was tested on an example of a High-Speed Logarithmic Arithmetic (HSLA) unit, which has been developed in our group [1]. This unit represents an efficient way for implementation of floating-point arithmetic operations in FPGA. The above specified design flow allowed us to prepare generic specifications using the MATLAB/Simulink IDE and to use them for XSG modeling of applications requiring the floating-point data range precision.

3 HW/SW Co-design Options

The presented design flow could be used also for the HW/SW co-design. An illustration example: in the complex signal processing applications, the HSLA-cores can be used as a floating-point coprocessor. The load of the signal processor can be reduced by allocating parts of the running code into the FPGA circuit.
Using the combination of RTW and XSG, we can go farther: the XSG represents the system-level based implementation on one or more FPGAs, while the RTW is used to co-design the control program for the processor (see left part of the Figure 2). It will be possible to extend this approach so that we can use these high-level tools for the System on Chip (SoC) designs. Finally, we are investigating the possibilities to simulate and analyze the Run Time Reconfiguration schedule (RTR, see [5]). Seamless implementation on the target is the most important factor we are taking into account.

4 Conclusions

A design methodology for rapid prototyping of HW/SW-implemented DSP systems has been presented. The approach presented in the paper uses a combination of the MATLAB/Simulink environment with the Xilinx System Generator for DSP and the Handel-C.

The methodology has been used for preparing a bit-exact and cycle-exact Simulink library of the HSLA functions with corresponding IP cores for FPGA, in a form suitable for DSP engineers. We have started with a sequential implementation using MATLAB with MEX functions. Later, we prepared library for visual programming using Simulink. Using its combination with Handel-C we could better explore algorithmic structure (parallelism). The behavioral simulation in Simulink was used to speed-up our design process.
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Abstract. This paper presents a software tool to design intermediate frequency and baseband digital transceivers on FPGA. Main characteristic of this tool is that an ad-hoc interpolation or decimation filter chain composed by CIC, polyphase, pulse shaping, matched filters and a CORDIC-based or ROM-based mixer can be selected. The tool allows the software radio designer to develop downconverters and upconverters and, finally, automatically to generate the VHDL code to implement the system on Xilinx FPGAs.

1 Introduction

During the next years it is expected that new communication systems will provide higher mobility and wider bandwidth than present systems. For these reasons those firms that develop future communication systems will have to face up to next challenges: continuous evolving standards, fast deployment of new services, higher spectral efficiency, high capacity and mobility data transmissions, and a demand of a high reliability in those services offered.

In order to meet all theses objectives it will be necessary the use of new methods of design and development. In recent years a new technology called software radio (SWR) has come up. The main idea behind SWR is to move the digital part of any communication system towards the antenna. This means that most of the analogue components from transmitters and receivers have been substituted by digital signal processing under FPGA or DSP devices. Working in this way it is possible to change the system configuration without changing the hardware.

This paper presents a tool that speeds up and makes easy the implementation of wireless communications systems. With this tool one can design a digital transmitter/receiver in intermediate frequency or in base band. By means of its graphical interface the user can choose all the subsystems required, and once the transmitter/receiver is completed, this tool can evaluate the performance of those employed IP-cores. Finally, if the specifications are met, the tool generates the VHDL code for the whole system.
2 Description of DIGIMOD Tool

Graphical user interface of DIGIMOD makes easy and fast the design and implementation of a transceiver for digital communications on FPGA. The transmitter, also called upconverter, is composed of several stages: binary data source, symbol mapping, pulse shaping, interpolation filters and mixer. Meanwhile, the receiver (or downconverter) is composed by a chain of elements that performs the reverse operations: a mixer to bring the signal to base band, decimation filters to cancel the double frequency image and to reduce the sampling rate, a matched filter adapted to the pulse shape, a demapper and a symbol detector. So, the designer of a digital communication modem can use this tool:

- to select the type of modulation between BPSK, QPSK, and QAM, and the pulse shape parameters;
- to evaluate what kind of filters are needed in the interpolation or decimation stages, CIC [1] or polyphase filters can be used;
- to design the selected filters by using MATLAB;
- to carry out a floating point simulation where the system performance is evaluated through two kinds of results: the Error Vector Measurement (EVM) of the generated signal, and the bit error rate (BER);
- to evaluate the finite precision for each block by comparing the use of fixed point operators with the floating point design;
- to generate a VHDL code of the fixed point system, in which each block is an area optimized relatively placed macro (RPM)

2.1 Design Flow

There are several steps during the design process with DIGIMOD. The first step is the selection of those blocks needed in the design: source, modulation mapping, pulse shaping, interpolation filters, (and mixer).

Once the filter chain is specified, a simulation using floating point precision is performed to evaluate if all the specifications are fulfilled. The tool generates the frequency response of the filter chain, as well as of individual filters, and two quality measurements: BER and EVM. If the obtained results do not match with system specifications the user can aggregate or delete blocks, or adjust block parameters until simulation gives the correct results.

After tuning the floating point design, the user can begin with the fixed point evaluation in a similar way. Simulations are performed in each step in order to assess the user to choose the number of bits needed.

If finite precision simulation accomplishes the specifications of the application, the tool is ready to generate the VHDL code of the whole system for a target FPGA device. After DIGIMOD generates the VHDL code, it can be synthesized with Synplify and implemented with ISE Xilinx tool.
2.2 Implementation Technology

Pulse shaping can be designed using two implementation methods: polyphase filter or look-up table [2]. Look-up method makes use of the embedded block select RAM available in a FPGA device. This method allows a higher interpolation factor than polyphase filter at a lower cost and simplifies the interpolation filters that come later in the transmitter chain.

Polyphase filters can be used for pulse shaping, matched filtering and interpolation, they are implemented with bit-serial or digit-serial distributed arithmetic [3].

Mixers can be built using two methods. The first performs a CORDIC-based mixer [4] and the second a ROM-based one [5]. This last method uses compression techniques to reduce the size of the required memories.

The VHDL code generated by DIGIMOD tool instantiates different cores that perform the required operations. All the cores have been described in VHDL by using relative placed attributes. Furthermore, they are area efficient with respect to same blocks generated with Xilinx Coregenerator system [6].

3 A Design Example

For a better understanding of DIGIMOD characteristics and performance, in this section we will present a design example of a digital IF QPSK modulator using DIGIMOD tool. In order to benchmark the performance of our tool we will compare it with the results given by Xilinx System Generator [6]. The QPSK modulator parameters are: 2 Mbps of bit rate, QPSK with a roll-off 0.3 root raised cosine pulse shape and a length of 8 symbols, an IF of 10.7 MHz, and a DAC with 8 bits and 40 MHz of sampling rate.

The interpolation chain used consists of: a polyphase structure for pulse shaping with an interpolation factor of 4, a halfband 6th order FIR interpolator, and a 3rd order CIC with an interpolator factor of 5.

![Figure 1. Floating vs. fixed (dotted) point implementations: BER and signal spectrum](image)

After some simulations fixed point parameters are: 8 bits for filter coefficient, both in pulse shaping and half band, and 8 bits for signal output for every block in the chain system. Figure 1 shows the comparison in BER between floating point design
and 8 bits fixed point design (with a loss of less than 0.1 dB), and the signal spectrum at CIC filter output in both the passband (above) and the stopband.

Table 1 shows the results of three implementations of this design in a Xilinx VirtexE-8 device. The first one has been performed with Xilinx System generator, the second and third ones use DIGIMOD tool, where pulse shaping is performed with a polyphase filter and with the look-up table method. These results show that DIGIMOD implementation is more efficient than system generator one. It is achieved an area saving of 45% with the polyphase filter option. If the look-up table method is used, 2 Block Select RAMs and 27 slices are required. Finally, it can also be made out that DIGIMOD requires less area to implement each block and, furthermore, does not require extra resources to connect those blocks employed, as System generator does.

<table>
<thead>
<tr>
<th>Resource (slices)</th>
<th>System Generator</th>
<th>DIGIMOD Polyphase PS</th>
<th>DIGIMOD Look-up PS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Half band</td>
<td>90</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>CIC</td>
<td>67</td>
<td>67</td>
<td>67</td>
</tr>
<tr>
<td>DDS+MIXER</td>
<td>281</td>
<td>189</td>
<td>189</td>
</tr>
<tr>
<td>QPSK modulator</td>
<td>1137</td>
<td>627</td>
<td>350 slices + 2 BSRAM</td>
</tr>
</tbody>
</table>

4 Conclusions

This paper presents a software tool that allows software radio designers to develop digital transceivers: from simulation to VHDL code generation for Xilinx FPGAs. As a design example an IF QPSK modulator has been implemented. Obtained results are compared with those given by Xilinx System Generator, it is shown that our tool leads to an area efficient implementation.
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Abstract. This paper describes the implementation of the L3 maze routing accelerator in an FPGA. L3 supports fast single-layer and multi-layer routing, preferential routing, and rip-up-and-reroute. A 16 X 16 single-layer and 4 X 4 multi-layer router that can handle 2-16 layers have been implemented in a low-end Xilinx XC2S300E FPGA. Larger arrays are currently under construction.

1 Introduction

The classic Lee Algorithm for maze routing [1] remains popular in electronic design automation because it is guaranteed to find a shortest-path connection if one exists. The algorithm represents the routing surface as a rectangular grid. During the expansion phase, it searches outward from the source node of a desired connection in breadth-first fashion while labeling each encountered node to indicate the shortest path back to the source. When the target node is found, the backtrace phase selects a path by following these labels while marking the path as an obstacle. The cleanup phase clears the remaining labels before additional connections are routed.

Although popular, the Lee Algorithm is computationally expensive. For single layer routing, expansion is O(d^2) for a connection of distance d, and cleanup is O(N^2) for an N X N grid. Multilayer routing is even more costly. This has motivated several proposals for hardware accelerators. Direct grid accelerators (e.g., [2]) map each node into an array of simple processing elements (PEs). This reduces the expansion time to O(d) and cleanup time to O(1) but requires N^2 processing elements for a single-layer. Virtual grid accelerators (e.g. [3]) map more than one node onto each PE. This requires fewer PEs, but each PE must be significantly more complex to handle the multiple mappings. Other acceleration approaches include raster pipelines [4], specialized processors [5], and accelerators intended for routing FPGAs, which have a specialized routing structure [6].

This paper describes a return to the direct grid approach called L3. L3 improves over previous direct grid approaches by providing (1) efficient support for multiple layers; (2) a significant reduction in PE logic; and (3) support for quick initialization and removal of obstacles and connections during rip up and reroute. A preliminary version of L3 was described in [7]; this paper describes a refined version and its implementation in an FPGA.
2 The L3S Organization

Figure 1 shows the general organization of L3S, the single-layer version of L3. Each cell (PE) is connected locally to neighboring cells in the grid using output XO. XO is true when a cell is labeled during expansion. It is connected to the WI, EI, NI, and SI inputs of the cell’s west, east, north, and south neighbors, respectively. An attached control unit (not shown) communicates with the array of cells using a global command bus CMD, and a row and column decoder that allow the selection of either individual cells or rectangular regions of cells. Cells pass status information back to the control unit using and a global tristate/wired-OR STATUS bus. Global input PF supports preferential routing and will be discussed later.

Each cell is a finite state machine with 6 states: E (empty), BL (blocked), XE (expanded east), XW (expanded west), XN (expanded north) and XS (expanded south). Table 1 describes the function of each cell as it responds to one of four commands: CLEAR, SET, EXPAND, and TRACE.

To perform maze routing, the control unit first selects all cells and broadcasts a CLEAR command to set all cells to the E state. It then selects the source node and uses the SET command to set the source cell to the XE state. It next applies the EXPAND command while selecting the location of the target cell. During each
successive clock cycle, a cell will enter an expanded state if one of its neighbors is in an expanded state and the corresponding preference input (PF1 for east/west, PF0 for north/south) is high. Expansion continues until either the target cell is reached (at which point status bit S0 is pulled low) or expansion has failed (in which case “watchdog” status bit S1 goes high).

If expansion is successful, the control unit starts the backtrace phase by selecting the target cell and broadcasting the TRACE command. In response, the target cell asserts its state code on the STATUS bus and enters the obstacle state (BL). The control unit uses the direction information encoded in the state code to determine the address of the next cell in the path and repeats this process until the source node is reached and the entire path is marked as an obstacle. To route another connection, the CLEAR command is applied with no cells selected to remove expansion labels (but not obstacles) and the process repeats. The entire process takes d clock cycles for expansion, d clock cycles for backtrace, and 1 clock cycle for cleanup.

L3M is the multi-layer version of the L3 architecture. It uses the same array structure as L3S but time-multiplexes cell hardware over multiple layers. Figure 2 shows the organization of a single L3M cell, which uses a shift register to store the states of each layer. The L3M cell processes states from bottom to top on each successive clock cycle. The state sequencer is similar to that of the L3S cell except that it has two additional states XU and XD to support vertical expansion. Expansion information from the layer “above” the current layer is taken from the next shift register stage. Expansion information from the level “below” the current layer is stored in a flip-flop at the end of the preceding cycle. Both calculations are suppressed by the /TOP signal when the top layer is reached. The preferential routing input PFV allows vertical expansion to be suspended; when zero the sequencer recirculates the current layer so that horizontal expansion can continue on successive clock cycles. The L3M array will find a connection in O(L*d) cycles for L layers.

![Fig. 2. The L3M Cell design. Layers are processed from bottom to top](image)

3 Implementation Results

As a proof of concept, the modules of the L3S and L3M accelerators have been coded in Verilog HDL and synthesized using the Xilinx ISE 4.2i and Synopsys FPGA Express tools targeting a Xilinx XC2S300E FPGA [8] on a Memec Development Board [9]. The synthesized L3S cell requires 17 4-input lookup tables (LUTs), 3 D flip-flops (DFFs), and 3 tristate buffers (TBUFs). The L3M cell requires 32 LUTs (including 3 SRL16 shift registers), 3 DFFs, and 3TBUFs.
Table 2. L3S and L3M implementation costs and predicted performance

<table>
<thead>
<tr>
<th>Array Size</th>
<th>Serial LUTs/FFs</th>
<th>Control LUTs/FFs</th>
<th>Array LUTs/FFs</th>
<th>Total LUTs/FFs</th>
<th>Clock (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 X 4</td>
<td>173 / 141</td>
<td>167 / 15</td>
<td>260 / 48</td>
<td>600 / 204</td>
<td>38ns</td>
</tr>
<tr>
<td>8 X 8</td>
<td>173 / 141</td>
<td>171 / 19</td>
<td>1083 / 192</td>
<td>1427 / 352</td>
<td>40ns</td>
</tr>
<tr>
<td>16 X 16</td>
<td>173 / 141</td>
<td>370 / 23</td>
<td>4067 / 768</td>
<td>4610 / 932</td>
<td>51ns</td>
</tr>
<tr>
<td>4 X 4 X 4</td>
<td>173 / 141</td>
<td>238 / 23</td>
<td>425 / 50</td>
<td>836 / 214</td>
<td>41ns</td>
</tr>
</tbody>
</table>

Table 2 shows the results of synthesizing the complete L3 router including cell array, decoders, control unit, and a serial interface to communicate with a host computer. All designs were tested and work properly, although the 16 X 16 single-layer design failed to meet the timing constraint.

The LUT requirements of the L3S and L3M cells can be used to predict the size of router that can be accommodated by a larger FPGA. For example, the Virtex-II Pro XC2VP125 device [8] contains 111,232 LUTs and could accommodate an 82 X 82 array of single-layer L3S cells or a 58 X 58 array of L3M cells.

4 Conclusion

This paper has described a new architecture for a direct-grid hardware routing accelerator and its implementation using FPGAs. The L3 architecture supports multiple layers, preferential routing, and iterative rip-up-and reroute. A working 16 X 16 single-layer router and 4 X 4 multi-layer have been demonstrated in a low-end FPGA. Future work will include implementation of larger routers, further design refinement to improve clock cycle time, and detailed performance comparisons of the hardware router to software implementations.
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Abstract. Reconfigurable processors pose unique problems for program safety because of their use of computational approaches that are difficult to integrate into traditional program analyses. The combination of proof-carrying code for verification of standard processor machine code and model-checking for array configurations is explored. This approach is shown to be useful in verifying safety properties including the synchronization of memory accesses by the reconfigurable array and memory access bounds checking.

1 Introduction

Reconfigurable computing is a rapidly evolving technology that has great potential for improved processing efficiency for important computational tasks. This improvement, however, comes at the expense of increased risk of problems from faulty or malicious programming. We are exploring model checking combined with proof-carrying code as a method of ensuring safety of reconfigurable processor programs. We show that significant safety properties can be efficiently and automatically verified by model checking.

2 Approach

The novel approach explored here uses model checking to verify safety properties of the reconfigurable array, and proof-carrying code (PCC) [Nec98] to verify safety properties of the standard machine code. In addition, proof-carrying code provides a context for model checking the reconfigurable array by providing preconditions, postconditions, memory partitions between standard processor executions and array executions, and local safety properties. This is achieved by extending PCC’s context mechanism for function calls to deal with indeterminacy from reconfigurable array executions.

The extensions include new instructions for accessing array registers, loading configurations, and starting array execution. The semantics and symbolic execution of old instructions are updated to take into account reconfigurable array execution, including an $\epsilon$-calculus based semantics for the symbolic evaluator to model inaccessible and indeterminate values during array execution. The extensions are documented in [Coc02].

The reconfigurable processor which we use as our example is the Garp processor [Hau00]. This processor has not been physically implemented but it has been thoroughly specified and documented, which is critical for proving safety properties.

* Partially supported by the NSF Grants nos. CCR-9996150 and ITR-CCR-0113611.
3 Model Checking

Model checking is used to verify safety properties of the reconfigurable array. Model checking is a formal method that automatically examines finite models of concurrent systems to verify properties of the models. In this work we use RTCTL [Cam96], a branching-time propositional temporal logic, as a property specification language. RTCTL uses bounded temporal quantifiers to implement bounded model checking.

We use the NuSMV system [CR98] for the verification of array configurations. NuSMV uses the language SMV to describe models. This language is similar to hardware description languages. NuSMV supports RTCTL as a specification language.

We build the model by translating bit-level encodings of configurations to the SMV language. Any information from the surrounding machine code that is needed to verify safety must be used in the safety properties for the configuration as detailed in [Coc02].

4 Properties to Be Model Checked

The generic properties that will be checked for all configurations include:
- At most one memory access is initialized per clock cycle
- At most one memory access is scheduled to use the bus for each cycle
- There is a memory item ready to read when a row reads one
- There is a row initiating a memory write when a row transfers to memory

The generic properties all deal with synchronizing memory accesses so that they are defined by the semantics of Garp’s reconfigurable array. If any of these properties is false, then there can be undefined behavior from the array. From a list of which control blocks can initiate memory accesses, it is possible to deduce these specifications.

The context dependent safety properties for a particular configuration include:
- All memory accesses respect the memory partition
- All memory accesses respect the memory access safety properties
- The postcondition is true after array execution

The context dependent properties all rely on information from the safety policy and the symbolic evaluation of the program where the array configuration is executed.

Both types of properties can also rely on the value of the initial count for the array execution. This count gives the number of cycles that the array executes if it does not halt itself first. The actual or maximum count can be used as a bound for temporal quantifiers so that the behavior of the model after the array would halt is not checked.

5 Performance of NuSMV on Translated Input Files

The performance of the model checker, NuSMV 2.0 running on an AMD Athlon at 1900 MHz with 1024 MB of memory under Debian Gnu/Linux 2.2, is the main factor to be explored for performance. Four example configurations were checked for six properties, the first is a generic property and the rest are context dependent properties:
- Memory control safety (MC)
- Memory alignment (MA)
- Lower bounds for memory reads (LBR)
The four configurations include three that perform the same function, but have different control paths and preconditions. The application is to read 200 word-sized pixels from an array, lighten each color component, and write the results back to the array.

The first configuration (IM1) has the precondition that the register in the fifth row of the reconfigurable array is loaded with a value equal to the value loaded in the first row of the reconfigurable array minus 14. This is because the first row reads the pixel array, the fifth row writes the result back, each of them is incremented by 2 on each cycle, and it takes seven cycles for the computation. The second configuration (IM2) has the precondition that the values loaded into the first and fifth row registers are equal. This is because the fifth row does not start incrementing until it is signaled on cycle 7 by the control path. The third configuration (IM3) does not have any corresponding precondition because it passes addresses from the first row to the fifth alongside the computation so that the value in the fifth row is always correct.

The fourth configuration (HASH) is a simple hash table. It is included to check the effect of computed addresses on the model checking. It reads values from an array, computes a 10-bit offset by repeated shifts and exclusive ors, and writes the value to an address plus the offset.

Each of the configurations has preconditions to ensure that the control path is correctly initialized, and that the access locations fit into memory without wraparound. All of the configurations have the trivial postcondition true because they do not leave any values in the array registers for later use.

The results are presented in Table 1 for properties that did not require an execution count related bound, and Table 2 for execution count bounded properties. The memory write properties for IM1, IM3, and HASH do not appear in Table 2 because they did not finish model checking in under four days. The reasons for the poor performance on the write boundary properties (LBW, UBW) are varied. For IM1, the precondition requires a very long bit-level specification and therefore a large symbolic representation that makes even trivial specifications practically uncheckable. IM3 and HASH both have a write address that is dependent on several rows of registers and cycles. This seems to be more than the model checker can handle efficiently as there is less possibility for cone-of-influence reduction of the symbolic representation. Even for IM2 it took a significantly longer time to check the write boundary properties as they depend on more of the array than the rest of the properties. Further information is available in [CKS03].

Table 1. Results of Model Checking Example Configurations for Unbounded Properties. Model checking times are given in seconds.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Property</th>
<th>IM1</th>
<th>IM2</th>
<th>IM3</th>
<th>HASH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MC</td>
<td>6.710</td>
<td>6.140</td>
<td>6.810</td>
<td>17.400</td>
</tr>
<tr>
<td></td>
<td>MA</td>
<td>6.740</td>
<td>13.690</td>
<td>14.140</td>
<td>33.670</td>
</tr>
</tbody>
</table>
Table 2. Results of Model Checking Example Configurations for Bounded Properties. Model checking times are given in seconds.

<table>
<thead>
<tr>
<th>Configuration / Property</th>
<th>Time Step Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>400</td>
</tr>
<tr>
<td>IM1 LBR</td>
<td>15.23</td>
</tr>
<tr>
<td>IM1 UBR</td>
<td>16.97</td>
</tr>
<tr>
<td>IM2 LBR</td>
<td>15.13</td>
</tr>
<tr>
<td>IM2 UBR</td>
<td>16.59</td>
</tr>
<tr>
<td>IM2 LBW</td>
<td>64.00</td>
</tr>
<tr>
<td>IM2 UBW</td>
<td>69.64</td>
</tr>
<tr>
<td>IM3 LBR</td>
<td>16.12</td>
</tr>
<tr>
<td>IM3 UBR</td>
<td>18.00</td>
</tr>
<tr>
<td>HASH LBR</td>
<td>27.27</td>
</tr>
<tr>
<td>HASH UBR</td>
<td>28.42</td>
</tr>
</tbody>
</table>

6 Conclusions and Further Work

The main result of this work is that model checking reconfigurable processor configurations is a viable verification method for important safety properties, in particular the memory control properties. Although some memory access boundary properties have been found to be too complex for efficient checking, there may be methods to mitigate this in many cases. As the examples show, configurations having equivalent computations with different control strategies can have very different behavior when model checked. This could be taken into account in a compiler designed to produce efficiently checkable configurations.

Integrating model checking into a synoptic system of program verification in order to solve these problems is being explored. In particular, replacing proof-carrying code based on first-order logic with proof-carrying code based on temporal logic [BL02] is expected to provide a greater range of safety properties that can be checked. This may allow model checking of easy-to-check properties, which are then integrated into the proof of safety attached to the program as a whole.
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Abstract. This paper investigates an analysis tool for the routing resources in the FPLD architecture design. The developed tool can assess the performance of a given architecture specified by the physical configuration of logic blocks and the switch boxes topology. Two problems are mainly considered in this paper: given an architecture, the terminal distribution of each switch box is first determined via probabilistic assumptions, then the sizes of required universal switch boxes are evaluated for routing successfully. The estimations are validated by comparing them with the results obtained in the previous published experimental study on FPGA benchmark circuits. Moreover, our result confirms that the universal switch block is a good candidate for FPLD design.

1 Introduction

As design cycle is shortening and design complexity is increasing, system designers respond to these pressures by moving to the more cost-effective block-based designs. Field-Programmable-Logic Devices (FPLDs) and intellectual property (IP) techniques, without designing circuit from scratch, help designers to build the required complexity in a short time-to-market. Being a relatively new technology, FPLDs are constantly undergoing upheaval changes in their architectures to cope with the increasing component density and versatility as demanded by new IP functionality. This paper aims to develop an architectural analysis tool that provides the FPLD architects with the ability to perform trade-offs in designing a new FPLD architecture. The developed tool does not assume a particular architecture, which could be hierarchical and heterogeneous. However, it assumes the switch blocks to be universal \[3\]. Through a statistical analysis, information will be provided to the architect, identifying the possible deficiencies in the architecture such as routability reaching a low threshold value. This prompts the architect to improve the configuration of design.

2 Model and Analysis

A generic FPLD architecture is illustrated in Fig. 1. It consists of some number of different sizes of nonoverlapping polygons. There are two kinds of polygons.
The one labeled with "L" is a configurable logic box, which may include look-up tables, flip-flops, and so on. The other labeled polygon with "S" is a switch box, which defines the connections between logic boxes. The white space between two sides of switch boxes is referred to as a routing channel. As for the switch boxes, they are assumed to be universal [2, 3] in this architecture. It has been proved in [3] that the universal switch blocks can accommodate significantly more routing instances than Xilinx XC4000-type switch blocks. Tsu, in his report [8], also concluded that the universal switch blocks require smaller silicon areas.

The architectural model presented is generic, possibly hierarchical and heterogeneous. The typical signals, shown in Fig. 2, may be related to Logic Blocks (B\textsubscript{i1}, B\textsubscript{o1}, B\textsubscript{i2}, B\textsubscript{o2}) or switches (S\textsubscript{i1}, S\textsubscript{o1}, S\textsubscript{i2}, S\textsubscript{o2}), where the subscript denotes the signal flow directions with "i" for going into the channel, and "o" for getting out of the channel. As a result: $B_{i1} + B_{i2} + S_{i1} + S_{i2} = S_{o1} + S_{o2} + B_{o1} + B_{o2}$, Since our objective is to analyze the routing requirement of a universal switch box, therefore, an equal model as shown in Fig. 3 is considered which only consider signals generated or terminated at the channel under consideration. To analyses the routing resource requirement in a given architecture, there are two basic assumptions: the signals are randomly generated at the side of a logic block according to the Poisson distribution and each signal connection is assumed to have a random path [4–7]. Let $X_{k}(t)$ denotes the number of non-terminating signals measured at location $t$ in the channel switch $k$ which enter the channel from $k$. Furthermore, let $Y_{k}(t)$ denotes the number of signals measured at location $t$ of the channel from $k$ that enter the switch box $k$. Assumed the signal entering the logic blocks from the channel has a random arrival. Therefore, it can be modeled by Poisson distribution with an arrival rate $\lambda$. Further assuming that the probability of a signal to make a connection after traveling a distance $t$ follows the exponential distribution with an average length $\alpha$. Same as [5], the total number of connections made at location $t$ of the channel as measured from $k$ is given by $Z_{k}(t)$, where $Z_{k}(t) = X_{k}(t) + X_{m}(t) + Y_{k}(t) + Y_{m}(t)$. Noted that $Z_{k}(t)$ is also Poisson with parameter $\lambda Z_{k}(t) = E(Z_{k}(t))$. When $t = 0$, $Z_{k}(0)$ actually denotes the number of signal emerging from the $k$-th side of the switch box. If the switch box has $N$ sides, the total number of signal emerged from the switch box to neighboring channels are given by $\Gamma = \sum_{k=1}^{N} Z_{k}(0)$. Since $Z_{k}(0)$ is Poisson with parameter $\lambda Z_{k}(0)$, $\Gamma$ is also Poisson with parameter $\lambda \Gamma = \sum_{k=1}^{N} \lambda Z_{k}(0)$. Depending on the connection topology of the switch box, each of the signal in $\Gamma$ can be connected by one of the $K$ different types of connection. Let $A_{i}, i = 1, \ldots, K$, denotes the random variable for the numbers of $i$-th type switch used in the switch box. Therefore, the probability of successful connection for all the signals in $\Gamma$ is given by the multinomial distribution.
of the joint probability of \( A_i \) with a given required number, \( \gamma \), of signals to be connected.

\[
P(A_1 = n_1, \ldots, A_K = n_K | \Gamma = (\gamma = \sum_{i=1}^{K} n_i)) = \frac{[(\sum_{i=1}^{K} n_i)!]}{n_1!n_2!\ldots n_K!} P_1^{n_1} \ldots P_K^{n_K} \tag{1}
\]

where \( P_i \) are the probability of connecting a signal using the \( i \)-th switch, and, \( \sum_{i=1}^{K} P_i = 1 \). The above conditional probability can be simplified by observing that condition \( \Gamma = \gamma \) is independent of the \( A_i \) process. Therefore, by sampling the Poisson process

\[
P(A_1 = n_1, A_2 = n_2, \ldots, A_K = n_K) = \prod_{i=1}^{K} \left( P_i \lambda \Gamma \right)^{n_i} e^{-P_i \lambda \Gamma} \frac{1}{n_i!} \tag{2}
\]

As a result, the above equations can be used to estimate the routability of FPLDs with universal switch blocks.

3 Experimental Results and Conclusions

The first experiment demonstrates the application of the developed analysis tools for optimizing FPLD architecture to minimize the number of switches requirement. The switch requirement can be minimized by equalizing the number of signals emerging from each side of the switch box. This is important for universal switch design. The optimization begins by choosing the switch box that has the largest difference between the number of signals emerged from two sides of the switch box. The positions of the neighboring logic blocks are then swapped. After swapping the logic blocks, the numbers and types of connections at each box are computed again, followed by another round of logic block swaps. Several FPLD architectures that follow Fig. 1 are developed by randomly choosing the positions, sizes, and the number of logic blocks. The total numbers of switches required are reduced, observations are shown in Fig. 4 and Fig. 5 respectively. Further, the number of switch blocks is also reduced (18 verse 19). The parameters \( \lambda \) and \( \alpha \) used in our simulation are predicted as in \([4]\).

The second experiment estimates the switch resource requirement (listed in Table 1.) for a Xilinx XC4000 alike architecture but with the Xilinx clique switch replaced by the universal switch box. Noted that the number, \( N \), is chosen, such
Table 1. Switch box size for successful routing of a given circuit and logic blocks

<table>
<thead>
<tr>
<th>Circuit</th>
<th>logic blocks</th>
<th>Altor Sroute [10]</th>
<th>Splace VPR</th>
<th>Channel Width</th>
<th>Switch sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>9symml</td>
<td>70</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>apex7</td>
<td>77</td>
<td>9</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>example2</td>
<td>120</td>
<td>10</td>
<td>7</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Alu2</td>
<td>143</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>teml</td>
<td>54</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>10</td>
</tr>
</tbody>
</table>

that the total numbers of logic blocks, $N \times N$, is large enough to implement the logic of the given circuits. Comparing the channel width requirement obtained after placement and routing (first and second row of 3-5th column) in Table 1 with the estimated minimum number of tracks in each channel, it is observed that the results are comparable except for the case of VPR [1] routing and placement. This is because VPR used simulated annealing in the placement and routing algorithm, thus archiving a global minimum in the switch size. Another observation is that all the requirements of switch size are same, there are two reasons: first, the algorithm only consider different switch box configuration, i.e. switch box with different number of switches of each type; second, the rounded values hide the tendency of increase. On the other hand, the relative steadiness of switch size indicates that the universal switch block is a good candidate topology for FPLD design. Listed in Table 1 is the bounds for the switch box size that can achieve higher than 99% of successful routing as estimated by eq.(2).
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Abstract. Conventional protective devices as light curtains allow safe but often inconvenient flow of work. Unfortunately uncomfortable safety devices are often bypassed or simply switched off. Consequently, the design of a video based protective device, which avoids inconvenient processing steps is of special interest. The present paper describes favorable combinations of FPGA-hardware and algorithms, which allow safeguarding of work places if several constraints are met. The methods were originally developed for surveillance of press brakes, but it is easily adaptable to different types of machines or work places.

1 Introduction

Development of video based industrial safety devices is still in its beginnings. It is discussed intensively by responsible authorities for the aim of safeguarding complex situations and enable convenient work flows. Problems arise from the combination of demands for high recognition reliability and low device prices, i.e. ability to implement detection algorithms in low cost hardware. Especially a high-speed implementation of video data processing at convenient frame rates represents a challenging barrier. The present paper describes the implementation of suitable combinations of algorithms and hardware for a video based protective device at press brakes in FPGA architecture. A camera takes images from a bird’s eye view perspective and delivers the usual R- G- and B- signals with 8-bit resolution each. Fig. 1 shows at the lefthand-side the intensity information of an example image. Two independent algorithms, which follow different principles for ensuring an inviolated ”region of danger” are described below. The first algorithm follows the principle of detecting any object intruding a buffer zone between worker and machine, while the second one verifies hands at risk-less positions, as described in [2].

Selection of algorithms has been performed with respect to usual FPGA-elements, mainly 4:1 LUTs with subsequent latch, in this paper referred to as Logic Element or short LE. Consequently, realizations are not restricted to a specific FPGA-family.
2 Surveillance of a Danger Zone

Surveillance of a danger zone can be established by comparison of camera images with a previously acquired image of the empty workplace. For reduction of illumination influences, differentiation between edge-images instead of intensity images is performed. The Sobel operator (cf. [4]) uses a 3 x 3 pixel filter mask containing the values $\pm 2$, $\pm 1$ and 0, and is consequently suitable for an FPGA implementation. Detected differences are subsequently compared to predefined image masks that represent warning and danger areas. Further independence from illumination conditions is obtained by additional binary morphological operations, namely dilation of the edge image and erosion of the difference image, each performed by a 3 x 3 pixel structuring element (cf. [3]). The whole processing cycle is shown in Fig. 2.

![Fig. 2. The processing cycle of ”surveillance of a danger zone”](image)

The Sobel operator filter mask can be transferred directly to an FPGA implementation by using a usual 2D-FIR filter for serial image data, where delays in horizontal direction are realized by time delays $T_1$, equal to the reciprocal of the sampling frequency, and delays in vertical direction are realized by $T_2 = NT_1$, where $N$ denotes the number of pixels in a row. Size of actual FPGAs allow a direct implementation of the filter. Multiplications are realized by shift operations, which are realized by fixed by wiring. The delays $T_1$ and $T_2$ are either implemented by using LE-latches, or external shift registers. Several FPGAs allow the conversion of one LE into a 16-bit shift register, which leads to the possibility of combining several LEs to achieve a long delay $T_2$. By exploiting these abilities, the number of necessary delays for implementation of the 3x3 pixel filter mask and 8 bit grayscale image data of size 284x288 pixel, amounts
to 423 LEs. Furthermore, the Sobel operation can be simplified by replacing
the square root expression of the gradient calculation by an absolute sum and
the search for a maximum by a threshold operation. The full implementation of
the simplified Sobel operator for the mentioned input signal needs only 532 LEs
(synthesis by LeonardoSpectrum). Morphological operations also can be imple-
mented in a similar 2D-FIR filter structure (cf. [5]) to act in the same way as
the Sobel operator, except that signal types are binary, which drastically reduces
the necessary hardware effort. Only 100 LEs are used to implement both mor-
phological operations. Comparison with filter masks is done by a bit-wise AND
concatenation of the output signal with suitably synchronized read out mask
information. The masks as well as the reference image have to be stored in an
external memory. The length of each mask word is determined by the necessary
mask configuration, i.e. how many different areas have to be distinguished. Tim-
ing simulations of this implementation can be performed at frequencies of up to
86 MHz (ModelSim). The number of latency clock pulses is 1184, which leads
for 50 Hz cameras and the above mentioned image size to a total recognition
time of only 20.22 ms.

3 Detection of Endangered Extremities

The most endangered extremities at press brakes are hands and fingers, which
can be recognized by skin color detection. For assessing minimal hardware ef-
fort in the present paper, application conditions are limited to a non-varying
lighting spectrum and favorable background colors. Fig. 1 shows a color image
(in grayscale), as well as its representation in RGB color-space. Furthermore,
significance can be enhanced by coercing workers to wear colored gloves. Rough
distinction between skin and other colors can be applied in the presented exam-
ple in RGB space by using a linear plane for separation, which can be established
by a very simple ANN consisting of only one perceptron (cf. [1]). This leads to
detection of skin color in a non-optimal, but "hardware efficient" way. Fig. 3
shows at the top left hand side the result of a skin color detection performed in
the above presented way. Several misclassified pixels have to be eliminated by
considering regional information using a binary morphological erosion operation.

![Image](image_url)

Fig. 3. Respective result images before (top) and after the erosion (bottom) are shown
at the left-hand side. The block diagram at the right illustrates the processing cycle of
the hand detection.
The respective result image is shown at the lower left-hand side. The latter is compared to image masks that represent danger and warning zones as proposed in section 2. Further processing is necessary to consider detectability of hands and foresighted danger recognition. Evaluation of these properties however, doesn’t need to take place at video frame rate, since respective attributes don’t change very fast. For this reason, detectability of hands can be measured evaluating size and number of detected skin regions. The whole processing flow is shown in Fig. 3, at the right-hand side.

The implementation of the perceptron requires at least a resolution of 11 bits for the input weights. Synthesis of a VHDL coded perceptron with three 8-bit input signals leads to the requirement of 444 LEs.

The morphological operation is realised in a filter structure and requires 50 additional logic elements. The comparison with appropriate filter masks is done by bit-wise AND concatenation of the output signal with suitably synchronized read out mask information. Like in the implementation of the first algorithms, masks have to be stored in an external memory, using 8-bit words for each mask pixel. Detection and mask-comparison functionality can be implemented using 564 logic elements. The timing simulation allows frequencies of up to 100 MHz. The number of latency clock pulses is 397, which for 50 Hz cameras and the above mentioned image size leads to a total recognition time of 20.08 ms.

4 Conclusion

The development of video based safety devices based on the proposed algorithms leads to extended possibilities for safeguarding of dangerous workflow. Improvements in reliability are necessary for industrial application. A first possible improvement in this respect, forms the combination of both implementations. Although development of video based protective devices is still in its beginnings, the proposed combinations of algorithms and hardware represent promising results for further development. The latter includes adaptive learning of skin color in the FPGA and evaluation of motion tracking algorithms for the purpose of preemptive danger avoidance.
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Abstract. In this work, a configurable hardware architecture for window-based image operations for real-time applications is presented. The architecture is based on an array of elemental processors under a systolic and pipeline approach to achieve a high rate of processing. A configurable window processor has been developed to cover a broad class of image processing algorithms and operators. The system is modeled in a Hardware Description Language and has been prototyped on an FPGA device. Some implementation and performance results are presented and discussed.

1 Introduction

Window-based image processing requires a large amount of low level processing on massive amounts of data in order to analyze the image contents and recover useful information [1]. The processing is characterized by a large amount of data processed at small neighborhoods by relatively simple operations [2]. In window-based operations the input is an image, and the output, is some symbolic quantity denoting features or location of objects in the image.

The window-based image processing complexity is expressed in terms of the elementary arithmetic operations required to process an image. A window-based operator has a computational complexity of $O(w^2MN)$ for an MxN image with a wxw mask. The complexity is further increased since most vision systems are intended for real-time operation [3]. Over 50 million operations are required to process an image of 640×480 pixels, and a computational power of tens of giga-operations per second is required to achieve real-time performance. The time requirements and the inherent limitations on the computational power of conventional processors have motivated the development of dedicated coprocessors for image processing. The nature of window-based operations is inherently local and suitable for data parallel processing. Combining data overlapping and parallel processing, it is possible to achieve high performance in window-based image processing.

The rest of the paper is organized as follows. Section 2 presents the hardware architecture developed for window-based image processing. Section 3 presents some implementation and performance results. Finally, section 4 presents some conclusions and further work derived from this research.
2 Configurable Hardware Architecture

A simplified block diagram of the proposed hardware architecture is shown in figure 1. The architecture reads data from the input memory where input image pixels and mask window pixels are stored, denoted as P and W, respectively, in figure 1. The pixels are read in a column-based scan and transmitted to the array of processors to compute, in parallel, several window operations [4]. The processed data is captured by the global data collector and stored in the output memory bank.

The architecture contains four separate functional units: control and management unit, address generator, global data collector, and an array of configurable window processors. The control unit manages the data flow and synchronizes the different operations performed in the architecture. The address generator module generates the addresses for accessing image data. The input image memory and the window memory are read in a column-based scan, but a row-based scan is possible. Also, the address generator generates the addresses for the output memory to store the results produced by the architecture. The global data collector module collects the processed image data over the entire array and the result is sent to the output image memory.

The array of processors is the computation core of the architecture. The processors are arranged under a 2-D systolic approach. A closer view of the array of processors is shown in figure 2. The modules labeled by CWP and D denotes a processing element and a delay line, respectively. A linear systolic array of CWPs is interconnected to another through a delay line D for transmission of the mask window coefficients [5][6]. The delay line size is dependent on the number of rows processed in parallel. For an array of $w \times w$ CWPs the delay line is composed of $(w-1)$ registers.

Figure 2 also shows a block diagram of the CWP designed to cover most window-based operations. It is called Configurable Window Processor (CWP). An accumulator, a register and an ALU-like processor (AP) integrate a CWP. Each CWP in the array computes a window operation progressively. At each cycle, one CWP receives a different value of the window mask and all the CWPs receive the same pixel value from the input image. After a latency period, the CWPs deliver their results progressively. Once a result is produced and captured by the data collector, the CWP is ready to start a new computation. The architecture works progressively in the same manner until the end of the data in the input image.
3 Implementation and Results

The architecture was modeled in VHDL and synthesized for a VirtexE FPGA device using an array of 7×7 CWPS. The architecture was prototyped on an RC1000PP board from AlphaData [7]. At a frequency of 40 MHz, the processing time for a 512x512 image is 12.6 milliseconds, so the architecture processes around 80 images per second. The frequency is limited by the time delay introduced by the AP module. Table 1 shows a summary of the hardware resources and performance characteristics. Table 2 compares the architecture to other systems reported in [8][9]. The architecture achieves similar performances with less hardware resources.

Table 1. Summary of hardware resources utilization and performance characteristics of the architecture when mapped to a VirtexE XCV2000E-6 BGA560 device

<table>
<thead>
<tr>
<th></th>
<th>2604 slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete Architecture (7×7 CWPs)</td>
<td>2604 slices</td>
</tr>
<tr>
<td>Single CWP</td>
<td>54 slices</td>
</tr>
<tr>
<td>FPGA percentage</td>
<td>13 %</td>
</tr>
<tr>
<td>Maximum frequency</td>
<td>40 Mhz</td>
</tr>
</tbody>
</table>

4 Conclusions and Further Work

In this work a configurable hardware architecture for window-based algorithms has been presented. The regular structure of the architecture allows the array of CWPs to be expanded and configured to adapt to different mask sizes and performance

![Diagram of processing elements](image-url)
requirements. The use of a large number of CWPs in the architecture to increase the number of rows processed in parallel, can reduce the processing time of an image to hundreds of microseconds. The architecture has been tested on algorithms such as convolution, correlation, 2-D filtering, feature detection, template matching, and gray-level morphology. The architecture functionality can be extended to applications such as motion estimation, and stereo disparity. As a further work the integration of the architecture on a smart camera will be addressed and aspects of dynamic reconfiguration, at the processing element level, will be explored for a more efficient use of hardware resources.

Table 2. Comparison performance of the proposed architectures with other systems using image convolution on a 512×512 gray-level image

<table>
<thead>
<tr>
<th>System</th>
<th>Architecture</th>
<th>Window size</th>
<th>Timing</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDSP16488, 40 MHz</td>
<td>ASIC</td>
<td>8x8</td>
<td>6.56 ms</td>
</tr>
<tr>
<td>LSI Logic’s L64240, 20 MHz</td>
<td>ASIC</td>
<td>8x8</td>
<td>13.11 ms</td>
</tr>
<tr>
<td>DECchip 21064, 200MHz</td>
<td>Multiprocessor</td>
<td>5x5</td>
<td>220 ms</td>
</tr>
<tr>
<td>MAP1000, 200 MHz</td>
<td>VLIW</td>
<td>7x7</td>
<td>7.9 ms</td>
</tr>
<tr>
<td><strong>Proposed architecture, 40 MHz</strong></td>
<td>FPGA-based</td>
<td>7x7</td>
<td>12.6 ms</td>
</tr>
</tbody>
</table>
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Abstract. This paper describes an FPGA implementation of a Connected Component Labelling algorithm (CCL), developed at Queen’s University Belfast. The algorithm iteratively scans the input image, performing a non-zero maximum neighbourhood operation. It has been coded in Handel C language and targeted Celoxica RC1000-PP PCI board. The whole design was fully implemented and tested on real hardware in less than 24 man-hour. It uses a Virtex-E FPGA and two banks of off-chip memory. For 1024×1024 input images, the whole circuit consumes 583 FPGA slices and 5 Block RAMs and can run at 72 MHz, leading to a 68 pass/sec performance. The FPGA implementation outperforms, easily, an equivalent software implementation running on a 1.6 GHz Pentium-IV PC. A 10-fold speed up has been realised in many instances.

1 Introduction

Connected Component Labelling is an important task in intermediate image processing with a large number of applications [1][2]. The problem is to assign a unique label to each connected component in the image while ensuring a different label for each distinct object as illustrated in Figure 1.

Fig. 1. A labelled Image example

To date, many algorithms have been developed to handle this problem [3][4]. This paper describes an FPGA implementation of an architecture based on a serial iterative algorithm for CCL developed at Queen’s University Belfast [5].

In the following section, we describe the algorithm used. We then describe the hardware architecture, after which we give details of the FPGA implementation and its performance. Finally conclusions are drawn.
2 The Proposed CCL Algorithm

Given an arbitrary input grey-scale image, the CCL algorithm which we use is an iterative one and consists of the following steps:

Step 1: Threshold the input image to obtain a binary image. This will make all pixels in the objects equal to 1 and all other pixels equal to 0.

Step 2: The thresholded binary image is initially labelled. The initial labelling technique we adopt is: firstly to give the first non-zero pixel the highest label, and decrease the label value for subsequent non-zero pixels. Secondly, and in order to reduce the number of bits per pixel, we give adjacent non-zero pixels, within the same column (assuming a vertical scan), the same label as we know they are connected.

Step 3: Apply an iterative ‘non-zero maximum’ neighbourhood operation on the image, using the window given in Figure 2. During this operation, each result pixel is stored back in the source image. A complete forward pass is followed by an inverse pass in which the image is scanned in reverse order.

Step 4: Repeat Step 3 until there is no change in the image.

3 The Hardware Architecture

The hardware architecture for the algorithm proposed above is illustrated in Figure 4. This architecture is a serial one, where pixels are fed to the FPGA one at a time. During the first pass, the input image is first thresholded, to produce the binary image, then initially labelled. In subsequent passes, these operations are bypassed. In order to eliminate the propagation of the pixel label from the bottom of an image column to the top of the following one, a column counter is provided to inhibit this propagation. To cater for the forward/backward multi-pass scheme, the image is read in the reverse order from which it has been stored during a backward pass.
Fig. 5. Hardware organisation of the CCL implementation on Celoxica RC1000-PP PCI board

Detecting if a pass has resulted is done on the fly, to avoid a separate pass for this purpose. A flag is maintained during processing, and is set to 1 if and when any result pixel differs from its original value. To test for termination of the whole algorithm, this flag must be 0 at the end of a pass (either forward or backward).

The organisation of the proposed architecture on Celoxica’s RC1000-PP PCI board is given in Figure 5. The architecture makes use of the onboard XCV2000E-6 Virtex chip and two 4MB SRAM banks. The FPGA reads the input image alternatively from one bank, performs a non-zero maximum pass on it and writes the result onto the other bank. The input image is first downloaded into one SRAM bank on the board by the host software (written in C). The latter then starts the CCL algorithm. After that, the FPGA operates autonomously. A forward pass is followed by an inverse one. The process is repeated until no change in the image occurs.

The memory interface block generates the proper off-chip RAM address sequences, whereas the Host interface block interfaces between the Host program (written in C) and the FPGA hardware through a number of registers.

4 Real Hardware Implementation

The CCL algorithm presented above has been fully coded in Handel C language and implemented and fully tested using Celoxica DK1 suite and RC1000-PP PCI board in less than 24 man-hour. The circuit description is scaleable and parameterisable in terms of the: the image size, the input image pixel word length, the processing word length and the threshold level (for binarisation).

The whole algorithm needed ~250 lines of Handel C code. The par instruction for expressing parallel flows, as well as the if statement for expressing conditions and selecting alternative flows based on these conditions, have been used extensively. The circuit was simulated conveniently at the Handel C source level. Hardware, in the form of EDIF netlist, is generated automatically from Handel C by Celoxica tools.

We have tested the algorithm using many combinations. Table 1 gives a sample of the results for different image sizes using 8-bit/pixel input images, a user-tuneable threshold level and a processing word length of 32 bits.

Figure 6 gives an example of an input image and the corresponding labelled image after the application of the CCL algorithm, along with the number of passes required. It takes ~1.57 sec to label this image on FPGA. An equivalent software implementation (written in C), on a 1.6 GHz Pentium-IV PC, takes ~18.17 sec. Thus, a 10-fold speed up is possible with the FPGA-based implementation.
Table 1. Implementation results of CCL algorithm on the RC1000-PP PCI board

<table>
<thead>
<tr>
<th>Image size</th>
<th>Slices (out of 19200)</th>
<th>BRAMs (out of 160)</th>
<th>Speed (MHz)</th>
<th>Number of passes/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>256x256</td>
<td>526</td>
<td>1</td>
<td>78</td>
<td>1190</td>
</tr>
<tr>
<td>512x512</td>
<td>553</td>
<td>3</td>
<td>73</td>
<td>278</td>
</tr>
<tr>
<td>1024x1024</td>
<td>583</td>
<td>5</td>
<td>72</td>
<td>68</td>
</tr>
</tbody>
</table>

Fig. 6. Sample result of the implementation of our CCL algorithm

5 Conclusion

In this paper, we have presented an FPGA implementation of an architecture based on a serial iterative algorithm for Connected Component Labelling (CCL). The circuit has been coded in Handel C language and fully tested on Celoxica Virtex-E based RC1000-PP PCI board in less than 24 man-hour. Handel-C proved extremely convenient for this kind of control-intensive algorithms.

The paper presented implementation results for different image sizes. For instance, the implementation of the proposed algorithm for 1024x1024 input images consumes 583 slices and 5 Block RAMs on the FPGA and can run at 72 MHz. This results in a maximum number of passes equal to 68 passes/sec. The FPGA implementation, easily, outperformed a 1.6 GHz Pentium-IV PC implementation. A 10-fold speed up has been realised in many instances.
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Abstract. The paper describes the implementation of a systolic array for a non-linear predictor for image compression. We can implement very large interconnection layers by using large Xilinx and Altera devices with embedded memories and multipliers alongside the projection used in the systolic architecture. These physical and architectural features create a reusable, flexible, and fast method of designing a complete ANN (Artificial Neural Networks) on FPGAs. Our predictor, a MLP (Multilayer Perceptron) with the topology 12-10-1 and with training on the fly, works, both in recall and learning modes, with a throughput of 50 MHz, reaching the necessary speed for real-time training in video applications.

Introduction

In recent years, it has been shown that neural networks can provide solutions to many problems in the area of image compression. Software simulations are useful for investigating the capabilities of ANN models and creating new algorithms; but hardware implementations remain essential for taking full advantage of the inherent parallelism of ANN.

Traditionally, ANNs have been implemented directly on special-purpose digital and analogue hardware. More recently, ANNs have been implemented with re-configurable FPGAs. Although do not achieve the power, clock rate, or gate density, of custom chips; they are much faster than software simulations [1]. Until now, a principal restriction to this approach has been the limited logic density of FPGAs.

This paper offers advances in two basic respects to previously reported neural implementations on FPGAs. The first is the use of an aspect of backpropagation and stems from the fact that forward and backward passes of different training patterns can be processed in parallel [2]. The second point we contribute is to produce a completed ANN with on-chip training, and good throughput for the recall phase – on a single FPGA. This is necessary, for example, in industrial machine vision, and for the training phase, with continual online training (COT) [3]. In our research, we need this properties in order to design a adaptive non linear predictor for video compressionNon-linear Predictor Application
Non-linear Predictor Application

In this section we present results obtained by experimenting with the adaptive non-linear prediction approach proposed by Marusic and Deng [4] together with the encoder method proposed by Howard and Vitter [5] in order to obtain a complete lossless compression system (Fig. 1).

The prediction stage is an adaptive predictor that uses a dynamic training region for each pixel to be estimated. The training region has twelve context windows, each one with twelve pixels (Fig. 2).

The image is scanned, pixel by pixel, from left to right and from top to bottom. On each pixel, the training region is represented by twelve training vector; these are used to train a 12-10-1 two layer perceptron. Once the network has been trained, the pixel is predicted and the current weight matrix is used as the initial one for the next pixel (Fig. 2).

We can evaluate a predictor method by its ability to reduce the correlation between pixels (entropy) as well as the PSNR for the predicted image. We can observe a summary of these parameters for different topologies of the MLP of the Adaptive Non-linear Predictor in Table 1. We obtain, with the on line version of the Backpropagation algorithm, better results than with batch line version and we show that the number of hidden layers (20 or 10) is not relevant for the prediction performance. These two ideas are very important for our hardware implementation, both in throughput and in area.
**Table 1.** Results of prediction with different topologies with Lena256x256 Image

<table>
<thead>
<tr>
<th>Hidden Neurons</th>
<th>10</th>
<th>20</th>
<th>10</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context (inputs)</td>
<td>12</td>
<td>12</td>
<td>4</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>PSNR</td>
<td>27.8575</td>
<td>27.9511</td>
<td>27.4993</td>
<td>28.5662</td>
<td>28.5537</td>
</tr>
<tr>
<td>Entropy of residue</td>
<td>4.9858</td>
<td>4.9763</td>
<td>5.0409</td>
<td>4.855</td>
<td>4.8648</td>
</tr>
<tr>
<td>Entropy of original</td>
<td>7.5888</td>
<td>7.5888</td>
<td>7.5888</td>
<td>7.5888</td>
<td>7.5888</td>
</tr>
<tr>
<td>Version Learning</td>
<td>Batch line</td>
<td>Batch line</td>
<td>Batch line</td>
<td>On line</td>
<td>On line</td>
</tr>
</tbody>
</table>

![Image](image.png)

**Fig. 3.** Original (h<sub>n</sub>) and residue (e<sub>n</sub>) images, and its histograms.

**Table 2.** Design summary for MLP(12-10-1).

<table>
<thead>
<tr>
<th></th>
<th>X2V3000BF957-6 (VIRTEX2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slices:</td>
<td>3,601 out of 14,336</td>
</tr>
<tr>
<td>Number of Flip-Flops:</td>
<td>2,114 out of 28,672</td>
</tr>
<tr>
<td>Number of Mult18x18s:</td>
<td>75 out of 96</td>
</tr>
<tr>
<td>Number of RAMB16s:</td>
<td>48 out of 96</td>
</tr>
</tbody>
</table>

The results of the implementation of the MLP(12-10-1) are shown in Table 2 and 3. This implementation works, both in recall and learning modes, with a throughput of 50 MHz (only possible with our pipeline version), reaching the necessary speed for real-time training in video applications and enabling more typical applications (wavelet transform and run-length coder) to be added to the image compression.
Table 3. Design summary for MLP(12-10-1).

<table>
<thead>
<tr>
<th>EP1S60B856C7 (STRATIX)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Logic Cells: 7,362 out of 57,120</td>
</tr>
<tr>
<td>Number of Flip-Flops: 2,381 out of 59,193</td>
</tr>
<tr>
<td>Number of DSP blocks: 133 out of 144</td>
</tr>
<tr>
<td>Number of m512s: 47 out of 574</td>
</tr>
</tbody>
</table>

Conclusions

Until now, mask ASICs offered the preferred method for obtaining large, fast, and complete ANN for designers who implement neural networks with full and semi-custom ASICs. Now, we can exploit all the embedded resources of the new programmable ASICs (FPGA) and the enormous quantities of logic cells to obtain complete applications of neural networks, with real-time training on the fly, and with topologies (size) that were impossible to achieve just two years ago.

Of course other certain drawbacks must be overcome in addition to size when we face up to the implementation of a real application. Decrease the throughput of the training is very important for the MLP in the transmit part of the prediction system and we attain it with the pipeline version of the algorithm; but also we must resolve the reception part, and for this, the latency of the training must be improved. Therefore we have to increase the parallelism of our implementation in the future.
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Abstract. This paper describes methods and tools that have been used for teaching disciplines dedicated to the design of reconfigurable digital systems. It demonstrates students’ projects, disseminates experience in the integration of different disciplines, and gives examples of stimulating student activity. A set of animated tutorials for students that are available on WebCT with a number of practical projects that cover a variety of topics in FPGA-based design can be seen as the most valuable contribution to the area considered.

1 Introduction

Today, FPLDs are considered to be an alternative to ASICs, and they have already been very efficiently used in a large number of practical applications, such as co-processors for general-purpose computers, problem-oriented digital systems, embedded controllers, and so on. Since the scope of potential applications is growing rapidly, a large number of well-prepared engineers are needed in the relevant areas. Thus, new trends must be reflected in the respective pedagogical activity of universities concerned with these subjects. Note that the domain of reconfigurable systems design is very dynamic and many-sided. Periodic upgrading of the pedagogical plans is essential in order to mirror recent advances in FPLD technology, design methods and CAD tools. Consequently, it is very important to provide an exchange of experience in pedagogical activity. This paper describes a methodology that has been used for more than 5 years for teaching reconfigurable systems at the Department of Electronics and Telecommunications of Aveiro University.

2 Basic Directions in Teaching Reconfigurable Systems

The major topics that have been considered as a base for the disciplines within the scope of reconfigurable systems design include design tools, prototyping boards with FPLDs and methods that provide an understanding of how FPLD-based circuits communicate with the external world, i.e. with peripheral electronic devices.

Design tools have been selected so that it is possible to learn both system-level specification languages and traditional HDL design flows. Two system-level specification languages, SystemC [1] and Handel-C [2], have been taught to students. SystemC is a library that permits hardware components to be modeled using a
standard C/C++ compiler and it was considered just at a description level. Handel-C permits digital circuits to be described in a C-based style and synthesized using Celoxica tools [2]. The latter together with Xilinx ISE 5.2 software [3] were used for the design, modeling, and implementation of digital systems based on FPGAs.

A number of prototyping boards have been employed for testing circuits in hardware. Recently used boards contain FPGAs from two Xilinx series; the Spartan-II/Spartan-IIE (the boards TE-XC2Se [4] and RC100 [2]) and the Virtex-EM/Virtex-IIPro (the PCI boards ADM-XRC and ADM-XPL [5]).

For the majority of practical applications, FPGA-based circuits have to interact with external devices. Three groups of interfaces have been studied. They are widely-used standard protocols, such as parallel, RS232, USB, etc; PCI; and those that provide interactions between FPGAs and external microchips, such as static memory, LCD controllers, microprocessors, etc.

Three kinds of applications have been proposed to students, combinatorial accelerators, hardware/software co-simulation, and processors with customized sets of instructions. During practical classes, students have to implement individual blocks for the systems mentioned above. Complete systems have to be constructed within semester projects.

The classes given to the students have a number of distinct features. The lectures are well-covered by a set of animated tutorials and examples of FPGA-targeted projects. All the required supplementary materials are available on the WebCT.

3 Tutorials and WebCT

In order to maximize the effectiveness of the classes, the students should have access to all the required materials. The materials can be divided into the following basic groups: manuals about FPGAs and the corresponding computer-aided design systems (ISE 5.2, ModelSim and DK1 in our case); supplementary documents (manuals on peripheral microchips, specification of interfaces, etc.); descriptions of auxiliary equipment that is required, such as logic analyzers; methods and tools that increase the productivity of education through facilities such as the extensive use of animated tutorials and providing materials for distance learning. For example, the section Tutorials in the public domain of [6] contains 10 examples. Each of them includes an animated tutorial in PowerPoint and examples of ISE 5.2 projects for VHDL-based design flow. They address the following topics:

- A sequence of steps for beginners to design, implement, and test in an FPGA, a trivial circuit based on a very simple VHDL code;
- The interaction of an FPGA with components such as LEDs, push buttons and DIP switchers through a CPLD;
- Design and functionality of a simple arithmetical circuit, which displays the results on a LCD (2 lines with 16 characters each). This tutorial explains how to use the ISE 5.2 schematic editor, the Core Generator, Xilinx libraries, hierarchical design, combining different components in the same project, interaction with an LCD controller, etc.;
- Synthesis of finite state machines (FSM) and the use of Xilinx StateCAD;
• Synthesizable VHDL in alphabetical order. It allows any letter (for instance, $G$ - Generic) to be chosen to learn the corresponding topic, to run a relevant project in ISE 5.2, to load the generated bitstream into the FPGA, and to test the circuit in hardware;

• Simulation of VHDL descriptions in ModelSim;

• Interacting with a touch panel [7] through an RS232 interface;

• Parameterizable (generic) VHDL code for a reprogrammable FSM and examples of the FSM interacting with a datapath;

• FPGAs interacting with two LCDs (4 lines 20 characters in each and 2 lines 16 characters in each). The examples explain a number of control sequences for scrolling, editing, etc.;

• A very detailed and relatively complex example that explains how to use recursive hierarchical control. It shows a C++ program that illustrates algorithms, describes two recursive sub-algorithms, demonstrates how to construct a recursive hierarchical FSM that builds a special binary tree from a sequence of arbitrary integers and sorts integers on the basis of this binary tree. The results (i.e. the sorted data) are displayed on an LCD.

All the tutorials make use of different animation effects available in PowerPoint (Windows XP). This enables many processes to be demonstrated in a step by step manner, such as all the events appearing in each clock cycle; how VHDL code activates these events and reacts; how various bits in interface lines are changed, etc.

Similar tutorials have been prepared for explaining the functionality of FPGA DLLs, demonstrating an interaction with a mouse, a keyboard, a VGA monitor, and for a number of Handel-C topics. They are available in English and in Portuguese.

4 Stimulation of Student Activity and Integration with Other Disciplines

Two types of evaluation have been proposed to the students. The first is a traditional examination. The examination can be replaced by the second type of evaluation through an individual project that is suggested in the middle of a semester. According to the requirements, students have to design, implement, and test a digital system based on commercially available FPGAs. Potential projects are discussed with the students. This allows a task to be chosen from the area that is of the most interest to a particular student. The results of the projects have to be demonstrated in a working FPGA-based device and presented in a written report before the end of the examination period. The best projects are recommended for publications in the magazine “Electrónica e Telecomunicações” that is issued by the Department. All these publications can be accessed through the WebCT [6].

The methodology provides a very important opportunity, especially for final year students. It permits integration between different disciplines to be established. The group of disciplines considered in this paper suggests methods and tools; the other groups of disciplines offer applications. This approach provides additional motivation to the students because reconfigurable systems can be linked with practical work in other disciplines that particular students are interested in.
Our experience has shown that there are some auxiliary methods that stimulate the work of students. First of all, the result of the work should be visible and touchable especially at the beginning. That is why it is reasonable to use stand-alone boards that are cheap and provide a number of interactions such as communication between an FPGA and a mouse, a keyboard, a VGA monitor, LCD panels, etc. Only after some period of time hidden PCI-based prototyping boards can be used. As a rule they are much more expensive and do not permit the results to be appreciated visually. The work is organized through a set of API functions and it looks like programming. On the other hand, PCI-based boards contain much more powerful FPGAs and they are recommended for experienced students, especially those in Ph.D. and M.Sc. scholarships.

For example, in 2002/2003 a combinatorial processor that implements an exact algorithm for solving the covering problem has been proposed as a project for final year students. Initially, a stand-alone RC100 prototyping board with an FPGA from the Spartan-II family was used. All the individual components of the project were described in Handel-C and carefully tested using available peripheral devices and drivers supplied by Celoxica. Finally the entire circuit was implemented. After that the same circuit was constructed using the ADM-XPL PCI board [5] containing FPGA XC2VP7 of Virtex-II Pro family. This circuit allows much more complicated problems to be resolved [8]. The previous experience gained with a relatively cheap stand-alone board provides a basis for achieving results rapidly, and very similar methods and tools can be used for the most advanced FPGAs available on the market.

5 Conclusion

This paper disseminates experience in teaching reconfigurable systems, summarizes the pedagogical methods that have been adopted, the organization of classes, the basic directions of student’s projects, and many other aspects. This work was supported by the grants FCT-PRAXIS XXI/BD/21353/99 and POSI/43140/CHS/2001.
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Abstract. Data dependent circuits are logic circuits specialized to specific input data. They are smaller and faster than the original circuits, although they are not reusable and require circuit generation for each input instance. This study examines data dependent designs for subgraph isomorphism problems, and shows that a simple algorithm is faster than an elaborate algorithm. An algorithm that requires many hardware resources consumes an accordingly longer circuit generation time, which outweighs the performance advantage in execution.

1 Data Dependent Hardware

If any input of a logic circuit turns out to be constant, the circuit can be reduced. For example, if any inputs of an AND gate turn out to be zero, the output becomes zero (constant propagation). This reduction can be applied recursively, consequently reducing the logic scale of the circuit. The derived circuit would operate at a higher frequency than the original, because the logic depth and wiring delay would also be reduced by this reduction.

Since the consequent circuit becomes dependent on the input data instance, such a circuit is called a data dependent circuit in the following discussion. The obvious drawback of a data dependent approach is that the derived circuit is not reusable. This naturally means that (1) the circuit must be generated for each input instance, and (2) reconfigurable devices such as FPGA must be used.

The total execution time $T$ of a data dependent circuit is given by the sum of the circuit generation time $T_{gen}$ and the execution time $T_{exec}$. $T_{gen}$ consists of the time for HDL source code generation, logic synthesis, technology mapping, placement, routing, and FPGA configuration. $T_{gen}$ depends on the logic scale, since a larger circuit usually requires accordingly larger generation time. $T_{exec}$ is the product of cycle count and cycle time. Here, the cycle count depends on the algorithm, and the cycle time depends on the implementation. Fast algorithms can make $T_{exec}$ smaller, but they often require more hardware resources and make $T_{gen}$ larger. The total execution time $T$ is thus not so obvious without empirical studies.
2 A Case Study: Subgraph Isomorphism Problem

Hereafter, we examine a problem called a subgraph isomorphism problem as an example application. A subgraph isomorphism problem is a simple decision problem. Given two graphs $G_\alpha$ and $G_\beta$, it is determined whether $G_\alpha$ is isomorphic to any subgraph of $G_\beta$ (Fig. 1). In Fig. 1, $G_\beta$ has a subgraph that is isomorphic to $G_\alpha$, while $G_\gamma$ does not.

Ullmann [1] proposed a depth first search algorithm with a smart pruning procedure (refinement procedure) for subgraph isomorphism problems. He pointed out that his procedure can be implemented with parallel hardware, but Ichikawa et al. [2] later revealed that his circuit is too large to handle practical problems with the state-of-the-art FPGAs. Ichikawa, Udorn, and Konishi [3] proposed a new algorithm (Konishi’s algorithm), which has a simpler pruning procedure than Ullmann’s. Konishi’s algorithm is generally slower than Ullmann’s, but it can be implemented in a much smaller logic circuit than Ullmann’s.

Ichikawa et al. [4] [5] previously suggested that data dependent implementations of Ullmann’s circuit can be much smaller than the original circuit. The present study confirms this by showing the evaluation results with a Xilinx Virtex-II FPGA.

A data dependent Konishi circuit has not yet been investigated. This study also shows the implementation results of data dependent Konishi circuits, and compares them with data dependent Ullmann circuits. As the original Konishi circuit [3] was not suited for data dependent implementation, we designed a brand-new logic circuit with Konishi’s algorithm in this study. In this design, the adjacency check circuits are implemented by parallel hardware. Although this design is an interesting example of a data dependent circuit, we do not have the space to detail it here.

3 Evaluation

This section describes the evaluation results for data dependent circuits. Each result in this section is the average of 100 pairs of $G_\alpha$ and $G_\beta$, which are randomly generated. Let $p_\alpha$ and $p_\beta$ be the number of vertices of $G_\alpha$ and $G_\beta$, respectively. We only deal with the cases of $p_\alpha = p_\beta$ in this study. We implemented data dependent circuits for various graph sizes, and measured the execution time on a XC2V1000 FPGA. Our evaluation environment is summarized in Table 1.
We examined the cases of \((ed_\alpha, ed_\beta) = (0.3, 0.6)\), where \(ed_\alpha\) and \(ed_\beta\) indicate the edge density of \(G_\alpha\) and \(G_\beta\), respectively. Edge density \(ed\) is defined by the equation \(ed = (2q)/(p(p-1))\), assuming that \(p\) is the number of vertices and \(q\) is the number of edges. In other words, \(ed\) is the ratio of the number of edges to that of the perfect graph \(K_p\). It is clear that \(0 \leq ed \leq 1\) holds.

In this study, we examine 4 designs. \(Ko\) and \(Uo\) designate the original Konishi circuit and the original Ullmann circuit, respectively. \(Kd\) and \(Ud\) designate the data dependent versions of a Konishi circuit and Ullmann circuit for the above-mentioned input graph set.

Figure 2 (left) displays the average logic scale of \(Ud\) and \(Kd\), shown by the number of slices of Virtex-II FPGA. For the same number of vertices \((8 \leq p_\alpha = p_\beta \leq 16)\), the logic scale of \(Uo\) is estimated to be 2.4–3.6 times larger than \(Ud\). Meanwhile, \(Ko\) is 1.7–1.9 times larger than \(Kd\).

Figure 2 (right) displays the average execution time on XC2V1000 FPGA with a 24 MHz system clock. For comparison, the software implementation of Ullmann’s algorithm was also evaluated. The evaluation environment is summarized in Table 1. The execution time of software is denoted by \(S\) in Fig. 2 (right). For \(p_\alpha = p_\beta = 16\), \(Ud\) and \(Kd\) is 63 and 32 times faster than \(S\), respectively. This performance gain becomes larger in larger graphs.

Figure 3 (left) displays the circuit generation time. It is readily seen that the circuit generation time of \(Ud\) is far larger than that of \(Kd\). This comes from the difference of logic scale. Figure 3 (right) shows the average total execution time.

**Table 1. Evaluation Environment**

<table>
<thead>
<tr>
<th>Item</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circuit</td>
<td>Athlon XP 1800+, Memory 1GB, Windows2000 SP3</td>
</tr>
<tr>
<td>Generation</td>
<td>Synopsys FPGA Compiler II (2001.08-FC3.7)</td>
</tr>
<tr>
<td></td>
<td>Xilinx ISE 4.2i (Target device: Virtex-II XC2V1000)</td>
</tr>
<tr>
<td>FPGA platform</td>
<td>Insight MicroBlaze Development Kit (XC2V1000, 24MHz)</td>
</tr>
<tr>
<td>Software</td>
<td>Celeron 1.2GHz, Memory 512MB, Red Hat Linux 7.2</td>
</tr>
<tr>
<td>Implementation</td>
<td>Written in C, compiled with gcc-2.95.3</td>
</tr>
</tbody>
</table>

Fig. 2. Logic Scale (left) and Execution Time (right)
of Ud and Kd, which is the sum of the circuit generation time and the execution time. The software execution time (S) is also shown for comparison.

Ud and Kd are faster than the software for $p_\alpha = p_\beta > 14$, even reckoning the circuit generation time. When $p_\alpha = p_\beta = 16$, Kd and Ud are 13.3 and 9.4 times faster than the software, respectively. As is readily seen, this performance advantage becomes larger when $p_\alpha$ and $p_\beta$ are larger. It is also worth noting that Kd is faster than Ud after all, because the long circuit generation time of Ud outweighs its performance advantage over Kd.
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Abstract. 2G wireless systems have gained a widespread diffusion. Due to this fact, the transition to 3G ones can be critical. A possible solution to the interoperability problem can come from the Software Defined Radio paradigm. In this paper a complete, reconfigurable CDMA receiver implementation over a Xilinx XCV300E FPGA is described.

1 Introduction

Software Defined Radio (SDR) paradigm [1] is one of the most interesting topics in wireless communications, since it can help the transition from 2G to 3G. SDR main idea is to employ the reconfigurability as a key feature for implementation of wireless terminals. Existing works [2] have demonstrated that actually a DSP implementation isn’t feasible, due to high processing demand. On the other hand, FPGAs grant good performances and reconfigurability, but waste a great amount of static power [3]. So FPGAs are an interesting platform for SDR: in this paper a reconfigurable CDMA receiver architecture based on FPGAs is described, and some strategies to dynamically manage the power consumption are advised.

2 CDMA Fundamentals

CDMA is a technique to access a shared channel, spreading transmitted signals with orthogonal codes [4]. Spreading can be performed multiplying the signal \( x[n] \) and the code \( w[n] \). The \( x[n] \) rate is the bit-rate, while \( w[n] \) rate is the chip-rate: their ratio is called spreading factor \( (G) \). The receiver can recover the information from \( k \)-th user correlating over \( G \) chips the received bit stream \( r \) and the despreading code \( w_k \). CDMA poses many design challenges, including the need of synchronization between received signal and despreading sequence. Now an implementation of a BPSK-CDMA receiver is presented (figure 1(a)).

3 Receiver Architecture

3.1 Digital Down Conversion

The DDC is usually a critical block since input signal is at the ADC rate. To perform filtering operation at this rate, Cascaded Integrator Comb (CIC) filters [5]
have been used (figure 1(b)). A CIC filter is made of integrators and combs connected in cascade. Integrator can be implemented using an accumulator, while the comb stage consists in a digital programmable delay chain followed by a subtractor. In our architecture both downsampling ratio ($R$), and length of comb’s delay chain ($M$) can be programmed. Some previous works concerning hardware implementations of CIC filters can be found (e.g. [6]), but these architectures are optimized to be implemented in ASIC.

3.2 Synchronizer

An exhaustive search over all possible synchronization schemes is used in synchronizer (figure 2(a)): it consists in evaluating energy of correlation, since it shows a peak when synchronization is reached [4]. Correlation is evaluated for both quadrature and in-phase branches in a proper number of chip cycles ($N_{\text{test}}$) to achieve reliable results, then the contributes are squared and added together. After an appropriate number of measures ($L$), the final result is compared with a programmable threshold. In order to increase system’s flexibility, both $N_{\text{test}}$ and $L$ can be programmed by the control unit. Code generator is implemented using reconfigurable Linear Feedback Shift Registers (LFSR) that can be enabled/disabled by a control unit: this approach is different from existing works suggesting use of clock tree structures [7].

3.3 Early–Late DLL

After synchronization is reached, an Early–Late DLL is needed to keep the receiver tracked. This block (figure 2(b)) is made of four main functional blocks: the correlation detector, the loop filter, the Numerically Controlled Oscillator
(NCO) and the Early-Punctual-Late code generator. DLL loop filter has been implemented as an FIR filter with a reconfigurable number of taps and a programmable number of computing resources. The filter output controls the NCO block, an accumulator with programmable increment, which is the block devoted to drive the sequence generator. The tracking loop is closed over two correlators, evaluating correlation of signal respectively with early and late replica of local code. The difference between these two values is the filter input signal.

3.4 Rake Receiver

The rake receiver is devoted to increase the received signal to noise ratio in a multipath environment. In particular it estimates both the attenuation and the delay parameters for a set of given paths: equations can be found in literature [4]. It’s worth noting that estimation is obtained through an average over \( N_p \) chip: this parameter, crucial to satisfy both high performance and precision demand, is programmable in this architecture. In the block scheme (figure 2(c)) three main parts can be identified: the rake receiver core, composed by a programmable number of fingers, the adder, and the programmable comparator. In each finger phase delay and attenuation are estimated, then outputs from distinct fingers are added together, obtaining a value that can be used to recognize received bit. To reduce power consumption, fingers are turned off and on by a power controller, accordingly to the energy of received signal.

4 Results and Conclusions

This architecture supports both “on–line” and “off–line” reconfigurability: the former is the most valuable one and requires more resources, while the latter needs an FPGA reconfiguration to change parameters. In this work the “off–line” reconfigurability is used to pose some well known bounds, given a particular scenario (e.g. UMTS, CDMA2000, ...), while the “on–line” parameters enable the support for different operative profiles (table 1).
Starting from this parametric description, the whole CDMA receiver architecture has been tested and validated using the CoCentric System Studio environment from Synopsys. The logical synthesis has been carried out with Synplify Pro v7.0 by Synplicity. The complete flow over the FPGA has been performed with Xilinx ISE tools. Whole receiver occupies roughly 88% of a Xilinx XCV300E, achieving a maximum 96 MHz clock frequency and an estimated power consumption of 410 mW plus 546 mW of static power dissipated by FPGA. These results have been obtained using a 4 stages DDC, 8 tap FIR for tracking, and 4 fingers rake. Data are in 16 bit, fixed point format.

The experimental results prove the feasibility of a 3G wireless receiver on a medium–sized FPGA. This can open the possibility of a systematic reconfigurable fabrics exploitation on wireless communications terminals.
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Abstract. The power-efficient implementation of motion estimation algorithms on a system comprised by an FPGA and an external memory is presented. Low power consumption is achieved by implementing an optimum on-chip memory hierarchy inside the FPGA, and moving the bulk of required memory transfers from the internal memory hierarchy instead of the external memory. Comparisons among implementations with and without this optimization, prove that great power efficiency is achieved while satisfying performance constraints.

1 Introduction

In this paper data memory hierarchy power exploration at the high levels of design and register transfer (RT) level implementation are combined in order to achieve the optimum implementation in terms of power consumption while meeting performance constraints. An FPGA has been used for the implementation of two common motion estimation algorithms with and without memory power optimization.

2 Target Architecture

The architecture we have considered is illustrated in Fig. 1. It consists of an FPGA which implements the required logic and an external (off-chip) memory, which stores the data of the application.

Fig. 1. Target architecture

1 This work was partially supported by the project IST-34793-AMDREL which is funded by the E.C.
3 Target Application and Optimization Methodology

We have chosen two popular multimedia kernels for implementation, namely the full-search (FS) and hierarchical search (HS) motion estimation algorithms [1], [2], [3].

The optimization methodology is based on the fact that a large, off-chip memory consumes greater power per memory transfer, than a small, on-chip one, therefore the methodology attempts to move the greatest number of transfers from the off-chip memory to on-chip ones, by locating data that are used often.

It has been proven [4], [5] that a total of 21 possible data memory hierarchies for our applications exist. These candidate hierarchies are implied by the 21 possible data-reuse transformations, which are applied on the high-level description of the kernels. The power consumption of each memory hierarchy was estimated using Landman’s memory model [6]. We have selected the one that exhibited the lowest power consumption. It implies two levels of on-chip memory hierarchy: A line of candidate blocks which is loaded from the external memory and a single candidate block is loaded from the line of candidate blocks.

4 Experimental Results

For illustration purposes, greyscale frames of 144×176 pixels were used, therefore an external memory of 2×25344×8 bit is necessary in order to contain two such greyscale type of frames. The selected low-power transformation, was described in VHDL and implemented in various Xilinx devices. For the on-chip memory hierarchies plus the motion vector storing and the subsampled frames storing in the hierarchical search motion estimation kernel, an appropriate number of Xilinx BlockSelectRAMs were used in their 512×8 configuration [7].

Power consumption for the FPGA was estimated using Xpower [8]. The power consumption of the external memory was estimated using Landman’s model [6].

Table 1 provides the total power consumption of all implementations in detail, at a frequency of 25 MHz. The last column presents the percentage gains of a specific optimized FPGA implementation in comparison to the corresponding non-optimized implementation on the same device.

Table 2 shows the device utilization for all implementations in number of slices and number of BlockRAMs used. The number of required resources (slices/BlockRAMs), the number of total available resources and the percentage of utilization is given.

Performance measurements can be seen in Table 3. Let us consider the performance measures for slow-motion video (10 FPS), video conference (15 FPS), video file transfer (15 FPS) and digital video (30 FPS) according to [5]. The original FS algorithm can meet all applications except full-motion digital video in most devices.

The power-optimized FS scheme cannot meet the real-time constraint in any application due to the performance overhead. The original HS motion estimation, on the other hand, more than adequately satisfies the performance constraints in all devices.
The power-optimized version barely satisfies the performance required for full-motion video, but it is more than adequate for the remaining applications.

Table 1. Total power consumption comparison of alternative implementations

<table>
<thead>
<tr>
<th>Application</th>
<th>Device</th>
<th>FPGA power (mW)</th>
<th>External memory power (mW)</th>
<th>Total power (mW)</th>
<th>Power gain (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS (original)</td>
<td>xc2s15</td>
<td>160.88</td>
<td>703.76</td>
<td>864.64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>xc2s200</td>
<td>275.81</td>
<td>703.76</td>
<td>979.57</td>
<td></td>
</tr>
<tr>
<td></td>
<td>xc5v0</td>
<td>217.25</td>
<td>703.76</td>
<td>921.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>xcv1000</td>
<td>343.62</td>
<td>703.76</td>
<td>1047.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>xcv400e</td>
<td>586.49</td>
<td>703.76</td>
<td>1290.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>xc2v10000</td>
<td>593.02</td>
<td>703.76</td>
<td>1296.78</td>
<td></td>
</tr>
<tr>
<td>FS (optimized)</td>
<td>xc2s15</td>
<td>120.38</td>
<td>211.93</td>
<td>332.31</td>
<td>61.56</td>
</tr>
<tr>
<td></td>
<td>xc2s200</td>
<td>239.70</td>
<td>211.93</td>
<td>451.63</td>
<td>53.89</td>
</tr>
<tr>
<td></td>
<td>xc5v0</td>
<td>172.22</td>
<td>211.93</td>
<td>384.13</td>
<td>58.29</td>
</tr>
<tr>
<td></td>
<td>xcv1000</td>
<td>295.2</td>
<td>211.93</td>
<td>507.13</td>
<td>51.58</td>
</tr>
<tr>
<td></td>
<td>xcv400e</td>
<td>555.66</td>
<td>211.93</td>
<td>767.59</td>
<td>40.50</td>
</tr>
<tr>
<td></td>
<td>xc2v10000</td>
<td>590.98</td>
<td>211.93</td>
<td>802.91</td>
<td>38.08</td>
</tr>
<tr>
<td>HS (original)</td>
<td>xc5v400e</td>
<td>637.61</td>
<td>1093.88</td>
<td>1731.49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>xc2v10000</td>
<td>592.85</td>
<td>1093.88</td>
<td>1280.92</td>
<td>24.05</td>
</tr>
</tbody>
</table>

Table 2. Area comparison of alternative implementations

<table>
<thead>
<tr>
<th>Application</th>
<th>Device</th>
<th>Slice count (% utilization)</th>
<th>BlockRAM count (% utilization)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS (original)</td>
<td>xc2s15</td>
<td>164/192 (85%)</td>
<td>2/4 (50%)</td>
</tr>
<tr>
<td></td>
<td>xc2s200</td>
<td>164/2,352 (6%)</td>
<td>2/14 (14%)</td>
</tr>
<tr>
<td></td>
<td>xc5v0</td>
<td>164/768 (21%)</td>
<td>2/8 (25%)</td>
</tr>
<tr>
<td></td>
<td>xcv1000</td>
<td>164/12288 (1%)</td>
<td>2/32 (6%)</td>
</tr>
<tr>
<td></td>
<td>xcv400e</td>
<td>164/4800 (3%)</td>
<td>2/40 (5%)</td>
</tr>
<tr>
<td></td>
<td>xc2v10000</td>
<td>164/61440 (0.002%)</td>
<td>2/192 (0.01%)</td>
</tr>
<tr>
<td>FS (optimized)</td>
<td>xc2s15</td>
<td>166/192 (86%)</td>
<td>4/4 (100%)</td>
</tr>
<tr>
<td></td>
<td>xc2s200</td>
<td>166/2352 (7%)</td>
<td>4/14 (21%)</td>
</tr>
<tr>
<td></td>
<td>xc5v0</td>
<td>166/768 (22%)</td>
<td>4/8 (50%)</td>
</tr>
<tr>
<td></td>
<td>xcv1000</td>
<td>166/12288 (1%)</td>
<td>4/32 (12%)</td>
</tr>
<tr>
<td></td>
<td>xcv400e</td>
<td>166/4800 (3%)</td>
<td>4/40 (10%)</td>
</tr>
<tr>
<td></td>
<td>xc2v10000</td>
<td>166/61440</td>
<td>4/192 (0.02%)</td>
</tr>
<tr>
<td>HS (original)</td>
<td>xc5v400e</td>
<td>761/768 (99%)</td>
<td>36/40 (90%)</td>
</tr>
<tr>
<td></td>
<td>xc2v10000</td>
<td>761/61440 (1%)</td>
<td>36/192 (18%)</td>
</tr>
<tr>
<td>HS (opt.)</td>
<td>xc2v10000</td>
<td>16817/61440 (27%)</td>
<td>161/192 (84%)</td>
</tr>
</tbody>
</table>

5 Conclusions

A power-efficient implementation of two popular multimedia applications based on exhaustive high-level data memory power exploration and RTL design on FPGAs was presented. Simulation results indicated significant power gains at the expense of performance due to larger hardware complexity.
### Table 3. Performance comparison of alternative implementations

<table>
<thead>
<tr>
<th>Application</th>
<th>Device</th>
<th># cycles</th>
<th>Clock freq. (MHz)</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FS (original)</td>
<td>xc2s50</td>
<td>5702400</td>
<td>Max (87.030)</td>
<td>15.24</td>
</tr>
<tr>
<td></td>
<td>xc2s200</td>
<td></td>
<td>Max(80.97)</td>
<td>14.19</td>
</tr>
<tr>
<td></td>
<td>xcv50</td>
<td></td>
<td>Max(69.152)</td>
<td>12.11</td>
</tr>
<tr>
<td></td>
<td>xcv1000</td>
<td></td>
<td>Max(91)</td>
<td>15.94</td>
</tr>
<tr>
<td></td>
<td>xcv400e</td>
<td></td>
<td>Max(95)</td>
<td>16.64</td>
</tr>
<tr>
<td></td>
<td>xc2v10000</td>
<td></td>
<td>Max(103)</td>
<td>18.0</td>
</tr>
<tr>
<td></td>
<td>xc2v10000</td>
<td>9554688</td>
<td>Max (54.44)</td>
<td>5.68</td>
</tr>
<tr>
<td></td>
<td>xc2v10000</td>
<td></td>
<td>Max(57.47)</td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td>xcv50</td>
<td></td>
<td>Max(54.8)</td>
<td>5.72</td>
</tr>
<tr>
<td></td>
<td>xcv1000</td>
<td></td>
<td>Max(51.16)</td>
<td>5.34</td>
</tr>
<tr>
<td></td>
<td>xcv400e</td>
<td></td>
<td>Max(66.29)</td>
<td>6.92</td>
</tr>
<tr>
<td></td>
<td>xcv2v10000</td>
<td></td>
<td>Max(81)</td>
<td>8.45</td>
</tr>
<tr>
<td>HS (original)</td>
<td>xcv400e</td>
<td>320544</td>
<td>Max(44.08)</td>
<td>137.53</td>
</tr>
<tr>
<td></td>
<td>xc2v10000</td>
<td></td>
<td>Max(78.58)</td>
<td>245.13</td>
</tr>
<tr>
<td>HS (opt.)</td>
<td>xc2v10000</td>
<td>950994</td>
<td>Max(25.24)</td>
<td>26.44</td>
</tr>
</tbody>
</table>
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Abstract. This work presents an initiative to teach the basis of fault tolerance in digital systems design in undergraduate and graduate courses in electrical and computer engineering. The approach is based on a library of characteristic circuits related to fault tolerance techniques which has been implemented using a Hardware Description Language (VHDL). Due to the properties of the design tools associated to these languages, this approach allows with ease: (1) to implement fault tolerant digital systems; (2) to determine the behaviour of system when faults are presented; (3) to evaluate the additional resources and response time linked to any fault tolerance technique in the laboratory.

1 Introduction

Due to the great importance of faults tolerance techniques, current electrical and computer engineers have to know the fundamental topics related to this field. Therefore, Testing and Fault Tolerance belong to the set of areas associated with the body of knowledge of Computer Engineering defined by the Joint IEEE Computer Society and ACM Task Force on Computing Curricula [1].

Most fault tolerance techniques are based on the addition of not necessary resources for a common system function. These additional resources can be defined as a collection of characteristic circuits only used in this context. Our approach is based on the design of this specific library by a hardware description (VHDL in particular) to facilitate: (1) the design of systems to which fault tolerant techniques will be applied; (2) the insertion of redundant hardware systems; (3) the design, instantiation and use of generic systems; (4) the analysis of the area or logic cells needed to implement a determined system, and consequently, the analysis of the additional resources when fault tolerant techniques are used; (5) the analysis of the changes in the system response time when applying any of the fault tolerant technique; (6) the testing of the different fault tolerant techniques by using test bench included in the library and specifically designed to be used in the educational context; and (7) the development of the laboratory exercises due to the availability in a library of all basic components needed for the design of fault tolerant systems.

* This work was supported by the Ministry of Education of Spain (TIC2002-00228)
Table 1. Main hardware redundancy techniques and the circuits for implementing

<table>
<thead>
<tr>
<th>Technique</th>
<th>Circuits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passive hardware redundancy</td>
<td></td>
</tr>
<tr>
<td>N-Modular Redundancy (NMR)</td>
<td>Majority Voters</td>
</tr>
<tr>
<td></td>
<td>Mid-value selectors</td>
</tr>
<tr>
<td></td>
<td>Flux-summer</td>
</tr>
<tr>
<td>Active hardware redundancy</td>
<td></td>
</tr>
<tr>
<td>Duplication with Comparison</td>
<td>Comparators</td>
</tr>
<tr>
<td>Standby Replacement or Sparing</td>
<td>Faults Detectors</td>
</tr>
<tr>
<td></td>
<td>Reconfiguration Switches</td>
</tr>
<tr>
<td></td>
<td>Comparators</td>
</tr>
<tr>
<td></td>
<td>Faults Detectors</td>
</tr>
<tr>
<td></td>
<td>Reconfiguration Switches</td>
</tr>
<tr>
<td>Hybrid hardware redundancy</td>
<td></td>
</tr>
<tr>
<td>N-Modular Redundancy with Spares</td>
<td>Comparators</td>
</tr>
<tr>
<td></td>
<td>Faults Detectors</td>
</tr>
<tr>
<td></td>
<td>Reconfiguration Switches</td>
</tr>
<tr>
<td></td>
<td>Majority Voters</td>
</tr>
<tr>
<td>Triple-duplex Redundancy</td>
<td>Reconfiguration Switches</td>
</tr>
<tr>
<td></td>
<td>Flux-summer</td>
</tr>
<tr>
<td>Sift-Out Modular Redundancy</td>
<td>Comparator/Faults-Detectors</td>
</tr>
<tr>
<td></td>
<td>Collector</td>
</tr>
</tbody>
</table>

In this work, we present our own initiative to support the teaching of faults tolerance techniques. This initiative is based on a VHDL library of circuits related to fault tolerance techniques, and a set of exercises to develop in the laboratory. Section 2 describes the circuits included in the library. An illustrative example of fault tolerant circuits implemented with the library is described. Finally, the main conclusions are described in Section 3.

2 Circuits to Implement Fault Tolerance

One common approach to reduce the probability of a system failure is based on including redundancy. Most references [2–4] distinguish four kinds of redundancy (1) hardware, (2) information, (3) software and (4) time. Therefore, it must be emphasised that the redundancy usually has a relevant impact on system qualities, such as performance, size, weight, power consumption, reliability and so on. Thus, a measure of this impact must be included in the evaluation of systems with redundancy. This work is focused on hardware and information redundancy, as well as, a framework which provides measures of additional resources and response times related to fault tolerance techniques. Moreover, the framework provides a collection of characteristic circuits to implement fault tolerance.

Table 1 enumerates the main fault tolerance techniques based on hardware redundancy and the modules related to these techniques [2–4]. It must be em-
phrased that some characteristic circuits can be related to several techniques, such as voters and comparators. So, a library that includes these characteristic circuits can help students to develop exercises related to this kind of fault tolerance techniques.

An approach to decrease the data corruption possibility is related to the addition of redundant information for data. This kind of redundancy is defined in [2–4] as information redundancy. Wide diversity of error detecting and/or correcting codes has been developed for specific applications. The following codes are the most extended [2–5]: parity codes, m-of-n codes, duplication codes, checksums, cyclic codes, arithmetic codes, Berger codes. These codes require length or code word greater than that of the original data. Thus, the systems must include additional resources to carry out the following stages (1) data encoding, (2) data processing, storage or transmission and (3) data decoding. Stages 1 and 2 are carried out by circuits (encoders and decoders) specified by the used code. Consequently, these specific modules to data encode and decode can be included in the proposed library to develop exercises related to these redundancy techniques.

Next, an example related to a hybrid hardware redundancy method which is called sift-out modular redundancy is described. This technique was proposed by de Sousa and Mathur [6], and it is described in classical references as [2]. Once the students know the theoretical model, they must design the fault tolerant system using both the components from fault tolerant library and the modules that are able to fault. These modules can either be instantiated from a basic digital circuit library or be designed by the students. As the specific components of the fault tolerant system (i.e. collector and comparator detector) have defined the number

Fig. 1. Block diagram (top) and experimental results for with sift-out modular redundancy
of possible inputs as a generic parameter, the students can easily design systems
with different redundancy levels using the same specific components (modifying
the generic parameter) and just replicating new input modules. When a system is
designed, it can be simulated in order to analyse its behaviour and performance
and, later on, it can be synthesised for a particular FPLD. With the synthesis
tool, analysis of consumed area and required times can be extracted.

Illustrating this kind of comparisons, Figure 1 shows block diagram and area
and time results for five couples of collector and comparator/detector modules
whose number of input modules \(N\) range from 3 to 11. Specifically, the con-
ssumed area resources for the FLEX10K70 board are shown. These resources can
be classified by the number of Input/Output Ports (IOs), number of Combinato-
rial Logic Blocks (LCs), Carry bits (CARRYs) and Cascade bits (CASCADEs).
It can be seen that the area resources and the response time increase as the
number of redundant modules does.

3 Conclusions

In this article we have described an educational approach to analyse fundamental
fault tolerance topics. This initiative mainly consists of a library of characteristic
circuits which are present in specific fault tolerant designs, and the guidelines
to develop several kinds of exercises in the laboratory. The library circuits and
the systems designed by the students have been implemented using a Hardware
Description Language and a specific design CAD tool. We consider the approach
introduced as the core of a specific framework which facilitates the comprehen-
sion and the analysis of the main issues in fault tolerant design. It could be
included in undergraduate and graduate courses related to Digital Systems De-
sign and Fault Tolerant Systems in Electrical and Computer Engineering.

References

1. The Joint Task Force on Computing Curricula IEEE Computer Society ACM "Com-
URL: www.eng.auburn.edu/ece/CCCE/MainReport/MainReport.PDF
2. Barry W. Johnson. Design and Analysis of Fault-Tolerant Digital Systems. Addison-
5. Martin L. Shooman. Reliability of Computer Systems and Networks: Fault Toler-
on Computers C-27 7 (1978) 624–627
Hardware Design with a Scripting Language
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Abstract. The Python Hardware Description Language (PyHDL) provides a scripting interface to object-oriented hardware design in C++. PyHDL uses the PamDC and PAM-Blox libraries to generate FPGA circuits. The main advantage of scripting languages is a reduction in development time for high-level designs. We propose a two-step approach: first, use scripting to explore effects of composition and parameterisation; second, convert the scripted designs into compiled components for performance. Our results show that, for small designs, our method offers 5 to 7 times improvement in turnaround time. For a large 10x10 matrix vector multiplier, our method offers respectively 365% and 19% improvement in turnaround time over purely scripting and purely compiled methods.

1 Introduction

Existing HDLs based on Java, C, or C++, such as JHDL [1], Handel-C [2], or PAM-Blox [6], are compiled languages for hardware design. The compilation stage of compiled HDLs delays the design process. Software programmers frequently use scripting languages for rapid application prototyping.

Previous work highlights how designers can benefit from scripting common hardware design tasks. For example, Luk [5] uses scripting to automate core testing, and Ho [4] links together stages in the tool-chain with scripts. However, we are not aware of methods that involve scripting a high-level structural description of circuits, such as proposed in this paper.

We propose a two-step methodology for capturing the advantages of scripting at the hardware design stage. First, designers use a scripting language to prototype designs using existing compiled components. Scripting removes the compilation stage and substantially accelerates the exploration process. Second, on completion of the exploration process, designers convert their scripted designs into new compiled components.

We implement our scripting methodology by extending the Python scripting language [7, 8] with the features of the C++ HDL PamDC/PAM-Blox [6]. The contributions of our hardware scripting language PyHDL are:

- Extending a scripting language with existing hardware design libraries.
- Evaluating the impact of hardware scripting on design time.

The remainder of this paper is organised as follows. Section 2 briefly describes our implementation. Section 3 evaluates PyHDL through the presentation and analysis of experimental results from several circuit designs. Section 4 offers conclusions.
2 Hardware Scripting

We develop a scripting HDL by extending a scripting language with the facilities of existing compiled hardware design libraries. The extension method requires a compiled HDL, a scripting language and an API to allow interaction between the scripting language and the HDL. We use the Python/C API to extend the scripting language Python with the C++ hardware design libraries of PamDC and PAM-Blox. PamDC provides primitives such as wires and registers. PAM-Blox is a collection of parameterisable, object-oriented hardware components built from PamDC primitives.

PyHDL consists of five components: mapping classes, interface, PAM-Blox library, design scripts, and output scripts. Mapping classes are a set of Python classes that replicate the class hierarchy of PAM-Blox. The mapping classes type-check and propagate inheritance before forwarding control to the interface. The interface manages the flow of control between Python and PAM-Blox. The interface associates instances of PyHDL mapping classes with PAM-Blox hardware objects. The PAM-Blox library contains the primitives and compiled hardware modules found in PamDC and PAM-Blox. Design scripts contain circuit designs written in Python. Python circuit designs typically contain both primitives and PAM-Blox components. An Output script defines the parameters for a particular design and drives the simulator or EDIF generator.

3 Evaluation of PyHDL

We use the following metrics to evaluate the effectiveness of our approach: (a) turnaround time is the time taken to generate new simulation output after a design change; (b) hardware performance results obtained from FPGA-vendor tools; (c) lines of code to indicate potential syntactical differences.

We implement three circuits in Python and C++: A greatest common denominator finder (GCD), a credit card validator (CARD), and a scalable matrix vector multiplier (MATMUL) using 16-bit combinational multipliers. The GCD and CARD circuits are small and allow us to evaluate the effectiveness of hardware scripting for testing and prototyping components. The MATMUL circuit is scalable and allows us to evaluate how the performance of hardware scripting changes with circuit size.

We present three implementations of the MATMUL circuit. Each implementation uses a serial shift-add multiplier. We design the multiplier using either primitives within Python or PAM-Blox components.

The first MATMUL implementation uses pure Python and illustrates how the performance of a scripting-only approach scales poorly with circuit size. Porting the Python multiplier to C++ produces a new compiled PAM-Blox multiplier. The second MATMUL uses the new PAM-Blox multiplier and thus illustrates the effectiveness of extending a scripting language with compiled components. The third MATMUL implementation is written entirely in C++ and shows the base case performance resulting from using only compiled C++ code.
Table 1. The implementation results of three circuits: Greatest common denominator (GCD), credit card validation (CARD), and a 10x10 matrix vector multiplier (MATMUL). The three implementations of MATMUL are: pure Python (multiplier made from primitives), Python using C++ components (PAM-Blox multiplier), and pure C++ (PAM-Blox multiplier). The hardware results are based on targeting Xilinx XCV1000E and XC2V6000 devices.

<table>
<thead>
<tr>
<th>Circuit design language</th>
<th>Component design language</th>
<th>GCD</th>
<th>CARD</th>
<th>MATMUL (10x10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Python</td>
<td>C++</td>
<td>0.80</td>
<td>5.60</td>
<td>25170 25170 20702</td>
</tr>
<tr>
<td>C++</td>
<td>C++</td>
<td>1.02</td>
<td>5.84</td>
<td>43570 43569 34051</td>
</tr>
<tr>
<td>Python</td>
<td>Python</td>
<td>69.1</td>
<td>18.9</td>
<td>387981 387981 339252</td>
</tr>
<tr>
<td>Python</td>
<td>C++</td>
<td>22.5</td>
<td></td>
<td>29.8</td>
</tr>
<tr>
<td>C++</td>
<td>C++</td>
<td></td>
<td></td>
<td>29.8</td>
</tr>
</tbody>
</table>

We use GNU Cygwin on a 1.7 GHz Pentium 4 and Xilinx ISE 5.1 to produce our results. We target a Xilinx XCV1000E device for the GCD and CARD circuits, and a XC2V6000 device for the MATMUL circuit.

Table 1 presents our results for the GCD, CARD, and MATMUL circuits. For the two small circuits, Python reduces the turnaround time by over 80%. The results for the three implementations of the matrix vector multiplier show that scripting performance depends on both the design language and the component implementation. Pure C++ is faster than pure Python, but slower than Python combined with compiled components. Figure 1 shows how the turnaround time scales with the size of the matrix vector multiplier. Scripting-only becomes inefficient for vectors of length 4 or greater. However, using compiled components in a scripted circuit design is consistently faster than using either pure Python or pure C++.

The hardware results show that PyHDL produces hardware similar to PAM-Blox. The discrepancy is mostly due to differences in buffers added between the logic and technology mapping, which does not yet occur identically in all setups.

The experimental results confirm that the proposed approach, described in Section 2, can provide significant benefits. First, hardware scripting eliminates most of the compilation overhead, as seen in Table 1 and Figure 1. Second, converting a Python component into a compiled component preserves the performance advantage of hardware scripting for larger designs. The curve Pure Python in Figure 1 illustrates how the performance of a design approach based only on scripting deteriorates with increasing circuit size. The curve Python with C++ components in Figure 1 shows how scripting performance improves after converting the pure Python multiplier into a compiled PAM-Blox component.
Fig. 1. The turnaround times of three implementations of a scalable matrix vector multiplier using Python and C++. Each design uses a structurally identical multiplier implemented in either Python or C++.

4 Conclusions

This paper shows how hardware scripting facilitates rapid prototyping and exploration of component characteristics. We evaluate our hardware scripting language PyHDL, an extension of the popular scripting language Python with the compiled PAM-Blox framework. We find that hardware scripting reduces the design time for small circuits, and that satisfactory circuit descriptions can be ported to C++ and compiled to reduce the design time for large circuits also.
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Abstract. This paper describes an efficient methodology for testing dedicated clock lines in Field Programmable Gate Arrays (FPGAs). A H-tree based clocking architecture is proposed along with a test scheme. The H-tree architecture provides optimal clock skew characteristics. The H-tree architecture consumes at least 25% less of the routing resources when compared to conventional clock routing schemes. A testing scheme, which utilizes the partial reconfiguration capabilities of FPGAs through selective re-programming of the Complex Logic Blocks, to detect and locate faults in the clock lines is proposed.

1 Introduction and Previous Work

An FPGA, like any other semiconductor device is affected by faults occurring during the components lifetime. Though most faults occur at the time of fabrication, occasional operational faults can result after extended usage. Unlike manufacturing defects that can be avoided by using spare routing wires and programmable fuses, operational failures need to be addressed by generating a new programming configuration [3]. Online checkers are used in the design for detecting such operational/run-time errors [1]. FPGA testing is divided into testing of logic blocks, interconnects, embedded memory, I/O block and miscellaneous testing which includes clock and powerlines [1]. To the best of our knowledge, there is no result reported in the literature, which addresses the testing of clock lines. The objective of any clock design is to minimize clock skew, clock delay, clock area, power, and noise while maximizing clock reliability. A clock routing architecture for ASICs called H-tree is described in [2]. This paper proposes a H-tree based clock routing structure for symmetric FPGA architectures and derives bounds to prove its efficiency. A BIST based testing algorithm is also presented to test the proposed H-tree architecture.

2 H-Tree Clock Routing Architecture for FPGA

This architecture essentially consists of an H shaped routing structure that is repeated with successively halving edge lengths. The starting point of the clock routing architecture, called the root node, is located in the geometric center point.
of the FPGA chip and the H-tree structure distributes it across to all CLBs. This distribution needs to be done till each CLB has an adjacent clock line from which it can tap a clock input. The external clock can be tapped either from the periphery of the FPGA chip (Flip I/O Technology) or from the geometric center point in the area of the FPGA chip (Area I/O technology) and connected to the root node. If clocks are predetermined, then, they may be embedded (in-core clock) inside the FPGA chip at the geometric center (root node). Additionally we assume that each CLB has an output that can be tapped to aid the testing procedure. The H-tree constructed has 4 end points $p_1, p_2, p_3$ and $p_4$ as shown in Figure 1. The algorithm recursively proceeds to construct H structures as in the figure with $p_1, p_2, p_3$ and $p_4$ as the center points and the lines of these structures, each covering $M/4$ CLBs. This is done till each of the CLBs receive a clock input.

The following bounds hold good for a $(M \times M)$ CLB matrix.

1. The maximum Clock-to-leaf switch length of the clock line is $\leq M$.
2. Cumulative Length of Clock Routing Lines = $\frac{3}{2}(\frac{M}{2} - 1)M$

3 BIST for Testing H-Tree Structure

The BIST for testing the H-tree structure uses some of the CLBs available in the FPGA by configuring the Look-Up Tables (LUTs) in them in one of the following modes.

Normal Pass Mode: In this mode the LUT is loaded with a function, which passes one of its specified inputs to the output.

Inverse Pass Mode: In this mode the LUT is loaded to output the complement of one of its inputs.

The following definitions are used in the testing algorithms that follow.
Clock Switch Block Cover: A clock switch block C covers a CLB A if A is one of the 4 CLBs nearest to it and hence can take a clock input from it.

Leaf CLB: A leaf CLB is one that is covered by a leaf clock switch block

Algorithm 1 (Test All H-tree Clock Routing Lines)
1. Unmark all leaf clock switch blocks.
2. while (there exists an untested leaf clock switch block)
   - Select an unmarked leaf clock switch block L.
   - Apply Algorithm 2 to test L if the path from clock to L is fault free.
   - if (a faulty clock line was reported) locate clock segment using Algorithm 4.
   - Mark L.

Algorithm 2 (Testing of path P from Root node to any clock switch block L)
1. Select a CLB M covered by L.
2. Connect the output of M, by programming the interconnect structure, to an I/O port of the chip denoted by Tapped Output.
3. Let Clock be one of the inputs to CLB M.
4. Configure M in pass mode so as to pass clock to its output.
5. Apply the logical signal 1 at the Root node and observe the Tapped Output.
6. if (Tapped Output = 0) Fault is in the Path P or Tapped Output.
7. Find region of fault using Algorithm 3 with input as (M,0).
8. if (fault is in Tapped Output)
   - Mark M as un-usable.
   - Select an unmarked/usable CLB M covered by L and go back to Step 2.
   - if (no such CLB exists)
     - report clock switch block to be un-testable and return.
   - if (fault is in path P) report that (P is faulty) and return.
9. Repeat steps 5 to 8 by applying the logical signal 0 at the Root node. (Parallel case replacing 0 → 1 and 1 → 0.)
10. if (no faulty outputs have been obtained), mark M as usable, report P is fault-free and return.

Algorithm 3 (Locating the fault region through a leaf CLB M)
1. if (stuck value = 0)
   - Let Clock be one of the inputs to CLB M.
   - Configure M in inverse pass mode so as to pass inverted clock to its output.
   - Apply logical signal 0 at Root node.
   - if (Tapped Output = 1) fault is in the path P.
     else fault is in the Tapped Output Line.
2. Repeat Step 1 checking for stuck value = 1 (Parallel case replacing 0 → 1 and 1 → 0).
It is easy to see that the inverse pass mode detects the position of the fault as the output is dependant on whether the fault was encountered before or after inversion. The Algorithm 4 is similar to a binary search procedure to locate the faulty segment.

Algorithm 4 : Lookup(P) (Locate the faulty segment in a faulty path P)

1. Let \( l_1 - l_2 - l_r \) be the segments making up P, where \( l_1 \) is the end-point closest to the root node.
2. Note that every \( l_i \) connects two clock switch blocks, \( c_{i-1} \) and \( c_i \) where \( c_0 \) is the Root node.
3. if ( \( r = 1 \) ) report faulty segment is \( l_r \).
   else
   - Let \( c_{r/2} \) be the clock switch block corresponding to segment \( l_{r/2} \) in the path P.
   - Identify a usable/untested CLB M covered by \( c_{r/2} \) and perform the testing procedure in Algorithm 2, which will report either the path from - Root Node to CLB M is faulty or not.
   - if (faulty clock path was reported by Algorithm 2) \( P = l_1 - l_2 - \cdots - l_{r/2} \)
   - if (fault-free clock path was reported by Algorithm 2) \( P = l_{r/2} - l_{r/2+1} - \cdots - l_r \).
   - if (clock path was reported to be un-testable by Algorithm 2) exit.
4. LookUp(P)

4 Conclusion

In this paper we presented a novel method to detect and locate faults in clock lines of FPGA based systems based on an efficient in-built dedicated routing architecture that we proposed. The number of clock switch blocks in any path from a clock Root node to a CLB, in a \( MXM \) CLB array, which contributes to the major portion of the propagation delay is upper bound by \( \log_2 M \). We exploited the selective re-programming capabilities of FPGAs to arrive at an efficient fault detection and location procedure. The time required to locate the faulty clock segment, after identification of a faulty clock path is upper bound by \( \log_2 \log_2 M \).

References

FPGA Implementation of Multi-layer Perceptrons for Speech Recognition

E.M. Ortigosa¹, P.M. Ortigosa², A. Cañas¹, E. Roś¹, R. Agís¹, and J. Ortega¹

¹ Dept. of Computer Architecture and Technology, ETS Ingeniería Informática. University of Granada, E-18071 Granada, Spain {eva, acanas, eros, ragis, jortega}@atc.ugr.es
² Dept. of Computer Architecture and Electronics, University of Almería, E-04120 Almería, Spain, ortigosa@ual.es

Abstract. In this work we present different hardware implementations of a multi-layer perceptron for speech recognition. The designs have been defined using two different abstraction levels: register transfer level (VHDL) and a higher algorithmic-like level (Handel-C). The implementations have been developed and tested into a reconfigurable hardware (FPGA) for embedded systems. A study of the two considered approaches costs (silicon area), speed and required computational resources is presented.

1 Introduction

An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the way biological nervous systems process information. An ANN is configured for a specific application, such as pattern recognition or data classification, through a learning process. The work presented in this paper addresses the study of the implementation viability and efficiency of ANNs into reconfigurable hardware (FPGA) for embedded systems, such as portable real-time Automatic Speech Recognition (ASR) systems for consumer applications. Let us focus on a voice controlled phone dial system (this can be of interest for drivers that should keep their attention in driving). This particularizes the Multi-Layer Perceptron (MLP) parameters to be implemented and the word set of interest (numbers from 0 to 9).

The multi-layer perceptron neural network model consists of a network of processing elements or nodes arranged in layers. The principle of the network is that when data from an input pattern is presented at the input layer the network nodes perform calculations in the successive layers until an output value is computed at each of the output nodes. The weights of the connections define the behavior of the network and are adjusted during training through a supervised training algorithm called back-propagation [1]. In the “forward pass” an input pattern vector is presented to the input layer. For successive layers, the input to each node is the sum of the scalar products of the incoming vector components with their respective weights (1),

\[ \text{sum}_i = \sum_j w_{ij} \text{out}_j \]  

(1)
where \( w_{ij} \) is the weight connecting node \( j \) to node \( i \) and \( out_j \) is the output from node \( j \).

The output of a node \( i \) is \( out_i = f(sum_i) \), which is then sent to all nodes in the following layer. The function \( f \) denotes the activation function of each node. A sigmoid activation function is frequently used, eq. (2).

\[
\begin{equation}
\begin{aligned}
f(sum_i) &= \frac{1}{1+e^{-sum_i}} \\
\end{aligned}
\end{equation}
\]

2 Hardware Implementations

For our test bed application we need a MLP with 220 data inputs (10 vectors of 22 features extracted from speech analysis) and 10 output nodes in the output layer (corresponding to the 10 recognizable words). After testing different architectures, the best results (96.83% correct classification) have been obtained with 24 nodes in the hidden layer.

For the MLP implementation we have chosen fixed point computations with two’s complement representation and different bit depths for the stored data (inputs, weights, activation function, outputs, etc). It is necessary to limit the range of different variables: inputs to the MLP (8 bits), output of the activation function (8 bits), weights (8 bits), and inputs to the activation function. Apparently we need 23 bits for the input of the activation function, but because we are using the sigmoid waveform, most of the values are repeated and only a small transition zone (\( \approx 1\% \) of values) needs to be stored. After taking all these discretization simplifications the model achieves similar classification results. The results of the hardware system differ in less than 1% from the software full resolution results.

2.1 Register Transfer Level (VHDL)

The Register Transfer Level design of MLP has been defined using standard VHDL as hardware description language. As it can be seen in equation (1), the basic computations of a single neuron are the multiplication of the outputs from the connected neurons (synaptic signals) by their associated weights, and the summation of these multiplied terms. The Functional Unit (processing element) is composed by an 8-bit multiplier and a 24-bit accumulative adder.

The serial version of the MLP consists on a single functional unit that carries out all computations, for all neurons. The inputs of the functional unit are both the synaptic signals and their associated weights, which are stored in separate RAM modules. The output of the functional unit is connected to the activation function module. The activation function output is stored either in the hidden or in the final neuron RAMs, depending on the layer of the computed neuron.

The proposed parallel architecture describes a kind of node parallelism, in the sense that requires one functional unit per neuron when working at a determined layer. With this strategy, all neurons of a layer work in parallel and therefore produce
their outputs simultaneously. This is not a fully parallel strategy because the outputs for different layers are obtained in a serial way. For our particular MLP where 24 neurons exist at the hidden layer and 10 ones at the output layer, 24 functional units are required. All of them will work in parallel when computing the outputs of the hidden layer and only 10 of them will work when the output layer is computed.

2.2 High Level Description (Handel-C)

The high level design of MLP has been defined using Handel-C [2] as a system-level specification language. Based on ANSI-C, Handel-C includes a simple set of extensions required for hardware development. The whole design processes have been defined with DK1 Design Suite tool from Celoxica [2]. Sequential and parallel designs have been finally compiled using the development environment *Xilinx Foundation 3.5i* [3].

In the sequential version, the MLP computes the synaptic signals for each neuron in the hidden layer by processing the inputs sequentially; and later on, the obtained outputs are similarly processed by the output neurons. In the parallel version, all neurons belonging to the same layer compute their results simultaneously, in parallel, except for accessing to the activation function that is done in a serial way.

3 Comparative Results

The systems have been designed using the development environments FPGA advantage and DK1.1 to extract the EDIF files. All designs have been finally placed and routed in a VirtexE 2000 FPGA, using the development environment *Xilinx Foundation 3.5i* [3]. Table 1 shows the implementation results obtained after synthesizing both sequential and parallel versions of the MLP defined using VHDL. These results are characterized by the following parameters: number of slices, number of EMB RAMs, minimum clock period, number of clock cycles required for each input vector (220 input components) evaluation, and total time consumed for each input vector evaluation. The computing time for each input vector (last column) is much shorter (20 times) in the parallel version. In this way we are taking advantage of the inherent parallelism of the ANN computation scheme.

<table>
<thead>
<tr>
<th>MLP design</th>
<th># slices</th>
<th>% slices</th>
<th># EMB RAMs</th>
<th>% EMB RAMs</th>
<th>Clock (ns)</th>
<th># Cycles</th>
<th>Evaluation time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serial</td>
<td>379</td>
<td>1.5</td>
<td>19</td>
<td>11</td>
<td>49.024</td>
<td>5630</td>
<td>276.005</td>
</tr>
<tr>
<td>Parallel</td>
<td>1614</td>
<td>8.5</td>
<td>26</td>
<td>16</td>
<td>53.142</td>
<td>258</td>
<td>13.710</td>
</tr>
</tbody>
</table>

Table 2 presents the results obtained after synthesizing, the sequential and parallel versions of the MLP defined using Handel-C. When defining the MLP we have to decide how to store the data in RAM. Different strategies are considered: (a) only
distributed RAM for the whole designs have been utilized, (b) the weights associated to synaptic signals (large array) make use of EMB RAM modules, while the remaining data are stored in a distributed mode; and finally, (c) only EMB RAM modules are used. Results in Table 2 show that independently of the distribution memory option, the parallel version requires more area resources than its corresponding serial one. As happened in VHDL description, the computing time for each input vector is much shorter (about 20 times) in the parallel version. The choice of a determined option in the memory implementation will depend on the area and time constraints.

Table 2. Implementation characteristics of the designs with Handel-C. (a) Only distributed RAM. (b) Both EMB RAMs and distributed RAM. (c) Only EMB RAM

<table>
<thead>
<tr>
<th>MLP design</th>
<th># Slices</th>
<th>% slices</th>
<th># EMB RAMs</th>
<th>% EMB RAMs</th>
<th>Clock (ns)</th>
<th># cycles</th>
<th>Evaluation time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Serial</td>
<td>2582</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>50.620</td>
<td>5588</td>
<td>282.864</td>
</tr>
<tr>
<td>Parallel</td>
<td>6321</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>58.162</td>
<td>282</td>
<td>16.402</td>
</tr>
<tr>
<td>(b) Serial</td>
<td>710</td>
<td>3</td>
<td>24</td>
<td>15</td>
<td>62.148</td>
<td>5588</td>
<td>347.283</td>
</tr>
<tr>
<td>Parallel</td>
<td>4411</td>
<td>22</td>
<td>24</td>
<td>15</td>
<td>59.774</td>
<td>282</td>
<td>16.856</td>
</tr>
<tr>
<td>(c) Serial</td>
<td>547</td>
<td>2</td>
<td>36</td>
<td>22</td>
<td>65.456</td>
<td>5588</td>
<td>365.768</td>
</tr>
<tr>
<td>Parallel</td>
<td>4270</td>
<td>22</td>
<td>36</td>
<td>22</td>
<td>64.838</td>
<td>282</td>
<td>18.284</td>
</tr>
</tbody>
</table>

When comparing Tables 1 and 2, where results for a RTL and a higher level description are shown respectively, it can be seen that the RTL implementation leads to a more optimized approach for the final system. However, one of the main advantages of the high level description is the design time of a system. So, for our MLP designs, it must be known that the design time for the serial case when using high level description has been about 10 times shorter than the RTL one. For the parallel case, the design time for the high level it has been relatively short (just to introduce the “par” directives) while for the RTL description a new architecture and control unit have been designed; this fact implies a larger difference in the designing time.

4 Conclusions

We have presented the FPGA implementation of MLP for speech recognition applications. Both sequential and parallel versions of the MLP have been described using two different abstraction levels: register transfer level (using VHDL) and a higher algorithmic-like level (using Handel-C). Results show that RTL implementation produces more optimized system; however, one of the main advantages of the high level description is the time consumed to design a system. For the speech recognition application we obtain a correct classification rate of 96.83% with a computation time around 14-16 microseconds per sample, which fulfills by far the time restrictions imposed by the application.
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Abstract. Pulsed neural networks can be applied to the design of dense arrays using minimum hardware resources in the interconnection among neurons. Using statistical saturation in pulse frequency coded neurons, a minimum size hardware neuron can be implemented. The proposed neuron is compact enough to be included in large arrays. The presented architecture has additional interesting characteristics like unrestricted topology and scalability. In this paper, the design and implementation of a high density spiking neural array is presented.

1 Introduction

ANNs are parallel processing structures that have a large number of processors and a large numbers of interconnections among them. In an ANN each processor is connected to its neighbors, so there are more interconnections than processors. The ANN computational power lies in the large number of interconnections. There is an associated synaptic strength or a weight with each connection. ANNs digital implementation focuses on the architecture design. A digital implementation has some important characteristics like flexibility, high accuracy and repeatability [2].

This paper presents an FPGA based high-density neural network array, which is a generic platform for applications that require over 1000 neurons in hardware. The rest of the paper is organized as follows: section 2, 3 and 4 discuss the architectural concepts proposed in our approach at the synapse, soma and interconnections respectively. Next section presents the architecture simulation and a discussion is given. Finally, some conclusions and future work are presented.

2 Synapse Design and Weight Storage

Practical ANNs dense implementations are possible only if the circuitry devoted to multiplication involved in the synapse is reduced. In this work, the instantaneous value of the neuron activity is represented as the instantaneous frequency of digital pulses (PFM, Pulse Frequency Modulation). Since the signal level is expressed by the frequency, a simple frequency converter replaces the multiplier in the synapse. Figure 1 shows the implemented synapse design.
The designed module loads a signed weight in serial form. The weight is stored in a serial input parallel output (SIPO) register to be accessible by the accumulator. The accumulator increases its value with each input pulse (SPIKE). If the accumulator reaches a maximum, it produces an overflow. Finally, the generated overflow is present in the FIRE terminal to be externally processed when the SCAN line is one.

3 Soma Design, Summation of Synaptic Contribution and Non-linear Function Activation

In the designed soma, only the synapses that are fired contribute to the output. In this way, the proposed soma avoids to access or to route synapses with a zero contribution. To obtain the non-linearity in the output, the statistical saturation present in the counter is used. This element and the necessary logic to update and to access its content are shown in figure 2.

The proposed soma counts the signed pulses from an input pulse train. The soma fires when the number of positive pulses exceeds the number of negative pulses and a internal flip-flop contains a one. This flip-flop is set to one when the last synapse associated to the soma fires.
4 Routing of the Activity among Neurons

In the proposed design, the topology can be changed online or offline if the application requires it. Since, there are not direct interconnections among neurons, the topology is mapped to an external memory. This scheme is shown in figure 3.

Fig. 3. The proposed neural network design, an external memory is used to map the topology.

In figure 3, two large arrays are defined: the soma and the synapse arrays. Both arrays read the RAM memory to access the corresponding elements in the other array. The RAM memory contains all the module locations, i.e., it contains the address from each element inside the arrays.

5 Implementation and Results

The architecture has been modeled in VHDL and synthesized using XILINX ISE 5.1i for an XCV2000BGA560-6. The whole architecture has been tested using FPGA-based board from AlphaData. The statistics of the design are presented in table 1.

Table 1. FPGA Statistics from the proposed design using a XCV2000BGA560-6

<table>
<thead>
<tr>
<th></th>
<th>Slices</th>
<th>Flip-Flops</th>
<th>LUTs</th>
<th>FPGA percentage</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000 Synapses</td>
<td>13340</td>
<td>21340</td>
<td>25346</td>
<td>70%</td>
<td>-</td>
</tr>
<tr>
<td>1120 Somas</td>
<td>5329</td>
<td>6600</td>
<td>9028</td>
<td>27%</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>18669</td>
<td></td>
<td></td>
<td>97%</td>
<td>35.6Mhz</td>
</tr>
</tbody>
</table>

The transfer function from the architecture is shown in figure 4. Its transfer function is approximated from the stochastic response as the equation:

\[
f(\text{weight}) = \frac{1}{\left(1 + e^{-1.3\text{weight}+1}\right)}.
\]
Using the PFM technique, the performance in small and large arrays is the same. The bottleneck in the design is the memory, which is used to map the topology. The total number of somas and synapses is a function of the available resources in the FPGA. In small arrays, the memory can be implemented directly in the FPGA.

6 Conclusions and Future Work

An FPGA based high-density neural array was implemented and its functionality has been described. The neuronal arrays are related with an external topology memory. The proposed architecture can implement a massive number of neurons in a single FPGA. Additionally, the proposed design is scalable and flexible. Future work will focus on implementing a learning module and a hierarchy model to avoid the memory bottleneck.
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Abstract. This paper describes techniques for producing FPGA-based designs that support free-form deformation in medical image processing. The free-form deformation method is based on a B-spline algorithm for modelling three-dimensional deformable objects. We transform the nested loop in this algorithm to eliminate conditional statements, enabling the development of a fully pipelined design. Further optimisations include precalculation of the B-spline model using lookup tables, and deployment of multiple pipelines so that each covers a different image. Our design description, captured in the Handel-C language, is parameterisable at compile time to support a range of image resolutions and output precisions. An implementation on a Xilinx XC2V6000 device at 67MHz has a throughput which is 12.8 times faster than an Athlon based PC at 1400 MHz.

1 Introduction

This paper describes techniques for producing FPGA-based designs that support free-form deformation (FFD) in medical image processing. Free-form deformations, based on B-splines, are a powerful tool for modelling three-dimensional deformable objects.

The image registration algorithm has been applied in several areas such as remote sensing and three-dimensional computer vision. In medical image processing such as contrast-enhanced breast Magnetic Resonance Imaging (MRI), the FFD method is adopted as an important part of non-rigid registration, a method for analyzing deformable objects. However, there is one disadvantage of this image registration implementation which adopts FFD as the local motion model: the processing time of a three-dimensional image with a resolution of 256 by 256 by 64 voxels takes between 15-30 minutes of processor time on a Sun Ultra 10 workstation.

Previously, we have presented a method for eliminating conditional statements in a nested loop for FFD computation by narrowing the range of the input [2]. This paper presents another method to achieve the same effect by transforming input data. This method has the advantage that all data can be processed by the hardware compared to our previous method.

2 B-Spline Based FFD

In medical image processing, B-spline based free-form deformations (FFD) are frequently used in non-rigid registration, such as 3D contrast-enhanced MRI, to model local deformations. For instance, the motion of the breast is non-rigid so that rigid or
affine transformations alone are not sufficient for the motion correction of breast MRI. Therefore a combined transformation $T$, which consists of a global transformation and a local transformation, is defined as follows [4]:

$$T(x, y, z) = T_{\text{global}}(x, y, z) + T_{\text{local}}(x, y, z)$$

To define a B-spline based FFD, the domain of the image volume is defined as $\Omega = \{(x, y, z)|0 \leq x < X, 0 \leq y < Y, 0 \leq z < Z\}$. Let $\Phi$ denote a $n_x \times n_y \times n_z$ mesh of control points $\phi_{i,j,k}$ with uniform spacing. The FFD can be written as the 3D tensor product of the familiar 1D cubic B-splines:

$$T_{\text{local}}(x, y, z) = \sum_{i=0}^{3} \sum_{j=0}^{3} \sum_{k=0}^{3} B_i(u)B_j(v)B_k(w)\phi_{i+l,j+m,k+n}$$

where

$$l = \left\lfloor \frac{x}{n_x} \right\rfloor - 1, \quad m = \left\lfloor \frac{y}{n_y} \right\rfloor - 1, \quad n = \left\lfloor \frac{z}{n_z} \right\rfloor - 1,$$

$$u = \frac{x}{n_x} - \left\lfloor \frac{x}{n_x} \right\rfloor, \quad v = \frac{y}{n_y} - \left\lfloor \frac{y}{n_y} \right\rfloor, \quad w = \frac{z}{n_z} - \left\lfloor \frac{z}{n_z} \right\rfloor$$

and $B_i$ represents the $i$-th basis function of the B-spline, and $u \in [0, 1)$.

$$B_0(u) = (1 - u)^3/6$$
$$B_1(u) = (3u^3 - 6u^2 + 4)/6$$
$$B_2(u) = (-3u^3 + 3u^2 + 3u + 1)/6$$
$$B_3(u) = u^3/6$$

### 3 Conditional Loop Transformation

In the three nested for-loop of the B-spline based FFD local deformation, there are three conditions which determine whether the loop body is executed or not. All these conditions depend not only on the for-loop variables, but also on the input values of the deformation.

Figure 1 shows the pseudo code of the nested for-loop for the FFD computation. The inner loop body would be executed only when conditions for $K$, $J$ and $I$ are all satisfied. The variables $n$, $m$ and $l$ are the fraction part of the input fixed-point numbers. Although one can implement a sequential hardware implementation using the Handel-C language [1], the performance is predictably low.

We use a transformed loop structure (Figure 2) to eliminate the conditional statements by assigning the first and the last elements of the transformed data array to zero. This corresponds to ignoring the effects of those transformed control lattice points outside the grey box shown in Figure 3, which do not have impact on the calculation result. With this method, a pipelined implementation of B-spline based FFD algorithm for processing a 2D image has been successfully compiled for an FPGA.
For $k=0$ to $k=3$
Begin
  $K = k + n - 1$
  if $0 <= K < CP_Z$
  Begin
    $J = j + m - 1$
    if $0 <= J < CP_Y$
    Begin
      $I = i + l - 1$
      if $0 <= I < CP_X$
      Begin
        $x = x + B_i(u) * B_j(v) * B_k(w) * \Phi_X[K][J][I]$
        $y = y + B_i(u) * B_j(v) * B_k(w) * \Phi_Y[K][J][I]$
        $z = z + B_i(u) * B_j(v) * B_k(w) * \Phi_Z[K][J][I]$
      End
    End
  End
End

Fig. 1. Pseudo code of B-spline based free-form deformation, where $l = \lfloor x/n_x \rfloor$, $m = \lfloor y/n_y \rfloor$, $n = \lfloor z/n_z \rfloor$.

4 Pipelined Design for FFD

Our pipelined design for FFD involves three steps. The first step is to precalculate the four basis functions of a third-order B-spline, as shown in Equation 2, and store the values in four lookup tables. The second step is to design a fully pipelined FFD core. The third step is to deploy multiple pipelines.

Currently our pipelined design uses one input channel. The total number of execution cycles is around $N^d (i+1) d \times M$, where $N$ denotes the resolution, $i$ denotes the order of B-spline, $d$ represents the dimension of an image, and $M$ represents the number of pipeline stages of the floating-point adder (Figure 4).

Fig. 3. The arrangement of control lattice on a 2D image.

Fig. 4. Pipelined hardware for free-form deformation computation. MULT_P denotes a pipelined floating-point multiplier. ACC_P denotes a pipelined floating-point adder.
The input data have to be interleaved so that the whole pipeline could be fully used. In the pseudo code (Figure 2), we can see that the values of \( B_l(u) \), \( B_m(v) \) and \( B_n(w) \) need to be accessed simultaneously in order to make a more efficient pipeline. Therefore, we replicate the lookup tables twice to meet the requirement of accessing three independent lookup tables concurrently (Equation 1).

We have also implemented two pipelines in XC2V6000 using our customisable representation with 12-bit mantissa and 8-bit exponent. It costs around 6 percent of Slice resources and 50 percent of Block RAM resources on the XC2V6000.

## 5 Performance

For a 2D image of resolution 256 by 256, the clock speed after place and route of our current two-pipeline implementation on a Xilinx Virtex II XC2V6000 device (Table 1) with 12-bit mantissa and 8-bit exponent is 67 MHz. Hence the estimated execution time for the XC2V6000 device is \((256 \times 256 \times 16 \times 3)/(67 \times 10^6 \times 2) \approx 0.023\) second.

<table>
<thead>
<tr>
<th>Processor</th>
<th>Area (slices)</th>
<th>Block RAMs (kbit)</th>
<th>Clock Speed (MHz)</th>
<th>Execution Time (sec)</th>
<th>Throughput (data/second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>XC2V6000 (two pipelines)</td>
<td>2127</td>
<td>504</td>
<td>67</td>
<td>0.023</td>
<td>8375000</td>
</tr>
<tr>
<td>XC2V1000 (one pipeline)</td>
<td>1149</td>
<td>252</td>
<td>89</td>
<td>0.035</td>
<td>5562500</td>
</tr>
<tr>
<td>XC2V6000 (one pipeline)</td>
<td>1156</td>
<td>252</td>
<td>76</td>
<td>0.041</td>
<td>4750000</td>
</tr>
<tr>
<td>AMD Athlon</td>
<td>-</td>
<td>-</td>
<td>1400</td>
<td>0.10</td>
<td>655360</td>
</tr>
<tr>
<td>Pentium 4</td>
<td>-</td>
<td>-</td>
<td>1800</td>
<td>0.11</td>
<td>595782</td>
</tr>
</tbody>
</table>

Compared with the software version which runs on an AMD Athlon 1.4 GHz PC, the execution time of our customised system is around 4.3 times faster. Moreover, the throughput of this system is 12.8 times faster than the PC.

## 6 Summary

We have described hardware techniques for medical image processing. The key elements of our approach include precalculating the B-spline basis function, adopting custom number representation, transforming a nested loop to avoid conditional calculation, and developing fully-pipelined circuits and multiple pipeline designs. Current and future work includes integrating our design with a hardware image warper [3], exploring run-time reconfiguration to reduce the amount of FPGA resources required [5], and automating conditional loop transformations [6].
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Abstract. The first successful FPGA implementation [1] of artificial neural networks (ANNs) was published a little over a decade ago. It is timely to review the progress that has been made in this research area. This brief survey provides a taxonomy for classifying FPGA implementations of ANNs. Different implementation techniques and design issues are discussed. Future research trends are also presented.

1 Introduction

An artificial neural network (ANN) is a parallel and distributed network of simple nonlinear processing units interconnected in a layered arrangement. Parallelism, modularity and dynamic adaptation are three computational characteristics typically associated with ANNs. FPGA-based reconfigurable computing architectures are well suited to implement ANNs as one can exploit concurrency and rapidly reconfigure to adapt the weights and topologies of an ANN.

FPGA realisation of ANNs with a large number of neurons is still a challenging task because ANN algorithms are "multiplication-rech" and it is relatively expensive to implement multipliers on fine-grained FPGAs. By utilizing FPGA reconfigurability, there are strategies to implement ANNs on FPGAs cheaply and efficiently. It is the goal of this paper to: 1) provide a brief survey of existing ANN implementations in FPGA hardware; 2) highlight and discuss issues that are important for such implementations; and 3) provide analysis on how to best exploit FPGA reconfigurability for implementing ANNs. Due to space constraints, this paper can not be comprehensive; only a selected set of papers are referenced.

2 A Taxonomy of FPGA Implementations of ANNs

2.1 Purpose of Reconfiguration

All FPGA implementations of ANNs attempt to exploit the reconfigurability of FPGA hardware in one way or another. Identifying the purpose of reconfiguration sheds light on the motivation behind different implementation approaches.
Prototyping and Simulation exploits the fact that FPGA-based hardware can be rapidly reconfigured an unlimited number of times. This apparent hardware flexibility allows rapid prototyping of different ANN implementation strategies and learning algorithms for initial simulation or proof of concept. The GANGLION project [1] is a good example of rapid prototyping.

Density enhancement refers to methods which increase the amount of effective functionality per unit circuit area through FPGA reconfiguration. This is achieved by exploiting FPGA run-time / partial reconfigurability in one of two ways. Firstly, it is possible to time-multiplex an FPGA chip for each of the sequential steps in an ANN algorithm. For example, in work by Eldredge et al. [2], a back-propagation learning algorithm is divided into a sequence of feedforward presentation and back-propagation stages, and the implementation of each stage is executed on the same FPGA resource. Secondly, it is possible to time-multiplex an FPGA chip for each of the ANN circuits that is specialized with a set of constant operands at different stages during execution. This technique is also known as dynamic constant folding. James-Roxby [3] implemented a 4-8-8-4 MLP on a Xilinx Virtex chip by using constant coefficient multipliers with the weight of each synapse as the constant. All constant weights can be changed through dynamic reconfiguration in under $69\mu$s. This implementation is useful for exploiting training-level parallelism with batch-updating of weights at the end of each training epoch. The same idea was also previously explored in work by Zhu et al. [4].

As both methods for density enhancement incur reconfiguration overhead, good performance can only be achieved if the reconfiguration time is small compared to the computation time. There exists a break-even point $q$ beyond which density enhancement is no longer profitable: $q = r/ (s – 1)$ where $r$ is the time (in cycles) taken to reconfigure the FPGA and $s$ is the total computation time after each reconfiguration [5].

Topology Adaptation refers to the fact that dynamically configurable FPGA devices permit the implementation of ANNs with modifiable topologies. Hence, iterative construction of ANNs [6] can be realized through topology adaptation. During training, the topology and the required computational precision for an ANN can be adjusted according to some learning criteria. de Garis et al. [7] used genetic algorithms to dynamically grow and evolve cellular automata based ANNs. Zhu et al. [8] implemented the Kak algorithm which supports on-line pruning and construction of network models.

2.2 Data Representation

A body of research exists to show that it is possible to train ANNs with integer weights. The interest in using integer weights stems from the fact that integer multipliers can be implemented more efficiently than floating-point ones. There are also special learning algorithms [9] which use powers-of-two integers as weights. The advantage of powers-of-two integer weight learning algorithms is that the required multiplications in an ANN can be reduced to a series of shift operations. A few attempts have been made to implement ANNs in FPGA hardware with floating-point weights. However, no successful implementation has been reported to date. Recent work by Nichols et al. [10] showed that despite continuing advances in FPGA
technology, it is still impractical to implement ANNs on FPGAs with floating-point precision weights.

**Bit-Stream arithmetic** is a method which uses a stream of randomly generated bits to represent a real number, that is, the probability of the number of bits that are "on" is the value of the real number. The advantage with this approach is that the required synoptic multiplications can be reduced to simple logic operations. A comprehensive survey of this method can be found in Reyeri [11] while most recent work can be found in Hikawa [12]. The disadvantage of bit-stream arithmetic is the lack of precision. This can severely limit an ANN's ability to learn and solve a problem. In addition, the multiplication between two bit-streams is only correct if the bit-streams are uncorrelated. Producing independent random sources for bit-streams requires large resources.

## 3 Implementation Issues

### 3.1 Weight Precision

Selecting weight precision is one of the important choices when implementing ANNs on FPGAs. Weight precision is used to trade-off the capabilities of the realized ANNs against the implementation cost. A higher weight precision means fewer quantization errors in the final implementations, while a lower precision leads to simpler designs, greater speed and reductions in area requirements and power consumption. One way of resolving the trade-off is to determine the “minimum precision” required to solve a given problem. Traditionally, the minimum precision is found through “trial and error” by simulating the solution in software before implementation. Holt and Baker [13] studied the minimum precision required for a class of benchmark classification problems and found that 16-bit fixed-point is the minimum allowable precision without diminishing an ANN’s capability to learn these benchmark problems.

Recently, more tangible progress has been made from a theoretical approach to weight precision selection. Draghici [14] relates the “difficulty” of a given classification problem (i.e. how difficult it is to solve) to the required number of weights and the necessary precision of the weights to solve the problem. He proved that, in the worst case, the required weight range \([-p, p]\) is estimated through the minimum distance between patterns of difference classes 

\[ d = (\sqrt{n})/(2p) \]

to guarantee a solution, where \(p\) is an integer and \(n\) is the dimension of the input. This services as an important guide for choosing data precision.

### 3.2 Transfer Function Implementation

Direct implementation for non-linear sigmoid transfer functions is very expensive. There are two practical approaches to approximate sigmoid functions with simple FPGA designs. **Piece-wise linear approximation** describes a combination of lines in the form of \(y = ax + b\) which is used to approximate the sigmoid function. Note
that if the coefficients for the lines are chosen to be powers of two, the sigmoid functions can be realized by a series of shift and add operations. Many implementations of neuron transfer functions use such piece-wise linear approximations [15]. The second method is lookup tables, in which uniform samples taken from the centre of a sigmoid function can be stored in a table for look up. The regions outside the centre of the sigmoid function are still approximated in a piece-wise linear fashion.

4 Conclusion and Future Research Directions

When implementing ANNs an FPGAs one must be clear an the purpose reconfiguration plays and develop strategies to exploit it effectively. The weight and input precision should not be set arbitrarily as the precision required is problem dependent. Future research areas will include: benchmarks, which should be created to compare and ana lyse the performance of different implementations; Software tools, which are needed to facilitate the exchange of IP blocks and libraries of FPGA ANN implementations; FPGA friendly learning algorithms, which will continue to be developed as faithful realizations of ANN learning algorithms are still too complex and expensive; and, topology adaptation approaches, which take advantage of the features of the latest FPGAs such as specialized multipliers and MAC units.
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Abstract. This paper presents a new method for implementing in hardware expert systems based on belief revision concepts. The expert system’s knowledge base is first automatically translated to an equivalent network representation where nodes are facts and links stand for relationships. Then, changes are propagated throughout the network. The conclusions are extracted after no more changes occur in the state of the nodes. The automatic generation of the hardware network structure is described. Finally, the results obtained in this FPGA-based implementation are compared to those yielded by a Java-based implementation, the system’s efficiency being thus demonstrated.

1 Introduction

The past years have witnessed a noticeable research effort towards a theory of reasoning under uncertainty. Probability theory was introduced in this area with the emergence of Bayesian belief network [3]. An alternative approach to the probability theory as a tool for modeling uncertainty is the use of belief functions. The research effort has been directed towards the specification of a knowledge representation framework that combines the merits of classical logic and Bayesian belief networks.

We represent uncertainty as a set $E = \{E_i | i \in \{1,2,\ldots,9\}\}$ of nine ordered linguistic variables. The natural order induced among the variables holds true: $E_1$ stands for impossible, $E_9$ - for certain. Uncertainty is represented by a set of two parameters varying on $E$: support – the positive evidence for the assertion, and plausibility – the difference between the absolute certainty and the support of the negation of the assertion. Support and plausibility are independently updated (they are defined as different kind of information associated to a proposition, separately acquired and conceptually unrelated). The belief states partition in six areas the $9 \times 9$ table combining all the possible values (see Table 1). Two belief intervals are different only if they belong to different belief states.

Table 1. The belief states intervals (values for support and plausibility)

<table>
<thead>
<tr>
<th>S</th>
<th>PL</th>
<th>$E_1$...$E_4$</th>
<th>$E_5$...$E_8$</th>
<th>$E_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$</td>
<td>Disbelieved ($D$)</td>
<td></td>
<td>Unknown ($U$)</td>
<td></td>
</tr>
<tr>
<td>$E_3$...$E_5$</td>
<td>Rather Disbelieved ($RD$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_6$...$E_9$</td>
<td>Contradictory ($C$)</td>
<td>Rather Believed ($RB$)</td>
<td>Believed ($B$)</td>
<td></td>
</tr>
</tbody>
</table>
2 Operators Defined on Belief Intervals

To compute the belief interval associated to a compound expression, operators have been defined. The notation $\langle\exp\rangle$ is a shorthand for $[s(\exp), p(\exp)]$.

- **Negation**: $N(E_i) = E_{\neg i} = E_{\neg(i-1)}$ (the negation of a variable)

  $\neg \langle a \rangle = [N(p(a)), N(s(a))] = [s(a), p(a)]$ (the negation of a belief interval)

- **Conjunction**

  \[ [E_i, E_j], \text{ if } a \in U, b \in C; \text{ AND}(\langle a \rangle, \langle b \rangle) = [\min(s(a), s(b)), \min(p(a), p(b))], \text{ otherwise} \]

- **Disjunction**

  \[ [E_i, E_j], \text{ if } a \in U, b \in C; \text{ OR}(\langle a \rangle, \langle b \rangle) = [\max(s(a), s(b)), \max(p(a), p(b))], \text{ otherwise} \]

- **Aggregation**: Denoted by $\Theta$; it aggregates the evidence coming from different sources to a single assertion ($a_i$ stands for the evidence pertaining to $a$ and coming from source $i$).

  \[ \text{AGGR}(\langle a_1 \rangle, \ldots, \langle a_n \rangle) = [\max(s(a_1), \ldots, s(a_n)), \min(p(a_1), \ldots, p(a_n))] \]

- **Detachment**: Denoted by $\rightarrow$, it propagates the evidence pertaining of an inference rule to its conclusions. The definition of the DET operator, with the belief interval pertaining to the rule’s premises $\langle h \rangle$ (hypothesis) and the rule’s strength $\langle h \rightarrow t \rangle$, expressing the deduction, is given below:

  $\text{AND}(\langle h \rangle, \langle h \rightarrow t \rangle)$, if $h \in B, \langle h \rangle \in \text{RB}$; $\text{DET}(\langle h \rangle, \langle h \rightarrow t \rangle) = [E_1, E_9], \text{ otherwise.}$

3 Translating Rules to Network Representation

For a set of rules, if at least one proposition is inferentially related to itself we face a circular dependency problem. In such cases, the network representation contains loops and the belief interval propagation could suffer from termination problems.

![Fig. 1. The node splitting algorithm: the $p_k$ node split example](image)

Loops can be safely represented by splitting each proposition node belonging to a loop in two sub-nodes. Thus we keep the evidence propagating through loops including $p_k$, distinct from the evidence propagating through open paths. Evidence coming from loops enters via the $T_k$ links; this node’s contribution goes toward cyclic paths via the $x_k$ link. Evidence independent from $p_k$ enters via the $S_k$ links, and propagates to non-cyclic paths via the $y_k$ link.

The $z_k$ link is used for initializing the rule. Whenever the global measure of uncertainty is necessary, it can be found at the $y_k$ link. Only the safe part of it (given at the $x_k$ link) is used in loops.

The best solution is to make the system automatically modify the network’s topology without altering the connections’ semantic. We represent knowledge by rules in a dependency network, having three types of nodes: proposition, rule and operator. Each rule node receives as input the belief intervals of its premises and produces the belief interval of its conclusion. Each operator node receives as inputs the belief intervals of its operands and produces the belief interval of its result.

Propositions are modeled as predicate-value pairs. The rule’s format is: name, used in the explanatory process, premise, a compound expression, conclusion, and strength, a measure of the uncertainty used as a belief interval. By parsing a rule we obtain a node with a detachment ($\rightarrow$) operator having the strength as parameter.
4 Hardware Implementation Experimental Results

Due to its specific nature, the knowledge base (KB) can be efficiently implemented in hardware (HW): for propositions, 8-bits data registers are sufficient to store belief intervals, while the rules (DET operator) and the other operators are implemented by combinational logic. The communication between the system and the external environment is done by means of a Data, an Address and a Control Bus.

![Fig. 2. The hardware structure of a proposition](image)

The KB is given as a text file. This file is parsed and the network representation is automatically generated in a VHDL source code file, by eliminating loops. The operators and the propositions are already described in predefined VHDL code (this part is independent of the provided KB), but the actual network’s structure is dynamically generated at this stage by the software (SW) part of the application.

In the execution phase, information is supplied to the system with evidences as external assumptions for propositions. The observations can be expressed in natural language, then translated in belief intervals and encoded for the network propagation.

The system was tested in two diagnosis fields: the medical and the HW technical support and debugging. A SW (Java-based) and a HW (VHDL and Xilinx FPGA-based) implementations were realized. The HW solution’s advantages appeared to be obvious: apart of the intrinsic higher speed of the HW implementation, the parallel processing and parallel propagation of the belief intervals in the network yielded an increased performance.

The system’s intrinsic pipeline-like structure significantly increases its performance; this depends mainly on the number of operators in the most complex rule of the KB, which gives the number of levels of combinational logic between the data buffers. For example, for a rule with 4 levels of logic operators in the KB, the maximal working frequency reported was 109.7 MHz, while for a simple KB (with only one level of operators), it was 120 MHz. For a KB containing 30 rules, with 13 external assumptions, the SW results were obtained after 550 ms, while the HW results were obtained in 142.6 ns (17 clock cycles * 8.39 ns). For a KB containing 60 rules, with 24 external assumptions, the SW results were obtained after 2140 ms, while the HW results were obtained in 234.92 ns (28 clock cycles * 8.39 ns).
5 Conclusions

A process of belief revision based on uncertainty propagation was proposed. Uncertainty was represented using a theory based on belief intervals defined in terms of subjective linguistic estimates. The KB is translated into an equivalent network representation. The HW architecture is automatically generated by SW, resulting in a VHDL description of the network that corresponds to the KB. After the VHDL synthesis process, the design is downloaded in a Xilinx Virtex FPGA for execution.

The advantages of the HW over the SW implementation, were underlined. They consist mainly of a greater speed, obtained by exploiting the intrinsic parallel features: parallel processing and propagation of belief intervals values through the network.
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Abstract. To achieve a good performance when implementing applications in codesign systems, partitioning and scheduling are important steps. In this paper, a two-phase clustering algorithm is introduced as a preprocessing step to an existing hardware/software partitioning and scheduling system. This preprocessing step increases the granularity in the partition design, resulting in a higher degree of parallelism and a better mapping to the reconfigurable resource. This cluster-driven approach shows improvements in both the makespan of the implementation, and the CPU runtime.

1 Introduction

Coarse grain partitioning can improve the performance of an implementation by increasing parallelism as reported in [1]. It is therefore not surprising that clustering methods, which tend to increase the granularity of tasks, can be applied to the partitioning problem with good effects. Furthermore, after clustering, the size of the task graph (or problem size) is reduced, and this benefits the runtime of the synthesis process.

In this paper, we introduce an algorithm to solve a multiple-objectives clustering problem, called the two-phase algorithm. Our clustering algorithm is further applied as a pre-processing step to the partitioning and scheduling algorithm, which maps and schedules tasks to the target system. System constraints including FPGA resources, shared resources conflicts (such as bus or memory contention), as well as reconfiguration time, communication overhead, processing overhead are all taken into account during the partitioning and scheduling process. We employed the tabu search algorithm for partitioning and list scheduling in the scheduler as previously report in [3]. The results of clustering, mapping, and scheduling are then implemented on the UltraSONIC reconfigurable computing platform [4]. In summary, the contributions of this paper are: 1) two-phase clustering algorithm designed for multi-objectives optimization and 2) integration and evaluation of the two-phase clustering algorithm with partitioning and scheduling in codesign systems.
Two-Phase Clustering Algorithm

In our clustering algorithm, the objectives are set to 1) minimize total communication time and execution time of all the tasks in the DAG\(^1\), and 2) minimize critical path of the DAG. These are subjected to constraints including a maximum cluster size, a maximum number of edges on the new cluster, and the resultant graph must be a DAG.

For such a multiple-objective problem, we need to find a method that can achieve both objectives. Based on preliminary experiments, which reveal that 1) in order to minimize delay on the critical path, tasks on the critical path itself have the most impact, and 2) once a minimum critical path is found, further clustering to reduce system cost will increase the critical path delay from its minimum value, the two-phase clustering algorithm is introduced. During the first phase, the delay on the critical path is minimized as much as possible, while the second phase is responsible for reducing the system cost without increasing the delay on the critical path.

This algorithm clusters tasks in a hierarchical manner. The first phase combines pairs of task nodes for the best fitness value while shortening the critical path delay on each refinement step. In order to prevent being trapped in a local minimum, the delay on the critical path is allowed to hill-climb. This allowance is limited by a threshold value which is decreasing in each iteration step to continuously force critical path to reduce. Two questions arise at this stage, 1) what is the decrement scheme for the threshold value, and 2) how fast is the decrement rate. Too fast a decrement leads to being trapped in a local optimum; too slow a decrement results in long search time and possible failure to find the minimum point. This is essential the idea of employing a cooling schedule found in simulated annealing optimization.

In the second phase, we attempt to reduce the system cost (overall communication time and computation time) without increasing the critical path value obtained in the first phase. This is achieved by only considering nodes and clusters outside the critical path as candidates for merging. The second phase is terminated when no further merging satisfies all the constraints or a maximum number of successful clustering attempts have been met.

Experimental Results

Comparing with Greedy Algorithm

We compare the effectiveness of the two-phase clustering algorithm described above with a straight forward greedy algorithm by applying them to randomly generated task graphs with 100, 200 and 400 tasks nodes with different granularity of tasks varying from 0.1 to 1.0. (Task granularity can be defined in many different ways. In this paper, we use the ratio of the average computation time and communication time as defined in [2].)
Table 1. Comparisons between two-phase approach and greedy approach

<table>
<thead>
<tr>
<th></th>
<th>Two-Phase algorithm</th>
<th>Greedy algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical path delay</td>
<td>30.2%</td>
<td>8.6%</td>
</tr>
<tr>
<td>The system cost</td>
<td>14.4%</td>
<td>20.6%</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>21.3%</td>
<td>28.1%</td>
</tr>
<tr>
<td>Number of edges</td>
<td>16.2%</td>
<td>21.3%</td>
</tr>
<tr>
<td>CPU time (PIII 866MHz)</td>
<td>166 sec</td>
<td>362 sec</td>
</tr>
</tbody>
</table>

Table 1 summaries the overall improvement as a result of applying the two clustering methods. From the table, the two-phase method reduces the critical path delay by an average of 30.2%, which is significantly larger than the 8.6% obtained using the greedy algorithm. Since critical path delay has a direct impact on the makespan produced after partitioning and scheduling, this is a significant and useful improvement.

3.2 Combining with the Existing Partitioning and Scheduling Program

The cluster-partition-schedule approach (called CPS) shown in Fig. 1(a) is compared with the one without clustering step (called xPS) shown in Fig. 1(b). As can be seen in Fig. 2, the CPS strategy yields better makespan (between 13% and 17% improvement) and faster runtime (by around 16%) than that without clustering.

For a real application, the FFT algorithm is selected as a case study. For each task, the software execution time is obtained by profiling tasks on the PC, while the hardware running time and area are obtained using Xilinx development tools. Parameters such as reconfiguration time, bus speed, FPGA size, are all based on the UltraSONIC platform [4] with two reconfigurable processing elements.
Results show that our clustering algorithm can help partitioning and scheduling to reduce the overall makespan of the FFT implementation by around 14%~15% in 8-point and 16-point FFT implementations respectively. This reduction is comparable to average values of improvement getting from random graphs as described earlier.

4 Conclusions

The two-phase clustering algorithm modifies the granularity of the tasks in the DAG in order to improve the critical path delay and the overall communication time and node computation time. The clustering algorithm presented in this paper is successfully combined with our partitioning and scheduling algorithm for mapping abstract task graphs onto a realistic reconfigurable computing system. Using our algorithm to implement the FFT algorithm onto the UltraSONIC reconfigurable computer shows promising results.
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Abstract. This paper presents a case study of a hardware-software codesign of the RSA cipher embedded in reconfigurable hardware. The soft cores of Altera’s Nios RISC processor are used as the basic building block of the proposed complete embedded solutions. The effect of moving computationally intensive parts of RSA into an optimized parameterized scalable Montgomery coprocessor(s) is analyzed and compared with a pure software solution. The impact of the tasks distribution between the hardware and the software on the occupation of logic resources as well as the speed of the algorithm is demonstrated and generalized.

1 Introduction

The protocols in public key cryptography (e. g. RSA [1]) are an excellent example for studying hardware-software codesign concept: the protocol and the key generation have a strong sequential feature, while the algorithm itself can be better realized in parallel and pipelined structures. System on a chip (SOC) offers the best solution: it can consist of an embedded processor and one or more coprocessors. However, the reconfigurable SOC has an extra aspect to be taken into account: both hardware and software part of the system are embedded in the (same) chip. So even entirely software solution occupies hardware resources inside the chip – logic elements for processor implementation and, above all, embedded memory for data and program storing.

2 RSA Algorithm

RSA was proposed by Rivest, Shamir, and Adleman in 1978 [1]. Basic mathematical operation used to encrypt a message $X$ is modular exponentiation [1]:

$$Y = X^E \mod M$$ (1)
that a binary or general $m$-nary methods can break into a series of modular multiplications. All of these computations have to be performed with large $k$-bit integers ($\text{typical } k \in \{1024, 2048, \ldots\}$).

To speed-up modular multiplication required in (1) the well-known Montgomery Multiplication (MM) algorithm [1] is used. It computes the MM product for $k$-bit integers $X, Y: MM(X, Y) = XYR^{-1} \mod M$. While the algorithm is simple and can be controlled by software, the MM is an expensive operation suitable for implementation in an algebraic coprocessor.

### 3 Scalable Montgomery Multiplication Coprocessor and Its Interfacing with the Embedded Processor

We have tested two different approaches to implement scalable processing element (PE) (see Table 1): the first one (called MWR2MM_CSA) is based on a redundant form with Carry-save adders [2], the second one (called MWR2-MM_CPA) has a FPLD-optimized architecture based on Carry-propagated structure present practically in all kinds of modern FPLDs. The core of both approaches is a modified Multiple Word Radix-2 Montgomery Multiplication algorithm [2], which imposes no constraints to the precision of operands.

<table>
<thead>
<tr>
<th>Family</th>
<th>Carry Propagate Adders</th>
<th>Carry Save Adders</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Length $w$ (bits)</td>
<td>Size (LEs)</td>
</tr>
<tr>
<td>APEX</td>
<td>8</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>229</td>
</tr>
</tbody>
</table>

The data path is organized as a cascade chain of PEs (stages) connected to the data memory (implemented in EMBs - Embedded Memory Blocks) (see Figure 1. The maximum degree of parallelism for this organization is found as: $n_{\text{max}} = \left\lfloor \frac{e}{2} \right\rfloor$. The coprocessor has 3 main parameters (word length $w$, number of words $e$, and number of stages $n$) that can be changed according to the required area of the implemented coprocessor and the required timings for MM computations ($n, w$) or the security level ($e$). This approach gives an unusual flexibility to the processor-coprocessor codesign.

As the embedded processor is used a Nios soft-core processor from Altera [4], that includes a CPU optimized for SOC integration. This configurable, general-purpose RISC processor can be combined with user-defined logic and programmed into Altera FPLDs. Nios supports both 16- and 32-bit variants with 16-bit instruction set. Features of an parameterized Avalon bus included in the Nios are used for a flexible connection of the processor and the MM coprocessor(s).
4 Analysis and Discussion of Selected Solutions

To evaluate software/hardware proportion in the solution and its impact on the size and the speed of the system, we have assumed four different representative architectures implemented on Altera Nios development board with APEX EP20K200EFC484-2X [4].

**Fully Software Solution.** Time-critical part of the software implementation (MM operation) has been programmed in the Nios assembly language using all known optimization techniques. The 32-bit Nios processor has taken 2583 logic elements (LEs) and 45 EMBs including a hardware integer multiplier (used by MUL instruction) occupying 446 LEs. The execution times of the RSA operation \((k = 1024)\) in Nios clocked by 50 MHz are: 46 ms for encryption with \(E = F_4\), and 845 ms for decryption with CRT algorithm.

**Processor with One Pipelined MM Coprocessor.** In this version a 16-bit Nios version (occupying only 1275 LEs and 27 EMBs) has been used. Table 2 presents the area occupations and the RSA timings based on the use of the 16-bit MM coprocessor (clocked by 100 MHz) with implemented MWR2MM_CPA algorithm. Note that times includes also pre-computation performed by the Nios processor. Therefore the overall speed is not decreasing linearly with the number of stages. The MM coprocessor requires extra memory resources to store sub-results \(S\), but on the other hand the program code and the program memory is smaller.

**Processor with Two Pipelined MM Coprocessors.** For typical decryption exponents there are about \(k/2\) non-zero bits. Parallel execution on two separate coprocessors can decrease the average execution time to about 66% of the execution time with one coprocessor of the same size. Similarly, during the decryption process based on the CRT algorithm, the computations can be executed in parallel, and thus decrease the execution time to about 50%. However, two coprocessors require two times more hardware resources (LEs and EMBs). When these resources are available, better solution is to add two times more stages to the one coprocessor solution.
Table 2. Execution times of RSA operations with the MM coprocessor

<table>
<thead>
<tr>
<th>Length $e \times w$</th>
<th># of stages $n$</th>
<th>Encr (ms)</th>
<th>Decr (ms)</th>
<th>Size (LEs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>2</td>
<td>14</td>
<td>155</td>
<td>429</td>
</tr>
<tr>
<td>1024</td>
<td>8</td>
<td>9</td>
<td>56</td>
<td>1462</td>
</tr>
<tr>
<td>1024</td>
<td>16</td>
<td>8</td>
<td>39</td>
<td>2837</td>
</tr>
<tr>
<td>2048</td>
<td>2</td>
<td>55</td>
<td>1146</td>
<td></td>
</tr>
<tr>
<td>2048</td>
<td>8</td>
<td>35</td>
<td>354</td>
<td></td>
</tr>
<tr>
<td>2048</td>
<td>16</td>
<td>31</td>
<td>222</td>
<td></td>
</tr>
</tbody>
</table>

Fully Hardware Solution. The implementations realizing the whole system as a parallel hardware architecture are the fastest solutions. The disadvantage of this kind of solutions is that all input data are expected to be already stored in a memory before the computation. And in that case even small changes in the implemented protocol may require the remake of the whole design. The software control of the process can allow the user to obtain very flexible and reusable solution. Therefore we do not see the fully hardware solution as a suitable way to implement asymmetric encryption algorithm in FPLDs.

5 Conclusions

Parameterized processors embedded in reconfigurable hardware are becoming a standard building block in complex SOC designs. It was demonstrated that execution of carefully selected parts of the algorithm in properly optimized coprocessors increases considerably the speed of the complete RSA algorithm. Even more, it was shown that hardware resources used in this combined hardware-software design are not more significant than in a pure software solution, because the combined design can use simpler embedded processor.
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Abstract. Embedded programmable systems are becoming common in system designs, resulting in the need for educational institutions to teach advanced embedded systems design and develop debugging competence in students. Remote laboratory experimentation provided as part of a web-based distance learning allows flexible access to on-campus resources free of time or geographical constraints. However, adapting and redeveloping existing software and hardware resources to this purpose is both time consuming and expensive. This paper introduces a remote-access laboratory architecture, which extends current e-learning strategies to provide real-time debugging for embedded programmable systems via the web. An example experiment illustrates the on-chip and off-chip real-time debugging capabilities of the laboratory.

1 Introduction

Electronic engineers are experiencing the need to specialise and re-train in advanced fields, particularly in the area of embedded systems. To provide appropriate education in this field requires practical experience in laboratory experimentation. Distance learning via the web offers professional engineers and students the flexibility to access educational material to suit their lifestyles. Remote experimentation offered as part of a web-based distance learning approach allows remotely located users to develop skills which deal with real systems and instrumentation. Several remote-access labs are currently available via the web. For example, the University of Zagreb [1] and the Open University [2] provide on-line access experiments in embedded system design. However, the main disadvantage of current laboratories is the inability to provide users with access to debugging instrumentation (logic analysers) and modern embedded systems components (FPGAs).

The Engineering and Physical Sciences Research Council (EPSRC) funded project at the University of Ulster, aims to develop a remote-access laboratory for an Embedded Systems module on a distance learning Masters Degree course [3]. The project aims is to provide experience in embedded systems experiments to supplement the lecture material presented within the distance learning module. This paper presents a remote-access architecture and programming model, which addresses the deficiencies of current remote-access labs and illustrates the integration of modern debugging instrumentation and embedded systems technology. In particular, the
ability to perform on-chip an off-chip real-time debugging is demonstrated. Section 2 presents the architecture and programming model, section 3 demonstrates the real-time debugging capabilities of the laboratory and section 4 provides a conclusion.

2 Remote-Access Embedded Systems Laboratory

This section presents the architecture and programming model for the remote-access laboratory. The remote-access lab consists of workstations coupled to various instrumentation and embedded systems. Access to the workstations is via a web-client application [4]. The switching architecture provides a method of inter-connecting the embedded systems boards and the various instrumentation to the workstation. Fig. 1 illustrates the architecture for connecting analysis points on multiple experimental embedded systems boards to the suite of embedded debugging instrumentation. The architecture illustrates 5 main data/control buses: 1) board control, 2) configuration data, 3) diagnostic data, 4) instrument data and 5) instrument SCADA (supervisory control & data acquisition). The board control, configuration data and instrument SCADA buses provide communication with the experimental workstation via parallel, serial and GPIB channels, respectively. Board control provides control/setup information for the embedded system boards’ multiplexer devices.

The instrumentation SCADA bus uses the GPIB protocol to send and retrieve information between the workstation and the matrix and instruments. The configuration data bus provides download monitors for program code and FPGA configuration information to target boards. All three buses are connected to the workstation. The diagnostic bus contains 120 analysis points from the target experiment board. Twenty-four of these are fed directly to the logic analyser; the other ninety-six are fed to the switching matrix. The main switching component of the architecture is the 96x16 line switching matrix [4]. The switching connections to be

![Fig. 1. Remote-access laboratory: Switching architecture](image-url)
closed, making a link between one of the 96 lines on the left of the matrix with one of
the 16 lines on the right, are configured using the instrument SCADA bus (GPIB).
Users configure the matrix to connect each of the instrument channels to one of the 96
available analysis points on the embedded systems. Configuration of the architecture
is achieved using the programming model illustrated in Fig. 2. Programming can be
divided into two tasks: 1) activating the embedded systems board access to the
configuration/diagnostic buses and 2) configuring the switching matrix component.

Connecting instruments to the analysis points on the embedded systems is achieved
using a circuit-connections window (Flash Macromedia) in the remote-access client
application. This provides a visual display of the instrumentation and the points
available for analysing. Selecting an experiment from a list of categories produces a
layout of the desired Micro/DSP/FPGA embedded system in the circuit window.
From the layout, the highlighted analysis points can be connected/wired to the
instruments by dragging instrument channel icons to the particular points on the
system and using the Configure icon. The user’s instrument displays are provided in
separate individual windows. In the model, the ACTIVATE program is called when
an embedded systems experiment is selected. This activates and selects the associated
board’s multiplexer on the buses. Users highlight analysis points to be connected to
the instrumentation by using the drag and drop facility. Clicking on Configure calls
the CONFIGURE program which reads the matrix configuration data file and
configures the switching matrix through the GPIB bus. The STORE program copies
the configuration data of the switch matrix to a file. All low-level programming is
achieved using C.

3 Real-Time Debugging

Fig 3 illustrates an example embedded programmable system experiment for
debugging. The system includes the Virtex II FPGA with the Picoblaze 8-bit
microcontroller IP core [5] and an 8-bit digital-analog converter (DAC) external to
the FPGA. Users are required to create a program that will execute on the Picoblaze
and produce a waveform at the output of the DAC. Interrupting the Picoblaze will cause the program to temporally change the DAC output pattern. Users can debug the hardware-software experiment using the instrumentation in the lab. Laboratory users are able to program the Picoblaze, place and route the VHDL design and download the configuration to the Virtex II FPGA through the software available in the remote-access client [4]. Off-chip debugging (external to the FPGA) is achieved using the switching architecture and programming model, whereby signals external to the FPGA are connected to the laboratory instrumentation. Users connect signals to the logic analyser and oscilloscope using the circuit-connections window. In addition, reset and trigger buttons are also available in the window. The trigger-condition for the logic analyser is configured using software available in the remote-access client. By selecting the trigger, the program calls its interrupt service routine and prompts the logic analyser to commence sampling. From the signals displayed in the logic analyser software, users can identify any real-time anomalies in the system’s functionality from the changing 8-bit bus pattern and toggling trigger line displayed in the logic analyser.

On-chip debugging is provided through Xilinx’s ChipScope Pro [6]. This allows users to sample signals that are on-chip (internal to the FPGA) in real-time. In this debugging mode, a logic analyser (LA) core is placed inside the FPGA. The switching architecture’s configuration data bus enables the transfer of the on-chip data samples from the core to the remote-access client for analysis.

This example experiment illustrates how users can remotely debug systems in real-time. The combination of the architecture and programming model details how users can sample signals in real-time, visualise the information and route it back to their remote desktop. In particular, the remote-access lab demonstrates how commercially available FPGA systems can be programmed, analysed and verified over the Internet.

4 Conclusion

A remote-access architecture and programming model have been presented which address the integration of modern embedded systems experimental equipment and debugging instrumentation for remote access over the web. The laboratory architecture illustrated the method to designing, re-configuring and debugging embedded programmable systems remotely.
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1 Introduction

This work will revisit the computer vision application of labeling connected regions in images, and compare results achievable on current configurable architectures with previous work both by our group [1] [2] as well as one of the first attempts targeting the pioneering Splash-2 custom computing machine [3].

2 Algorithm Basics

The algorithm used in our new implementation is fundamentally similar to that of the previous version [1] [2]. For brevity, we will just highlight the changes here.

The algorithm expects as input a black and white image organized as a two-dimensional bit array. The output is a two-dimensional array of 16b words having the same dimensions as the input array, but now labeling all pixels within the same individual object with a unique integer identifier.

In addition to the image itself, we employ two data structures: The adjacency map represents an is-adjacent-to relation between two object labels. In some cases, data already entered into adjacency map may become invalid when additional adjacency relations are discovered later in the image. To reduce pressure on the memory holding the map, such updates are deferred until the core algorithm itself does not require access to the adjacency map. In the meantime, the adjacency corrections are stored in a separate data structure, called the adjacency list, as pairs of 16b integer labels. When the map data structure does become available again, entries in the list are removed and used to correct the corresponding map entries.

As in [1], the labeling procedure itself consists of three distinct phases: 1.) Pixel labeling and adjacency handling, 2.) transitive flattening, and 3.) adjacency-based object merging.

3 Platform Architectures

The algorithm presented in [1] was intended for execution on the Xilinx XC4010-based SPARXIL co-processor [4]. For a valid comparison with current device technology, we ported it to the ACE-V platform.

The configurable computer ACE-V [5] combines a reconfigurable compute unit (RCU, realized by a Xilinx Virtex 1000 FPGA) with a conventional RISC processor.
The RCU has access to four independent 256Kx36b ZBT SSRAM memory banks and via a bus interface unit (BIU) to 64 MB of DRAM shared with the CPU.

The well-known Splash-2 architecture is described in detail in [6]. For our purposes, it consists of 17 XC4010 FPGAs that are connected both in a fixed manner as a systolic array and additionally in a variable manner using a configurable crossbar interconnect.

![Hardware Architecture Diagram](image)

**Fig. 1.** Hardware architecture

## 4 Hardware Implementation

Our revised hardware is implemented according to the architecture shown in Figure 1. The Work Control Unit WCU controls the global execution of the algorithm. It accepts a start command from the host CPU and then hands control to the local controllers P1CU, P2CU and P3CU for each processing phase. The WCU also supervises the Host Control Unit HCU, which in turn accepts slave-mode data transfers initiated by the CPU from and to local memories (this is suspended during RCU execution). The HCU also accepts parameters from the host such as the image dimensions and whether to renumber labels consecutively. Furthermore, it also makes per-phase profiling data available to the host for benchmarking (see Section 5).

Each of the three processing phases relies on a highly optimized pipeline unit (PP1U, PP2U and PP3U) to actually perform the computations. In Phase 1, the background
task for managing and evaluating the adjacency list is implemented in parallel to the pipeline: The NLU provides the next label to use and enters it in the adjacency map, the SAU stores a adjacency correction in the adjacency list, and the PAU processes list entries for correcting the adjacency map.

Phase 1 and 3 (which actually operate on the image) rely on the dedicated address generators LW13U, LR13U, LR2U and LW2U for storing and retrieving image data. These units also handle special cases such as clipping on the edges of the image. The memory accesses themselves are processed in two bus control units BCU0 and BCU2 that multiplex address and data lines. The associated RAM control units RCU0 (source image, labeled image) and RCU2 (adjacency map and list) handle bidirectional to unidirectional bus conversion, and delay write data according to the ZBT SSRAM access protocol. DDRCU13, the RAM control unit responsible for accesses to the intermediate label array in RAM banks 1 and 3, is a special case: It uses both banks to present an external view of a single bank capable of simultaneously reading and writing to alternating even/odd addresses. This access pattern is always used when scanning over the image in Phase 1 and 3.

5 Evaluation

Table 1 compares the various realizations described for processing a 512x512 image. Note that the current implementation can handle any image size of less than $2^{18}$ total pixels.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Platform</th>
<th>RCU</th>
<th>RAMs</th>
<th>Area[LUTs]</th>
<th>Clock[MHz]</th>
<th>Time[ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>Splash-2</td>
<td>9x XC4010</td>
<td>9</td>
<td>&lt; 7200</td>
<td>10.0</td>
<td>33+</td>
</tr>
<tr>
<td>[1]</td>
<td>Emulated SPARXIL</td>
<td>1x XCV1000</td>
<td>2</td>
<td>2000</td>
<td>33.5</td>
<td>31</td>
</tr>
<tr>
<td>New</td>
<td>ACE-V</td>
<td>1x XCV1000</td>
<td>4</td>
<td>2334</td>
<td>36.0</td>
<td>15</td>
</tr>
</tbody>
</table>

The Splash-2 version [3] is not fully comparable with the other solutions, since it is optimized for real-time processing of a stream of video frames at a fixed 30 fps. To this end, it uses duplicated hardware for Phase 2 and 3 of the algorithm to process two video frames in parallel. Furthermore, this frame rate is not guaranteed as the hardware can begin to drop frames when they become too complicated to process in the allotted time slot.

Figure 2 shows the execution time in relation to the image size processed. This compares current RISC (SUN UltraSPARC+ 900MHz) and CISC CPUs (AMD Athlon XP 1533MHz) to the ACE-V reconfigurable computer running at 36 MHz. The ACE-V easily beats the RISC even when a highly optimizing compiler is being used and is only slower by 1.16 compared to the AMD CISC (which has 42.6x the clock speed). On average, the improved algorithm requires only 2.5 clocks per pixel. This is a considerable improvement over the design in [1], which also had a higher degree of data-dependence and required up to 6 clocks per pixel.
6 Potential Improvements

The performance of the new ACE-V based implementation could be improved even further: The factor limiting the clock speed is currently the speed of the HCU and its connection to the external BIU. After the redesign presented here, the internal computation pipelines PP1U, PP2U and PP3U have much shorter critical paths than in [1], allowing a potential double-clocking of these parts in the 50-60 MHz range even on the slow speed grade -4 Virtex device currently used.
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Abstract. The fuzzy approach in image processing is taking each day greater importance. It is greatly due to the fact that every new application of artificial vision is closer to human vision. This means that tightly knot algorithms are not always a good solution and a more “imprecise” and fuzzy approach is desirable. This paper describes a modified Fuzzy C-Means algorithm intended to be implemented in hardware. The original algorithm was modified to match the desired level of parallelism, speed and to simplify the hardware implementations.

1 Introduction

The Fuzzy C-Mean (FCM) algorithm is used in a great variety of image processing designs. It is used from satellite image analysis to OCR systems. Since the fuzzy C-Mean algorithm is very time consuming, special attention to performance must be taken in most applications. This is the reason why, since its introduction, several particular implementations have been developed to boost its efficiency [1][2][3][4].

In this paper, a real time C-Mean algorithm is described. The boost of performance of this circuit is far beyond other implementations but, to achieve it, several particularities have been added. One of them is the definition of real-time. The circuit that is proposed in this paper is capable of clustering grey scale video stream with a resolution up to 256x256 pixels per image and 50 images per second (both fields).

2 Fuzzy C-Mean

A clustering approach that involves minimization of some objective function, or error criterion, belongs to a family of objective function clustering algorithms [5]. A common goal of these algorithms is to find an “optimal” partitioning of feature space given a collection of data samples. The algorithms that, in addition to minimizing an error function, estimate the prototypes of resulting
classes within a partition, are often referred to as C-Means clustering algorithms, where the integer \( c \) stands for the number of classes. If the classes, for which the prototypes are estimated, are allowed to be fuzzy, the Fuzzy C-Means (FCM) clustering algorithm may be used [6].

The fuzzy C-Means algorithm minimizes the least-squares functional that is given by a generalized within-groups sum of square errors function:

\[
J_m(U, z) = \sum_{k=1}^{n} \sum_{i=1}^{c} u_{i,k}^m \cdot d_{i,k}^2,
\]

where \( U \in M_{fcn} \) is a fuzzy c-partition of \( X \); \( z = (z_1, z_2, ..., z_c) \in R^{cp} \), with \( z_i \in R_p \) as the cluster center or prototype of the \( i^{th} \) class; \( d_{i,k}^2 = ||x_k - z_i|| \), with \(|\cdot|\) being any inner product induced norm on \( R^{p} \); and weighting or fuzzy exponent \( m \in (1, \infty) \). Clearly, \( J_m : M_{fcn} \times R^{cp} \rightarrow R^+ \). The optimum is reached when the fuzzy partition matrix \( U^* \) and a collection of prototypes \( z^* \) are found such that \( J_m \) is minimized. That is, when the weighted within-groups sum of distances between the samples and the prototypes is the smallest possible.

The solutions of minimization are least-squared error stationary points of \( J_m \). The necessary conditions for minimization of \( J_m \) are derived in [5]. The necessary conditions for minimization of \( J_m \) can be written as:

\[
u_{i,k} = \left( \sum_{j=1}^{c} \frac{d_{i,k}/d_{j,k}}{m-1} \right)^{-1} \quad \forall i, k,
\]

\[
Z_i = \frac{\sum_{k=1}^{n} u_{i,k}^m \cdot x_k}{\sum_{k=1}^{n} u_{i,k}^m}
\]

The convergence theory of the FCM algorithm was initially studied in [5][7] and later improved in [8][9].

3 Modified Fuzzy C-Means

The FCM has several problems to be implemented in hardware. One of the first problems is the number of clusters. This number cannot be left as a variable since the amount of memory and circuits depend heavily on it. In fact, the division into two clusters needs the smallest amount of memory.

Moreover, the fuzziness factor \( m \) appears as exponent in several points of the algorithm: in equation (2) as the denominator of an exponent and in equation (3) as the exponent itself. The implementations of fractional exponents is such a difficult task that from equation (2) we obtain an “optimum” \( m \) of 2. This election makes equation (2) easier to calculate since obtaining the square of a number is a feasible matter.

A second problem is the initialization of the \( U \in M_{fcn} \) matrix. This is normally done by using a random number generator (this is the method used by the Matlab algorithm). Such a circuit would increase the size of the resulting circuit.
and would only we used once every running time. This problem was solved using the input image as the initialized $U$ matrix.

The third problem lays in the loop section. A close analysis shows that it is necessary to iterate through all the input data and the $U$ matrix, in order to obtain the fuzzy centers. In addition, the new $U$ matrix is calculated from the old $U$ matrix, the data and the fuzzy centers. This means that, for each picture, two iterations through the input data are needed or, in other words, the input data should be stored and read twice in the period of time between images. This is practically impossible in a real time application. To solve this problem, the old centers can be used to obtain the new $U$ matrix. This means that the new $U$ matrix and centers can be obtained in the same iteration without needing to store the input image. Another implication of this particularity is that only the value of a single pixel is needed to obtain the corresponding element in the $U$ matrix. Thus, the clustering can be performed as the image arrives, not being necessary to store the whole image to start the processing. This allows us to use a different frame in each iteration instead of storing in memory each image and iterate through it.

As it can be seen, the algorithm performs the same operations over to different data at the same time, one over $U_{i,1}$ and one over $U_{i,2}$. To efficiently use the silicon area, both operations have been performed with the same hardware. To do so, those pipelined parts are clocked at double rate and the special registers (such as the ones in accumulators) have been doubled as well. The ends of these pipes are two registers, one for each different input data.

4 Results

In this section, the results of the proposed algorithm can be seen. The algorithm has been implemented in Matlab, both using floats and integers (any rounding done towards zero). These two algorithms have been tested against the Matlab FCM algorithm with the root mean square as evaluation function.

The Video 1 is a low motion picture of moving robots. Video 2 is a video from a crowded corridor with people entering and leaving the scene. The Video 3 is a medium motion picture with fish swimming in a fish tank.

In table 1 can easily be seen that the lowest motion the better, as it would be expected from an algorithm that instead of iterating over the same data, it uses the new data. Another interesting effect is the initial transitory.

5 Conclusions

This paper presents a modified Fuzzy C-Means algorithm primary intened for real time video applications. This algorithm reduces the needs of memory space and of information movements leading to a highly paralelizable code. This code modifies several important points of the original FCM such as the way of obtaining the $U$ matrix. The algorithm does not iterate over the same data set
Table 1. Root mean square error

<table>
<thead>
<tr>
<th>Frame</th>
<th>Video 1</th>
<th>Video 2</th>
<th>Video 3</th>
<th>Video 1</th>
<th>Video 2</th>
<th>Video 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.3397</td>
<td>208.4966</td>
<td>20.6442</td>
<td>76.1842</td>
<td>209.3727</td>
<td>20.1699</td>
</tr>
<tr>
<td>2</td>
<td>36.4761</td>
<td>11.5990</td>
<td>7.0792</td>
<td>31.6272</td>
<td>14.1593</td>
<td>5.7707</td>
</tr>
<tr>
<td>3</td>
<td>9.2124</td>
<td>2.9654</td>
<td>1.5493</td>
<td>6.1617</td>
<td>6.3049</td>
<td>1.4090</td>
</tr>
<tr>
<td>4</td>
<td>1.6521</td>
<td>0.9975</td>
<td>1.4782</td>
<td>1.2300</td>
<td>4.6446</td>
<td>2.3872</td>
</tr>
<tr>
<td>5</td>
<td>0.3508</td>
<td>1.1299</td>
<td>1.7246</td>
<td>1.2843</td>
<td>4.5752</td>
<td>2.3628</td>
</tr>
<tr>
<td>6</td>
<td>0.2063</td>
<td>2.301</td>
<td>2.2093</td>
<td>1.2872</td>
<td>4.0168</td>
<td>3.3583</td>
</tr>
<tr>
<td>7</td>
<td>0.0235</td>
<td>9.1179</td>
<td>2.1011</td>
<td>1.2875</td>
<td>6.0489</td>
<td>2.9013</td>
</tr>
</tbody>
</table>

but uses a new image for each iteration. This code has been implemented in hardware by means of a programable device.
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Abstract. This paper describes a Reconfigurable Hybrid Architecture for the
developing, distribution and execution of web applications with high
computational requirements. The Architecture is a layered model based on a
hybrid device (standard microprocessor and FPGA), for which has been
designed and implemented a component as a web browser plug-in. Web
applications are divided into two parts: an standard part and a reconfigurable
part. The plug-in links the software and hardware applications, implementing
an API for the management and access to the FPGA. A real implementation of
the proposed architecture has been developed using Handel-C, the RC1000-PP
platform, a compatible Intel CPU, and a Visual C++ ActiveX control plug-in.

1 Introduction

Internet has become a great platform for the developing, distributing and exploiting of
software applications. Many companies are porting its corporative applications using
web architectures and technologies that can be executed on network computers. Many
works have demonstrated the viability of developing standalone [2] terminals based
on reconfigurable hardware such as Field Programmable Gate Arrays (FGGAs) for
the design of reconfigurable Internet platforms [4] with fully networking and multi-
media capabilities [3].

Most of desktop and corporate software applications can be distributed and run using
web technologies, so the Web Browser may become as the Universal Client of
personal and network computers. However, because of limitation in performance of
scripting languages and Java virtual machines, applications that require complex
computations are actually outside of the web applications scope.

According to these considerations, it seems reasonable the use of a Reconfigurable
Hybrid Architecture [1] that will allow a client web browser to request on demand the
FPGA as an specific purpose co-processor. In this work we identify the different
elements of the proposed reconfigurable hybrid architecture, develop a software com-
ponent that implements an application programming interface (API) and prototype
the hybrid architecture using a standard PC and a FPGA platform.
2 Reconfigurable Hybrid Architecture for Web Applications

The proposed architecture is a layered approach Fig. 1. Hybrid web applications are on the top layer. Next layer corresponds to the Reconfigurable Hardware Manager (RHM), which provides to client applications an API for easy access to hardware acceleration. The operating system (OS) is the next layer, it hosts the device drivers for the communication between the RHM and the FPGA. Finally, a standard CPU and a FPGA compose the hybrid processor layer.

Web applications designed for this architecture are divided into two parts: a soft part with the program code and a hard part with the co-processors descriptions. The program code are the web pages that support the application and user interface, HTML, JavaScript, VBScript or Java may be used. The hardware resources are the FPGA configuration files that describe specific co-processors required by the hybrid web application, Hardware Description Language (HDL) can be used.

In the described architecture the key component is the RHM plug-in, which provides an API that allows the easy development of accelerated web applications. The main functions of the RHM are: to control the correct download of the hardware resources files required by the hybrid web application and to manage the FPGA.

The RHM component can be downloaded as a software plug-in from a web server, different technologies may be used for this plug-in implementation, at this time Microsoft ActiveX, Netscape LiveConnect and Sun Java Applets are the most widely used. ActiveX and LiveConnect are platform and browser dependent, while Java Applets are limited by the efficiency of the Java Virtual Machine (JVM).

3 Architecture Implementation

An Intelx86 compatible processor is used for the fixed part, and the Celoxica RC1000PP with a Xilinx Virtex for the reconfigurable part. Windows 2000 is the hosting OS. Finally, we use a Microsoft ActiveX control to implement the RHM plug-in functions, and Microsoft Internet Explorer to host the hybrid application.

The Celoxica RC1000 board is a complete platform for the development of reconfigurable computing systems with full support in Handel-C [8]. The RC1000 platform has been used with success in previous works for developing reconfigurable data processing applications [6].

**Fig. 1.** Components and technologies of the Reconfigurable Hybrid Architecture prototype
Based on the IE components architecture and ActiveX technology [7], the RC1000AX control has been designed and programmed. The RC1000AX control implements all the functions required by the RHM plug-in. The control has been built using Microsoft Visual C++ 6.0, and the Microsoft Foundation Classes (MFC).

The RC1000AX control can be embedded as an OBJECT tag into the HTML pages that implements the hybrid web applications. Any other application that acts as a control container can host the RC1000AX control. For example, Microsoft Access or Excel may use the RC1000AX control for accelerating computational operations related with large databases or complex data sheets. The RC1000AX control can be used into an ASP (Active Server Pages) page running on a Windows Internet Information Serve, this would allow hardware accelerating of complex server processes.

4 Application Design

In this section we describe the three phases involved in the development, distribution and execution of hybrid web applications.

Development: The design and implementation of FPGA configuration files is performed using Handel-C and DK1. The RC1000AX is a MFC ActiveX control.

![Diagram](image)

**Fig. 5.** Tools, languages, protocols and files required in a standard reconfigurable co-processing applications (left) and in a hybrid web application (right)

File Packing: The RC1000AX control and the FPGA description file are prepared for transport over the Internet/Intranet. The control is distributed inside cabinet file, containing all the information necessary to install, and register the control. The binary
FPGA configuration file and additional information is distributed inside a compressed proprietary format with .phf (Programmable Hardware File) extension.

**Distribution and Execution:** The client web browser is the target application for the web pages that support the skeleton and user interface of the hybrid web application. Internet Explorer also acts as container for the RC1000AX control, which is the target application of the new proprietary Programmable Hardware File format. A new MIME Media Type has been defined for indicating to web servers and client web browser how to deal with the files with .phf extension. The new MIME type and sub-type are: **application/x-rhmplugin**, and the associated file extension is **phf**.

## 5 Conclusions and Acknowledgements

In this work we have described the design and implementation a Hybrid Reconfigurable Architecture that allows transparent acceleration of web applications. We have used standard Internet and Web technologies for the programming and distribution of the hybrid architecture components. Web application developers can easily make use of hardware acceleration including the RHM plug-in into HTML pages. The future work includes the design and programming of the Java version of the RHM plug-in, a Java Applets will allow cross-platform and cross-browser hardware acceleration. Also we are working in the distributed version of the control using DCOM (Distributed Component Object Model) that will allow to web clients the use under demand of the reconfigurable device located in a DCOM server, reducing the cost of dedicated reconfigurable hardware.

This work has been partially supported by the TRACER project (TIC-2002-04498-C05-01) of the Spanish Technology and Science Ministry.
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Abstract. The paper presents the FPGA implementation of a noise canceler with an adaptive RLS-Lattice filter in the Xilinx devices. Since this algorithm requires floating-point computations, Logarithmic Numbering System (LNS) has been used. The pipelined lattice filter macro and input/output conversion routines has been designed. The implementation results are compared with an implementation on 32-bit IEEE floating point signal processor.

1 Introduction

The adaptive filtering has been in focus of DSP research since many years. With the growing computation capacity of modern digital devices, also the requirements on the properties of adaptive algorithms increase, namely on their convergence speed. Algorithms with suitable convergence typically use floating point arithmetic and often do not exist in fixed point version. One of such as algorithm was used in our implementation - an adaptive lattice filter.

The architecture of contemporary digital signal processors is highly optimized for vector operations. However not all DSP algorithms can make efficient use of this operation. In that case the performance of digital signal processors degrades and the flexibility of FPGAs can provide a promising alternative.

Our team has recently investigated the use of an innovative approach to floating-point arithmetic, so called logarithmic number system (LNS) arithmetic [5, 6]. The proposed solution can provide a very fast floating-point-like multiplications, divisions and square-roots. Additions and subtractions are rather more complicated, but it was shown [3, 5] that it could be very efficient for complicated algorithms with a long critical path.

We have implemented an adaptive noise canceller. At present, a standard LMS filter or one of its variants is often employed at present. In our implementation the lattice filter [1, 2] was selected for the following reasons:

* This work has been partially supported by the Ministry of Education of the Czech Republic under Project LN00B096 and from EU Project RECONF2 (IST-2001-34016).
very good numerical stability,
- faster convergence than LMS algorithm,
- better theoretical analysis in comparison with some modifications of standard LMS.

On the other hand, the adaptive lattice algorithm is an example of a modern DSP algorithm with high computational requirements and long critical path where the vector processing can not be used effectively. Moreover it requires all basic arithmetic operations – including two divisions on the critical path which degrade the implementation performance (in floating point as well as in fixed point versions). Fortunately, the LNS arithmetic is very suitable for such tasks. The echo canceller implementation will be presented in this paper. The following section presents on overview of LNS arithmetic and its implementation for FPGA. Next, the hardware implementation of a real-time adaptive noise canceller is represented and implementation results are compared with our implementation on digital signal processor TI TMS320C6711. Finally, the last section will conclude the work.

2 LNS Arithmetic

The design employs the LNS arithmetic as an alternative approach to floating-point. A real number is represented in LNS as the fixed-point value of base two logarithm of its absolute value with a special arrangement to indicate zero and NaN. An additional bit indicates the sign.

Multiplication, division and square-root are implemented as simple as fixed-point addition, subtraction and right shift, but, unfortunately, addition and subtraction require more complicated evaluation. The algorithm of add/sub interpolation has been described in [3, 5, 6].

The resulting 19-bit LNS arithmetic library targetted in Xilinx Virtex devices is presented in Table 1. The mul, div and sqrt macros are very small and compact. They finish in two clock cycles, but they are not pipelined due to usage comfort. The add/sub macro is implemented as a dual-issue pipelined 10 stage macro where two add/sub units share the look-up tables.

3 Lattice Adaptive Noise Canceller

A lattice structure of the algorithm is shown on a signal-flow graph on Figure 1. The higher filter order, the more lattice bars (order stages) required. Full description of the update mechanism is beyond the scope of this paper and for a

<table>
<thead>
<tr>
<th>LNS Operation</th>
<th>Latency [Clock cycles]</th>
<th>Number of units in one macro</th>
<th>Pipelined</th>
<th>Macro size [Slices]</th>
<th>BRAMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>add/sub</td>
<td>10</td>
<td>2</td>
<td>Yes</td>
<td>720</td>
<td>6</td>
</tr>
<tr>
<td>mul,div,sqrt</td>
<td>2</td>
<td>1</td>
<td>No</td>
<td>$\approx$ 160</td>
<td>0</td>
</tr>
</tbody>
</table>
reader can find its description on any DSP textbook. The signal-flow graph is shown in Figure 1. The update of the amplifier gain, which is computationally expensive, lies on the critical path of the algorithm. The complete critical path includes one division, four multiplications and two additions. As presented above, the add/sub unit is the most resource consuming part of the LNS arithmetic, therefore it is required to optimize its utilization. We have used pipelining as is shown on the Figure 2. There are four pipeline stages running in parallel. Each stage updates \( n^{th} \) order lattice filter sequentially (see Figure 1). Stages 1 and 3 and stages 2 adn 4 share one add/sub unit. To avoid conflicts, the stage 3(4) is started 4 clock cycles later than stage 1(2). The mul and div units are relatively small macros they are not shared between the stages.

The algorithm arrangement provides the lattice filter of order 4n with a latency equal to four input data periods. In other words, four data samples have to be acquired before the first output value will appear.

The noise canceller implementation is composed of the pipelined lattice filter in arrangement shown in the Figure 2 and of the data conversion modules. The conversion modules share the dual add/sub unit with the lattice filter to achieve its higher utilization.

Performance comparison of FPGA echo canceller implementations and our implementation on TI TMS320C6711 (IEEE 32-bit floating point device) of 100\(^{th}\) order are shown in Table 2. The noise canceller algorithm is optimized for each platform in a different way, therefore the maximal input data throughput was used as a comparison measure.

---

**Fig. 1.** Lattice computation data flow

---

**Fig. 2.** Structure of the lattice filter implementation
Table 2. Implementation results of 100th order lattice

<table>
<thead>
<tr>
<th>Arithmetic</th>
<th>Device</th>
<th>Clock Frequency [MHz]</th>
<th>Sampling clock [kHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LNS 19 bit</td>
<td>XC2V6000-6</td>
<td>83</td>
<td>48</td>
</tr>
<tr>
<td>LNS 19 bit</td>
<td>XCV1000-6</td>
<td>46</td>
<td>27</td>
</tr>
<tr>
<td>LNS 19 bit</td>
<td>XCV800-4</td>
<td>36</td>
<td>21</td>
</tr>
<tr>
<td>FP 20 bit</td>
<td>XC2V6000-6</td>
<td>140</td>
<td>32</td>
</tr>
<tr>
<td>FP 32 bit</td>
<td>TI C6711</td>
<td>225</td>
<td>1</td>
</tr>
</tbody>
</table>

It can be seen that the LNS arithmetic use lower clock frequency for the same sampling frequency of the input signal than floating point FPGA implementation and thus it consumes less power. Finally, the architecture of the TI TMS320C6711 device is not able to handle complicated data dependencies and parallel data access and therefore it can not be compared with FPGAs.

4 Conclusions

The lattice noise cancellation application has shown that FPGA can be a suitable platform for complicated DSP algorithms. The presented noise canceller is running at the XSV800 prototyping board in real-time with 16 kHz data frequency for the filter order 160. Thanks to the small overall latency of LNS arithmetic it propose better solution for the algorithms with difficult data dependencies than floating point solution. In future, we would like to optimize the design for the Virtex-II device family and compare the results with modern FP arithmetic for FPGA.
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Abstract. New non-HDL programming models for signal processing in FPGAs have focused primarily on building high-performance data paths. Along with the ability to construct sophisticated custom signal processors comes increased requirements for creating complex control circuitry. Recent enhancements to System Generator for DSP begin to address this need by providing mechanisms that include co-simulation interfaces to extend Simulink with HDL semantics, automatic compilation from Matlab m-code into Simulink and VHDL, and embedded microcontrollers. In this paper, we describe how such mechanisms can be used in a QAM receiver designed for a CCSDS standard.

1 Introduction

Field-programmable gate arrays (FPGAs) are widely used in modern digital communication systems in part because of their ability to implement highly parallel custom signal processors. FPGAs are commonly employed for up/down conversion, forward error correction (FEC), adaptive equalization and synchronization, spectral analysis and digital filtering [4].

Recent design tool efforts have focused on providing new programming models and design methodologies for DSP in FPGAs, moving away from the traditional FPGA design flows that begin with hardware description languages (HDLs) and mirror approaches to ASIC design. System Generator for DSP [5] provides a programming model based on Simulink® [6] that allows the signal processing engineer to efficiently target an FPGA without requiring HDL expertise. For example, Dick and Harris have used System Generator to construct a 50 Megabit/s QAM demodulator that includes digital mixing, adaptive equalization, and carrier recovery [1]. We have extended this system to include concatenated FEC and packet framing according to the CCSDS standard for telemetry channels [2]. In addition, we augmented the system with logic that performs carrier quadrant correction and symbol demapping. These extensions require real-time control (e.g. for flow control between the Viterbi and Reed-Solomon decoders) and asynchronous control suitable for a microcontroller (quadrant correction in the QAM demapper).

In this paper, we describe one aspect of the receiver’s control circuitry, the symbol demapper used for quadrant correction, implemented using the System Generator m-code block. This block compiles Matlab code into Simulink for simulation and VHDL during code generation. This bridging of an imperative model of computation (i.e. Matlab semantics) with discrete-time simulation (i.e. Simulink), and discrete-event RTL (which models hardware behavior), is representative of System Generator (which in fact preserves bit and cycle-accuracy) and other heterogeneous computing frameworks [3].


2 Symbol Demapping and Quadrant Adjustments

The QAM demodulator computes the phase error between the received quadrature carrier signals and the locally generated carriers, and adjusts the phase of the local carrier to drive the average error to zero. Although this approach suffices when the phase error is between \( \pm 90^\circ \), it fails when the error falls outside this range. To correct for this, the receiver provides additional logic to rotate the QAM hard-decisions by \( 90^\circ, 180^\circ \) and \( 270^\circ \) under the control of a quadrant select signal generated by an embedded microcontroller, also modelled in System Generator and implemented in the FPGA. Figure 1 shows how the demapped symbols are rotated between quadrants in the receiver.

The symbol demapping and rotation logic is shown in Figure 2. A multiplexer selects between phase-shifted hard-decision symbols for the I and Q channels. The multiplexer outputs are converted into 3-bit words that drive the address lines of two ROM blocks that translate hard-decisions into 2-bit output words.

An alternative approach creates a simpler and easier to understand design. The System Generator m-code block supports a hardware-centric subset of the Matlab language, including conditional expressions and branching statements, variable assignment, and fixed-point arithmetic. The user provides a Matlab function that the block interprets during Simulink simulation. During code generation, System Generator provides a faithful VHDL translation of the Matlab m-code. Figure 3 shows the Matlab function for symbol demapping and rotation logic.

The m-code block allows us to handle the problem addressed by the circuit shown in Figure 2 using simple, easy to understand Matlab assignments, switch, and if statements. The m-code block automatically sets its port labels to match the names of the function’s input and output parameters (Figure 3).
Note that the function inputs `qntzdI` and `qntzdQ` are quantized representations of the hard-decisions computed by the demodulator’s slicer. By translating hard-decision symbols from the values 1, 1/3, −1, and −1/3 to 1, 1/2, −1 and −1/2, respectively the circuit requires fewer bits for the comparisons.

Although the two simulation models of the demapping circuit are functionally equivalent, their hardware implementations differ. System Generator was used to translate the two circuits into hardware. The hardware was synthesized using XST and run through the Xilinx ISE 5.2i tools to produce the resource costs shown in Table 1. The table shows that the m-code solution is slightly less expensive than the traditional block approach. The difference in size is a consequence of synthesis tool trimming of unused logic from the m-code HDL. The block-based approach uses EDIF-based ROM cores whose logic cannot be further optimized.
Table 1. Virtex-II™ resource costs for the block-based and m-code solutions to the symbol demapping and rotation problem.

<table>
<thead>
<tr>
<th>Design Approach</th>
<th>Slices</th>
<th>LUTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional Blocks</td>
<td>22</td>
<td>12</td>
</tr>
<tr>
<td>M-Code Block</td>
<td>17</td>
<td>12</td>
</tr>
</tbody>
</table>

3 Conclusions

As modern FPGA-based communication systems become increasingly complex, the control logic required to manage these systems is becoming equally sophisticated. These requirements have impacted FPGA DSP design tools by encouraging design environments in which control can be specified with as much flexibility and abstraction as the data paths. While providing this convenience, the design tool must also ensure an efficient implementation in hardware. We have demonstrated an example where a portion of the control logic in a System Generator QAM receiver design was specified using the Matlab m-code programming language.
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Abstract. In this work an FPGA-based architecture for optical flow computation in real-time is presented. The architecture is based on an algorithm providing a dense and accurate optical flow at an affordable computational cost. The architecture is composed of an array of processors interconnected under a systolic approach. The array of processors is mainly focused in performing matrix operations to speed up the computations of optical flow. The architecture is being prototyped on an FPGA device. Results are presented and discussed.

1 Introduction

Motion is one of the most important characteristics of an image sequence since it contains the dynamics of a scene through the relationship between spatial characteristics of an image and the temporal changes in a scene [1]. In spite of the research on motion, there are two major limitations to applying motion computation to vision systems in real tasks: robustness in the real world, and the computational resources required for real-time operation [2]. Many current motion detection algorithms and systems require highly specialized hardware or up to several minutes of computing time to process medium resolution images. As a consequence, there exists an inability to obtain reliable motion estimation under real-world conditions, and applications for optical flow algorithms remain scarce [3].

However, the motion estimation problem can be transformed into regular computations to apply parallel processing in a hardware architecture. A systolic FPGA-hardware architecture is proposed for optical flow computation in real-time. The use of FPGA technology allows the design and implementation of parallel and pipelined structures, since FPGA devices are fast enough and provide high internal storage and density for digital logic design.

The structure of the paper is as follows. In section two we describe the problem of motion estimation in general terms and the algorithm used to compute optical flow. In section three the hardware architecture for optical flow computation is presented and discussed in some detail. Implementation results and evaluation of the architecture are presented in section four. Finally, in section five the conclusions and future work are presented.
2 Optical Flow Algorithm

Several computational methods have been developed for optical flow computation. A comprehensive survey can be found in [4][5]. The algorithm used in this research was recently developed by Srinivasan [6], and it was selected since it provides a good accuracy-complexity tradeoff at an affordable computational cost. In Srinivasan’s algorithm, the optical flow is modeled as a weighted sum of overlapped basis functions. In this approach the motion field is force-fitted to the model and derives the smoothness properties from those of the model basis functions. Equation 1(a) expresses the gradient constraint, which forms the basis of gradient-based methods, and equation 1(b) shows the restrictions imposed to 1(a) in the algorithm.

\[
\frac{\partial \psi}{\partial t} + u \frac{\partial \psi}{\partial x} + v \frac{\partial \psi}{\partial y} = 0 \quad \text{(a)}
\]

\[
u = u, \quad v = v, \quad \psi = \sum_{k=0}^{K-1} u_k \phi_k, \quad \psi = \sum_{k=0}^{K-1} v_k \phi_k \quad \text{(b)}
\]

where \(u, v\) are the velocity vectors, \(\psi\) is the image intensity, and \(\phi\) is a family of basis functions.

The basis functions \(\phi\) are typically cosine functions. Combining the expressions in equation 1, the problem can be reformulated as a set of linear equations:

\[
\begin{align*}
\int \phi_k \frac{\partial \psi}{\partial x} \, dx + \sum_k u_k \left( \int \phi_k \frac{\partial \psi}{\partial x} \, dx \right)^2 + \sum_k v_k \left( \int \phi_k \frac{\partial \psi}{\partial y} \, dy \right)^2 &= 0 \\
\int \phi_k \frac{\partial \psi}{\partial y} \, dy + \sum_k u_k \left( \int \phi_k \phi_l \frac{\partial \psi}{\partial x} \, dx \right)^2 + \sum_k v_k \left( \int \phi_k \phi_l \frac{\partial \psi}{\partial y} \, dy \right)^2 &= 0
\end{align*}
\]  

(2)

Each pair of equations characterizes the solution around the image area covered by the basis functions. The unknowns are the weights of the basis functions, \(u, v, \phi\). To obtain the optical flow vectors it is required to solve equation 2. The iterative method of Preconditioned Biconjugate Gradients (PBG) is employed [7] to solve linear systems of the form \(Ax = b\). The matrix size to be inverted is dependent on the image size and the spacing between the basis functions so, there is an accuracy-performance tradeoff. The method involves the computation of matrix operations, such as matrix addition and matrix multiplication in the matrix inversion process.

3 Architecture

A block diagram with a general overview of the proposed architecture for optical flow computation, based on a systolic approach [8], is shown in the figure 1. The main modules of the architecture and a brief description are given in the following.

The address generator module provides the addressing sequence for storing pixels in the input memory and reading them when required by the data dispatch module. The external memory organization is based on a Harvard-like scheme. The data dispatch module distributes data to the systolic processors for parallel processing, exploiting the data-level parallelism found in image and matrix operators. The management unit provides the control signals to synchronize the module operation and data exchange among modules inside the architecture. The sequence generator...
controls the iteration number in the matrix inversion process, to reduce the loop overhead. The *data collector* extracts the computed optical flow vectors from each processor and sends them to the output memory. The *derivatives computation* module computes the temporal and spatial derivatives of the images. The module is composed of a set of registers and adders/subtractors. The derivatives are required to setup the equation system for the matrix inversion.

**Fig. 1.** A block diagram of the hardware architecture for optical flow computation

The *systolic processor* computes the matrix inversion. The systolic processors are arranged in a 2D mesh with local interconnections. Under this approach, matrix multiplication complexity is reduced to a linear order. A closer view of the module is shown in figure 2(a). A set of 8×8 processing elements is employed. The array receives data from previous computed derivatives and the basis functions. A control word from the sequence generator controls the number of iterations. Once the iterative process has converged to a solution, the array transmits the results to the data collector to send them to the output memory bank.

**Fig. 2.** (a) Systolic processing module and (b) Block diagram of the processing element

The Processing Element (PE) shown in figure 2(b) is based on a specialized Arithmetic Logic Unit (ALU). The PE contains two register banks with four 32-bit registers for temporal storage and pipeline stages. A multiplexer selects data to transmit partial results to neighbor processors. The numerical representation of data is single precision floating point. The PEs perform operations to setup the equation system for optical flow computation, combining information of spatial and temporal derivatives and the basis functions according to equation 2. Then, the PEs establish the equation system (equation 2), perform the matrix inversion and finally calculate the optical flow vectors (equation 1(b)).
4 Implementation and Results

A Handel-C model has been developed and the functional validation of the system has been done. The PE model has been synthesized for a VirtexE2000-6 device. A summary of hardware resources and timing reported for a single PE is shown in table 1. The implementation of an array of 8×8 PEs requires over 50,000 slices, which exceeds the current FPGA capacity. The rest of the architecture requires about 2,000 slices. With the reported frequency, it is possible to process about 22 images per second. The architecture throughput is close to ten giga-operations per second.

<table>
<thead>
<tr>
<th>Table 1. Hardware resources utilization and timing for the PE on a VirtexE2000-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slices</td>
</tr>
<tr>
<td>FPGA percentage</td>
</tr>
<tr>
<td>Maximum Frequency</td>
</tr>
</tbody>
</table>

5 Conclusions and Further Work

The proposed architecture is able to compute near real-time the optical flow but it is expected to improve its performance. The design takes advantage of parallel structures and arithmetic logic in the FPGA. The architecture is based on a systolic array of processors interconnected by a 2D mesh and it is modular and scalable. The architecture constitutes a platform for developing motion applications in computer vision, especially for compact and mobile robotic applications. Further goals of this research will be focused on the use of the architecture in applications such as image stabilization, mosaicking, and 3D information recovering.
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Abstract. Virtual instruments intended for electronic circuits verification arose from the combination of computers supporting advanced graphical interfaces with data acquisition systems providing input/output capabilities. In order to increase the versatility and the operation rate of virtual instruments, we have designed several data acquisition/generation modules based on reconfigurable hardware. By this way, not only the software modules but also the hardware functions are dynamically changed according to the requirements of each specific instrument. The main basis of the software and hardware levels of reconfigurable virtual instruments are described in this paper. This methodology summarize our experience in the design of virtual instrumentation platforms oriented to different measurement applications. Finally, a new data acquisition/generation coprocessor based on FPGAs and optimized for the implementation of portable instruments is described.

1 Introduction

Most of the current virtual instruments are based on a general-purpose data acquisition board, so the data processing and analysis are software implemented. In this way, a wide range of instruments can be programmed using the same hardware resources and the function of the instrument is not completely defined by the manufacturer [1]. Nevertheless, these virtual instruments cannot operate at the same frequency as traditional ones whose hardware is specially oriented to their specific functionality.

Several years ago, we have proposed a technique for electronic instruments design based on a reconfigurable data acquisition hardware [2], [3]. By this way, not only the virtual instrument software modules but also the hardware functions are dynamically changed according to the requirements of each application. The reconfigurable hardware increases versatility of the virtual instruments as well as their bandwith.
2 Hardware Level Design

2.1 FPGA Selection

An FPGA intended for virtual instrumentation applications must support the following features:

Standard configuration port. The FPGA must be reconfigured in real time from the computer.

Embedded memory blocks. Memory units in the hardware level make the data acquisition/generation frequency independent from the delays associated with the software levels and the computer interface.

Bidirectional input/output blocks.

Low-skew paths. Fast-capture latches and low skew paths available in some FPGAs contribute to reduce the different delays associated with the capture and propagation of related signals.

Integrated PLLs/DLLs (“Phase Locked Loops”/“Digital Locked Loops”).

2.2 Computer Interface

Standard interfaces commonly used in instrumentation systems were analyzed:

Parallel Port. This protocol is very simple and can be implemented directly in any FPGA using a minimum number of logic blocks.

GPIB. This interface is commonly used in measurement instruments. Its implementation and low speed requirements are similar to the parallel port and both are used for the implementation of low speed measurement instruments.

USB serial bus. This is a more recent standard which allows hot connection, plug&play, and high transfer rates using version 2.0. This is the best approach to portable instruments with medium performance. Nevertheless, the implementation of the USB bus in the FPGA has a great cost in logic resources.

PCI bus. The PCI interface has been chosen as the best way to achieve a high-speed link between the acquisition/generation hardware and the computer. Nevertheless its implementation have also a great cost in logic blocks and requires a high speed programmable device.

2.3 Analog Inputs/Outputs

An advantage of using FPGAs to implement the logic control of an analog data input/output system is the availability of a great number of registered I/O pins. In contrast with microcontrollers or DSP based data acquisition systems, characterized by a reduced number of I/O ports, FPGAs allows the simultaneous sample of many analog inputs channels avoiding the use of additional devices like sample&hold circuits, analog or digital multiplexors and the logic control associated with them.
2.4 Hardware/Software Codesign

The following decisions must be taken previously to any implementation:

**Hardware/Software functions.** At least, the reconfigurable hardware must provide data acquisition/generation services to the software. By the same way, the software application must implement the human interface or control panel of each instrument. The analysis of the basic architecture and functions of the measurement instruments permits to define which parameters must be programmable and which configurable. For example, the reconfiguration must be used when a new instrument is created by the application software or when the main parameters of the current instruments must be modified. By the contrary, the trigger detection logic and timing functions must be programmable because they are prone to be changed during the operation of any instrument.

**Hardware/Software synchronization.** The tasks previously assigned to the hardware and software levels must carry out in parallel at the maximum possible frequency. Specially, the delays generated in the software levels must not be propagated to the acquisition/generation hardware.

3 Software Level Design

A main process is created when the instrumentation application program starts. This process is called Virtual Instrumentation Manager (VI Manager) and waits for the events generated by the user. These events define the active instruments of the system and their parameters.

When an instrument becomes active, the VI Manager generates a new process (instrument 1). Each instrument process is split into two threads, one manages the user interface and the other controls the data acquisition/generation process. By this way, the delays associated with the user interface (for example due to the graphical representation of data) never stop or delay the acquisition/generation process. When a new instrument becomes active, a new process is created (instrument #). This process/thread based approach guaranties the minimum latency in the active acquisition/generation tasks.

Services provided by the VI Manager are used by the threads in order to communicate with the reconfigurable hardware. The VI Manager encapsulate the particularities of the hardware so the physical system can be reconfigured without software changes at user level. When an application thread from one instrument requests a service, it blocks itself until a callback from hardware is generated. By this way, an optimal resources sharing among active instruments is achieved.

A message from a thread controlling the acquisition/generation process to the thread managing the user interface is generated when new data must be displayed or when some event must be notified to the user.

When a data acquisition/generation is finished, the associated thread or process is killed.
4 A Reconfigurable Data Acquisition/Generation Coprocessor

This section is focused on a reconfigurable data acquisition/generation coprocessor especially oriented to the implementation of portable instruments for electronic measurement. We have chosen the USB 2.0 as the standard interface with the computer and we use the Cypress EZ-USB FX2 controller that includes memory blocks (4KB) and allows four end-points simultaneously [4]. This memory capacity avoids the need of specific memory blocks in the data acquisition hardware. The data transfers can be selected to 8/16 bits and the transfer rate can achieve 48 MHZ using master, slave, synchronous or asynchronous modes. Finally, this chip includes a 8051 core that can be used for some specific tasks; for example we use this microcontroller for the implementation of the JTAG interface intended to the FPGA reconfiguration. Figure 1 shows one of the implementations (patent pending) using an Altera FPGA EP20K100EQC240-2X. Also we have developed additional cards can be combined with this one using the expansion ports in order to implement for example analog/digital and digital/analog conversion.

![Fig. 1. Hardware implementation of a reconfigurable virtual coprocessor base on a USB serial interface](image)
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Abstract. With technology improvements, the main bottleneck in terms of performance, power consumption, and design reuse in single chip systems is proving to be generated by the on-chip communication architecture. Benefiting from the non-uniformity of the workload in various signal processing applications, several dynamic power management policies can be envisaged. Nevertheless, the integration of on-line power, performance and information-flow management strategies based on traffic monitoring in (dynamically) reconfigurable templates has yet to be explicitly tackled. The main objective of this work\textsuperscript{1} is to define the concept of run-time functional optimization of application specific standard products, and show the importance of integrating such techniques in reconfigurable platforms and especially their communication architectures.

1 Introduction

Forthcoming wireless communication standards and ubiquitous computing technologies, together with strict time-to-market, low costs, high performance, and design efficiency requirements pose tremendous pressure on the design process. Driven by those demands reconfigurable architectures are getting an increasing interest in recent times [5]. Thus, a remarkable variety of different platforms have been proposed to trade energy-efficiency, cost and performance [4]. However, as technology improves and the integrable die size enlarges, one of the most important limiting factors for system performance, die area, and power consumption will be generated by the on-chip interconnect networks [2, 7].

This paper addresses the necessity of integrating run-time functional optimization policies into reconfigurable architectures. Additionally, several possible dynamical optimization strategies for on-chip communication architectures are discussed and underlined.

\textsuperscript{1} The presented work was carried out within the German funded BMBF project IP2, i.e. Intellectual Property Prinzipien für konfigurierbare Basisband SoCs in Internet-Protokoll basierten Mobilfunknetzen, No. 01M3059B.
2 Dynamic Optimization of Reconfigurable Architectures

A reconfigurable architecture template or platform as in figure 1 is build around a reconfigurable interconnection network and may consist of processing units, memory blocks, specialized arithmetic units, reconfigurable and dedicated hardware, I/O blocks, monitoring modules, and configuration loaders. The so-called Application Specific Standard Products (ASSPs) are obtained through different instantiations of such modules and their application class is influenced by the design of what we call primitive ASSPs (pASSPs).

The majority of battery powered electronic devices, like portable computers and mobile phones, exhibit a non-uniform workload. Peak or very high performance levels are generally needed only during particular operation states. In an attempt to extend battery life and reduce the cost and noise of cooling systems, Dynamic Power Management (DPM) techniques reduce the power consumption of electronic systems by dynamically adjusting performance levels to the workload through shut-down or at least slow-down of active components [1].

The decisive drawbacks of reconfigurable architectures in comparison to ASICs are the required die area, performance, and power consumption. Power consumption and dissipation become critical issues and the extension of the inter-charging operations is of increasing interest. Consequently, we believe that dynamic power management strategies emerge as an inextricable part of dynamically reconfigurable architectures, especially with the advent of VDSM (very deep sub-micron) technologies.

We call run-time functional optimization policies the set of those dynamic power and performance management strategies that can be efficiently applied in primitive ASSPs and especially in interconnection structures of reconfigurable architectures during operation time in order to dynamically reduce the power consumption under performance constraints, or vice-versa.

3 On-chip Communication Architectures Requirements

In order to interconnect the processing and memory blocks in a complex System-on-Chip, various interconnection networks can be employed. In both fine- and coarse-grained reconfigurable templates, the programmable interconnect architecture has a vital influence in the total area, performance and power consumption of the system. To achieve high computational performance and flexibility, the different modules have to be richly interconnected.
Several interconnection strategies for coarse-grained reconfigurable architectures have been reported. Taking into account the locality of the data in several applications, local architectures are generally composed by point-to-point like structures devoted to provide high performance communication of closed units. They use to be restricted to the first level of neighbors (e.g. DReAM, KressArray) or they can include a second level as in MATRIX. Other employed structures can be divided into three categories: multi-bus (e.g. RaPID), crossbar (e.g. PADDI-2), and mesh; either regular (e.g. DReAM, KressArray, Matrix, Garp) or irregular (Pleiades).

We investigate dynamically reconfigurable architectures tailored for communication systems envisaging mainly OFDM-based wireless applications. The aforementioned project focuses on run-time functional optimization for OFDM-based wireless systems. Since the IEEE 802.11a wireless LAN standard allows for multiple data rates - from 6MB/s to 54MB/s - the data flow between modules will be variable, depending on the selected data rate. Several studied modules can be found in figure 2 representing a basic OFDM receiver.

However, the effective sample rate $f_s = 20MHz$ at the output of the sender is specified by the standard as a function of the symbol duration and the number of samples, thus not depending on the selected data rate. Consequently, the sample rates after and before the cyclic prefix extension are 20 $Ms/s$ and 16 $Ms/s$, respectively. The IFFT also increases the data rate, because only 48 of the 64 samples are data samples, the others being either pilots or zero signals. Knowing that the data rate at the output of the modulator is constant, i.e. 12 $Ms/s$, the possible data rates at the output of the sender as functions of the type of modulation and puncturing can be computed.

For the receiver, the data rate requirements can be determined in a similar manner. The FFT block operates at 16 $Ms/s$, exactly like the IFFT on the transmitter side. Assuming that 8 bits are used for sample quantization and knowing that each sample is a complex value, the effective bit rate will then be 256 $Mbps$. After the FFT, the data rate slightly decreases with the ratio 52/64, resulting in an effective data rate of 13 $Ms/s$. Thus, for 8-bit samples, the channel correction blocks operates at a data rate of 208 $Mbps$. The same data rate can also be found at the input of the phase tracker, which uses the 4 pilot signals to perform further adjustments of the constellation. Thereafter, the pilot signals are removed, leading thus to a decrease of the data rate to 192 $Mbps$. Furthermore, the traffic that has to be supported in a reconfigurable template increases due to the activity of the monitoring module and the configuration loader.

---

**Fig. 2.** Basic block scheme of a baseband OFDM receiver
4 System Level Communication Evaluation

Preliminary results of a SystemC framework allowing for high level performance evaluation of communication architectures have already been reported in [6]. In order to ameliorate the overall latency of communication architectures with a high number of routers, a technique called wormhole routing is used [3].

In order to develop an application independent evaluation platform, we use a parameterizable hierarchical Markov model for both producer and consumer processes. Basically, the producer and the consumer may switch in three basic states: an idle one, and two active ones. While in the idle one no data can be send or received, during the other two active states data can be produced or consumed with a different probability. At their turn, both active states are hierarchical, and the probabilities can be slightly modified. Hence, both abrupt and slight data traffic modifications can be modeled stochastically.

5 Optimization Opportunities and Future Work

Several optimization strategies can be envisaged. In a hardware module that monitors the transition activity of signals in a digital system for estimating the power consumption has been developed. Such a task may be included together with a traffic controller in a DPM observer and used at run-time for monitoring and functional optimization. For example, the queuing strategy can be dynamically adapted. The buffers can be either clock gated or completely shut down whenever registering sparse communications. Thus, a dynamic trade-off between performance and power is realized. Additionally, the routing algorithm can also be dynamically changed or adjusted under the same circumstances.
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Abstract. Although methods for dynamic run-time FPGA reconfiguration have been proposed, few address the problems associated with increasing data-path delays due to a full or partial reconfigurations. In this paper, a method is proposed that enables specific timing requirements to be maintained within a reconfigurable architecture, by using logic-module partitioning and known-delay interconnection modules. This system allows data-paths of varying widths to be routed effectively between device modules along paths that are fixed in both length and position. Further, the technique may be regarded as extending the Xilinx Modular Design tools methodology to support run-time scenarios.

1 Introduction

Reconfigurable computing is currently enjoying immense popularity in both communications and computing fields, through systems capable of near-software flexibility with a near-hardware performance. This coupled with the dynamic handling of device functionality, makes reconfigurable systems extremely attractive. Although new device architectures are being developed for this role [1,2], the Field Programmable Gate Array (FPGA) remains the most applicable target currently available. Using the FPGAs for this research also allows the concepts described to be applied generically to other emergent architectures. The research is based on the natural partitioning of internal FPGA logic and the sending of data though paths of set position and length in order to maintain synchronicity in a run-time reconfigurable environment. Serious problems can be encountered when elements are reconfigured in terms of their specific timing requirements and using static routing elements can maintain the module’s interconnectivity. In this paper, Section 2 describes the benefits gained from device partitioning, whilst in Section 3 the module interconnections are described. Section 4 details the Xilinx Partial Reconfiguration model and an implementation of this idea is given in section 5, before our conclusions are finally drawn.

2 Device Partitioning

As FPGA devices have increased in functional size, the algorithms used in their design and operational control have become increasingly complex. In an environment
where dynamic reconfiguration may be responsible for the movement of individual logical elements, it is imperative that such movement does not prevent signals maintaining synchronicity across the device. Traditionally, device partitioning has been used in the placement of logic in FPGA devices [3,4]. Rather than using the partitioning to define the initial placement however, it is useful to first consider the logical content of the design. As System on Chip (SoC) implementations begin to proliferate and their target devices become commonplace, a natural separation occurs between specific logical groups or ‘objects’ within a design. Furthermore, as the functional size of devices increase, individual modules may take the form of complete systems (e.g. modulators or coders). The use of modular techniques is comparable to the way in which software-programming benefits from the use of object oriented techniques. These separate objects form the basis of the natural partitioning utilised in our study.

Not only are the specific architectures of FPGAs evolving in terms of reconfiguration support, new software tools are also emerging. Among these are the now well-known JBits Application Program Interface (API) [5] developed by Xilinx, which offers advantages to reconfigurable computing by providing direct manipulation of the Xilinx Virtex FPGA bitstream [6] thus reducing the normally considerable re-design times and enabling a finer granularity of device control [7].

3 Module Interconnections

In a practical environment, where a reconfigurable unit is adapting both its functionality and connectivity at high-speed, serious problems can occur when logical units are placed far from its connecting logic, ultimately preventing clock synchronicity. One method of overcoming this problem is to maintain a fixed route with fixed port locations between the modules with fixed elements remaining largely static over time. This coupled with a pre-defined boundary for logic-element placement within the modules, reduces complexity for any placement algorithms used thereby helping decrease the required time between possible reconfiguration events.

To create this system, register-modules are defined that allow data to pass between the functional elements of the design with registers having fixed port positions within each partition of the design. The delay time associated with these interconnections can be used to ensure that synchronicity between logical objects is maintained. The initial register modules were designed and implemented using the Xilinx Modular Design tools [8].

4 Partial Reconfiguration

The Partial Reconfiguration (PR) model by Xilinx [9] provides support for altering the functionality of parts of a design whilst the remainder maintains operation. Two modes are provided: ‘Multi-Column PR, Independent Designs’ and ‘Multi-Column PR, Communication Between Designs’, both allowing individual column-based reconfiguration through the device’s SelectMAP [10] interface. Currently, the macro will only support one bit communication between modules, per Tri-State Buffer
Data-Path Allocation Model for Dynamic Run-Time Reconfiguration of FPGA Devices

(TBUF) longline, of which four can be supported per CLB row. Although this system provides a means of inter-module communication, the routing resources themselves are largely static. In terms of a reconfiguration event, this is a serious limitation as it is likely that the routing will need to be altered when the structure of the modules change or another module is added to the design. The system previously proposed avoids this problem by designing the routing resources as individual modules themselves, giving them freedom to be placed as per particular requirement. Furthermore, if CLB resources are remaining, routing resources can be added without overburdening the more scarce resource of tri-state buffers.

5 Implementation

The system proposed takes in a serial input to the module ‘framer’ which separates the input stream into 8-bit words. These 8-bit words are subsequently passed to the ‘detector’ module, which searches for a particular 8-bit synchronization sequence. Upon receiving this word, the module sends a copy of the synchronization word to both the ‘inverter’ and ‘concatenate’ modules. The ‘inverter’ module sends an inverted copy of the synchronisation word to the ‘concatenate’ module, which finally concatenates the two inputs before outputting the 16-bit word. The placed and routed version of the design can be seen in figure 4.

Fig. 1. The placed-and-routed layout of the four-module implementation

6 Conclusion

As the operating environments in modern communications and computing become increasingly demanding in terms of both protocol diversity and algorithm complexity, reconfigurable computing using devices capable of run-time reconfiguration is becoming increasingly desirable.
As previously stated, a new breed of device family is in development, which will offer enhanced reconfigurability with low power and memory requirements. Currently, these devices seem far from commercial availability and in the interim period other technologies must be considered. FPGA’s cannot be overlooked in this regard, as the recent evolution of these devices has given further possibilities for their long-term integration. This is demonstrated by their increased support for partial reconfiguration and modular design techniques and ever-increasing functional sizes and operating bandwidths. One hardware aspect that must be improved upon however is the FPGA’s large power requirements, which negate it from use in many portable implementations. If run-time FPGA reconfiguration is to be achievable, provision must be made for increased support of placement and routing processes. A method has been proposed that provides a structure enabling major logical groups to be considered independently thus reducing the time taken by optimisation processes and directly aiding the placement of logic. Further, by providing a mechanism of data transfer along paths of known delay the management of routing within a design is simplified. We believe the techniques suggested in this paper contribute to the evolution of the field of run-time reconfigurable computing and its eventual implementation.
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Abstract. This paper introduces the ReSArT (Reconfigurable Scalable Architecture Template). Based on a suitable design space model, ReSArT is parametrizable, scalable, and able to support all levels of parallelism. To derive architecture instances from the template, a design environment called DEfInE (Design Environment for ReSArT Instance Generation) is used, which integrates some existing academic and industrial tools with ReSArT-specific components, developed as a part of this work. Different architecture instances were tested with a set of 10 benchmark applications as a proof of concept, achieving a maximum degree of parallelism of 30 and an average degree of parallelism of nearly 20 16-bit operations per cycle.

1 Introduction

Parallel processing and reconfigurable computing are two very powerful techniques of computation, which can be advantageously combined, as has been proven by dozens of successful projects [1, 2]. Some of the proposed architectures are introduced in the form of templates, which can be parameterized to suit the needs of the particular application. The question, however, remains, if it is possible to combine a design space model, a universal architecture template, and a tooling environment to support both instruction and data parallelism at different grain sizes.

This paper introduces the ReSArT (Reconfigurable Scalable Architecture Template). Based on a suitable design space model, ReSArT is parameterizable, scalable and able to support all levels of parallelism. To derive architecture instances from the template, a design environment called DEfInE (Design Environment for ReSArT Instance Generation) is used, which integrates some existing academic and industrial tools with ReSArT-specific components, developed as a part of this work.
2 ReSArT and DEfInE

The detailed description of the design space can be found in [3]. According to this model, ReSArT leaves most dimensions open at the template level. In general, ReSArT can be split up in three views: a template, describing a family of reconfigurable architectures, a set of microarchitectures of reconfigurable resources (RPU), and a configuration context (as well as program code) to derive instances from these general descriptions and program them to complete particular tasks.

ReSArT consists of an instruction oriented processing unit (IOPU) and $N_{RPU}$ reconfigurable processing units ($N_{RPU} \geq 0$), see Fig. 1. The IOPU executes RISC-like instructions. It is constructed out of slices, each one being a simple double-issue processor core. Every slice includes one instruction fetch unit (IFU), one or two register files, one decode unit (DU) and two execution units. One execution unit is always an ALU, whereby the second one could be also an ALU or load-store unit (LSU), reconfigurable functional unit (RFU) or interface control unit (ICU). RFU is a small reconfigurable unit with much less logic capacity than RPU. Still, it can be used to implement simple single-cycle instructions which
are not covered by the other hardwired units. The ICU is used to implement the communication between IOPU and RPU via memory-mapped I/O.

The RPU is used to implement computationally intensive data-flow-oriented parts with less synchronization. Each RPU has its own memory interface to further reduce the communication overhead. For each application, the RPU can be generated in one of three different flavors: pipelined, static with shared I/O ports, and dynamically reconfigurable. The hardware structure of the RPU fits into the model for SRAM-based, clustered, island-style FPGAs [4]. For every application, a different LUT and cluster size can be used. The optimal values are determined by the DEfInE (Design Environment for ReSArT Instance Generation).

The input language of DEfInE is a special class of directed acyclic graphs, so called F-DAG. Such graphs can describe both fine and coarse-granular kernels and can be easily produced based on other formalisms. Each node of the F-DAG represents an operation whereby edges represent the data dependencies.

In the first step, the flow_opt module reads the F-DAG description in and generates an initial schedule according to a “as soon as possible” (ASAP) principle. In the second step, this initial schedule is optimized according to one of the four different strategies (minimize area function of the stages, minimize delay difference of the nodes in the same stage, minimize input or output data stream of the stages). After the optimization, the critical path of the schedule is computed and (based on this value) the stage numbers are mapped to the pipeline stages (or subcircuits, in case of the dynamically reconfigurable PU). Finally, the statistics of the flow_opt run are created and stored.

The best F-DAG schedule is converted to the BLIF format [5] and transferred to the rec_map module, which consists of the SIS, TVpack, VPR [4] and par_extract steps. SIS and TVpack are responsible for technology mapping for a set of 36 different RPU microarchitectures (featuring different LUT and cluster sizes). VPR produces the place and route statistics, which are used by the par_extract tool to find the best microarchitecture for the given application. The par_check tool compares the circuit parameters with the requirements and (in case they are conform) transfers the processing to the flow2vhdl converter, which produces the appropriate VHDL code for the RPU. This code is forwarded to the arch_gen module, which adds the IOPU description and produces one design library for the selected ReSArT instance. This library is synthesizable and can be further processed by traditional back-end tools.

3 Experiments and Results

For the proof of concept some experiments were carried out with ReSArT and DEfInE using the Xilinx Virtex II architecture as a prototyping platform. The scalability of the IOPU was proven with respect to bitwidth and the number of slices (as well as some other parameters). The area scales linearly with all parameters. A prototype with 8 IOPU slices on the XC2V10000 device is able to execute $6 \cdot 10^8$ 16 bit operations per second, consuming only about 35% of the logic resources of the chip (thus, leaving a lot of space for RPU implementation).
For the RPU tests, a set of 10 benchmark applications was translated into $\mathcal{F}$-DAG format. This set includes a simple FFT module (8 points transform as a building block for bigger transforms), a soft-in soft-out decision subblock of a turbo decoder, a linear predictive codec for speech compression, as well as a couple of other applications. The DEfInE performance was tested for all optimization strategies. The improvement of 15.38–100% in the schedule quality in 6 of 10 cases results in the clock frequency improvement of 3.2–17.6% after mapping to the Virtex II chip (the difference is due to the fact that Virtex II was not selected by DEfInE as an optimal architecture for all benchmarks).

Some results can be compared with Xilinx benchmarks documented in [6]. The 1024pt 16 bit FFT requires about 1 $\mu$s on Xilinx Virtex II. Using ReSArT and DEfInE, the same transform runs in about 1.2 $\mu$s, given the programmability of the architecture and possibility to run additional tasks on the same device. A TMS340C64 family DSP needs slightly less than 8 $\mu$s for the same benchmark.

4 Conclusions

This paper introduced the ReSArT architecture template developed to support instruction and data parallelism at various levels and the DEfInE design environment to create ReSArT architecture instances. Tests with a set of 10 benchmark applications prove that ReSArT is scalable with respect to the bitwidth and the number of slices. Different RPUs running the benchmarks achieved the maximum degree of parallelism of 30 with an average of nearly 20 operations.

ReSArT and DEfInE build a powerful platform for the exploration of reconfigurable parallel processing systems. Considering tighter time-to-market margins in the modern SoC world resulting in the requirements for shorter design cycles, template-based architectures with embedded reconfigurable resources and integrated software environment will become increasingly important in the future.
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Abstract. We present a new implementation of the singular value decomposition (SVD) on a reconfigurable system made upon a Pentium processor and a FPGA-board plugged on a PCI slot of the PC. A maximum performance of the SVD is obtained by an efficient distribution of the data and the computation across the FPGA resource. Using the reconfiguration capability of the FPGA help us implement many operators on the same device.

1 Introduction

The Singular Value Decomposition of a matrix has many important scientific and engineering applications [1, 4, 5]. The SVD implementation on parallel processors is usually done using the Brent and Luk[4] parallelization of the Hestenes method explained in section 2. Using hardware to compute the SVD of a matrix have been done by Cavallaro et al [10, 11]. A CORDIC processor have been used here to compute the SVD of a 2x2 matrix. No indication have been given on the application of the method to solve larger matrices. In this paper we present an efficient implementation of the SVD on a reconfigurable system made upon a general purpose processor and a FPGA board.

Section 2 introduces the SVD problem and explain how a solution due to Hestenes is computed. It also presents the Brent and Luk parallel implementation of the Hestenes method. Section 3 explains the SVD implementation on our target architecture while the performance of the system is given in section 4. Finally, we give an overview of our work in section 5.

2 The Singular Value Decomposition

The Singular Value Decomposition of an \( m \times n \) real matrix \( A \) is its factorisation into a product \( A = U \times \Sigma \times V^T \), where \( U \) is an \( (m \times n) \) matrix with orthogonal columns, \( \Sigma = diag(\sigma_1, ..., \sigma_n) \) and \( V \) is an \( (n \times n) \) orthogonal matrix. The values \( \sigma_i \) of the diagonal matrix \( \Sigma \) are the singular values of the matrix \( A \), the columns of the matrices \( U \) and \( V \) are the left and right singular vectors of \( A \). The SVD can be computed using the Hestenes method based on the classical one side Jacobi iteration for digitalization of real symmetric matrices. The idea is to generate an
orthogonal matrix $V$ such that the transformed matrix $AV = W$ has orthogonal
columns. Having the matrix $W$, the Euclidean length of each non-zero column
$W_{(:,i)}$ will be normalised to unity. The singular values and vectors are then
computed as follows: $\sigma_i = \|W_{(:,i)}\|$, $U_{(:,i)} = \frac{W_{(:,i)}}{\sigma_i}$ and $W = U\Sigma$. The SVD
of the matrix $A$ is then given by: $AV = W \rightarrow AV = U\Sigma \rightarrow A = U\Sigma V^T$. Plane
rotations represented by a matrix $Q$ are incrementally applied to the matrix $A$
to compute the matrix $W$. At the $k$-th step with the rotation matrix $Q^{(k)}$, we
have: $A^{(k+1)} = Q^{(k)}A^{(k)}$, $0 \leq k \leq k_r$. With a sweep defined to be a series of
$\frac{n(n-1)}{2}$ pairwise column-orthogonalizations of the matrix $A^{(k)}$, the convergence
of the matrix $A^{(k)}$ to $W$ is guaranteed for $k_r = S\frac{n(n-1)}{2}$, where $S$ is the number
of sweeps, $A^0 = A$ and $W = A^{k_r}$. The multiplication of $A^{(k)}$ by $Q^{(k)}$ affects
only the column-pair $(A^{(k)}_{(:,i)}, A^{(k)}_{(:,j)})$. The computation of $A^{(k+1)} = Q^{(k)}A^{(k)}$
is reduced to:

\[
\begin{pmatrix}
A_{(:,i)}^{(k+1)} \\
A_{(:,j)}^{(k+1)}
\end{pmatrix} =
\begin{pmatrix}
\cos \theta_{ij}^{(k)} & \sin \theta_{ij}^{(k)} \\
-\sin \theta_{ij}^{(k)} & \cos \theta_{ij}^{(k)}
\end{pmatrix}
\begin{pmatrix}
A_{(:,i)}^{(k)} \\
A_{(:,j)}^{(k)}
\end{pmatrix}
\]  

(1)

The rotation angle $\theta_{ij}^{(k)}$ is chosen such a way that the new column pairs are
orthogonal. Using the formulas of Rustishauser[12], we set $\theta_{ij}^{(k)} = 0$ if $\gamma_{ij}^{(k)} = 0$; Otherwise we compute $\xi^{(k)} = \frac{a_i^{(k)} - a_j^{(k)}}{2\gamma_{ij}^{(k)}}$ and $\tan \theta_{ij}^{(k)} = \frac{\text{sign}(\xi^{(k)})}{|\xi^{(k)}| + \sqrt{1 + \xi^{(k)}^2}}$ with
\begin{align*}
\alpha_i^{(k)} &= A_{(:,i)}^{(k)} \cdot A_{(:,i)}^{(k)} \\
\alpha_j^{(k)} &= A_{(:,j)}^{(k)} \cdot A_{(:,j)}^{(k)} \\
\gamma_{ij}^{(k)} &= A_{(:,i)}^{(k)} \cdot A_{(:,j)}^{(k)}
\end{align*}
and $\gamma_{ij}^{(k)} = A_{(:,i)}^{(k)} \cdot A_{(:,j)}^{(k)}$. This rotation
angle always satisfies: $|\theta_{ij}^{(k)}| \leq \frac{\pi}{4}$.

The main operations of this method are the generation of the rotation angle
and the updating of the columns elements which rely on multiply accumulate
(MAC) operations. Their dataflow nature as well as the large sizes of the matrices
considered makes this computation a nice candidate for hardware implementation.

3 Implementation on a Reconfigurable System

Since the orthogonalization of column-pairs $(A_{(:,i)}^{(k)}, A_{(:,j)}^{(k)})$ are independent, they
can be done in parallel. Brent and Luk [4] suggested the use of a set of $n/2$
processors connected together in a ring topology to orthogonalize a matrix of
dimension $n$. Each processor has an exclusive access to a memory segment which
stores the pairs of columns to be orthogonalize by that processor. After the or-
thogonalization of their column-pairs, the processors exchange data with their
left and right neighbours. This process is repeated until all column pairs are
orthogonalize, thus completing a sweep. The platform used is made upon a per-
sonal computer equipped with a RC-1000 FPGA board of the company Celoxica.
The board contains up to four memory banks independently connected around
the FPGA. Therefore we can implemented up to four processing element (PE)
in the FPGA. Because the size of the FPGA is limited, it will not be possible to
implement 8 PEs (4 for the dot product and 4 for the column-pairs update). We
use the reconfiguration to implement the 8 PEs. The first reconfiguration loads
the FPGA with the 4 PEs PE_{11}, PE_{12}, PE_{13} and PE_{14} (figure 1 a) which
are used for the dot-products computation. The second configuration loads the
4 PEs PE_{21}, PE_{22}, PE_{23} and PE_{24} (figure 1 b)) which are used for the
updating of the columns. The computation of the rotation angle is too complex
for a hardware implementation. Since this computation is not often executed,
it is left to the processor which collects the dot-product values from the FPGA
and returns the rotation angle.

![Diagram](image)
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Fig. 1. Structure of the processing elements

4 Performance

The floating-point implementation of the PEs can be run with a clock fre-
quency of maximal 20MHZ. Therefore the total time needed by the 4 PEs
PE_{11}, PE_{12}, PE_{13} to compute all the dot products required in to sweep
for 4 block matrices is given by: \( (\text{number of rows} \times \text{number of columns} \times
(\text{number of columns} - 1) \times (\text{cycle period}))/2 \). For 4 block matrices with 100
columns and 50,000 rows each, using a 20MHz clock, the time need to complete
the computation of the dot products required by a sweep is: \( (50,000 \times 100 \times (10-
1) \times (1/20,000,000))/2 = 12.375s \). The rotation process is much faster, since it
does not need to sweep all the columns 2 by 2. So the computation time can be
done as follow: \( \text{number of columns} \times \text{number of rows} \times \text{cycle period} \). The time
needed to update a matrix of 50,000 x 400 with the same clock is 250ms. With
the reconfiguration overhead of one second, our implementation will compute
the complete SVD of a 400 by 50,000 matrices in 13.625s which is much higher
than the time need on a Pentium processor with up to 450 MHZ.
5 Conclusion

In this paper we have dealt with an efficient implementation of the singular value decomposition of big matrices on a reconfigurable system made upon a PC and a FPGA-Board. With the structure of the RC 100-PP, it is possible to implement 4 PEs in parallel for each computation step. Because the complete function to compute the SVD could not fit on the FPGA, we made use of the hardware reconfiguration to implement the complete function needed for the SVD. The main bottleneck of the system is the floating point computation which occupy large space and slow down the clock. We are working on a solution based on the fixed-point operations to increase the design clock while decreasing the design area.
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Abstract. A new method for multiplication in the canonical basis over GF(2^m) generated by an all-one-polynomial (AOP) is introduced. The theoretical complexities of the bit-parallel canonical multiplier constructed using our approach are equal to the smallest ones found in the literature for similar methods, but the multiplier implementation over reconfigurable hardware using our method reduces the area requirements.

1 Introduction

Galois or finite fields have several applications in communication systems, such as satellite links, computer networks, or compact disks [1]. They use arithmetic operations in the Galois field for cryptography, error correction or algebraic codes. Finite fields with q elements are represented as GF(q), and the fields with fundamental interest for technical applications are the extension fields of GF(2), denoted as GF(2^m). The representation of the field elements has crucial role in the efficiency of the architectures for arithmetic operations. Considering a basis representation of the elements, the addition is relatively inexpensive, whereas the multiplication is the most important operation. There are different basis representations for elements of GF(2^m), and the most popular are the canonical [2], normal and dual bases. The complexity of the multiplier depends on the basis and the defining irreducible polynomial selected for the field.

The field GF(2^m) can be considered as a vector space of dimension m over GF(2), so it can be represented using any basis of m linearly independent elements. Therefore, elements of GF(2^m) are represented by m-bit vectors. Addition is realized by a bit-wise XOR operation, whereas the multiplication is determined by the basis. Canonical basis Ω is the set Ω = {1, ω, ..., ω^{m-1}}, where ω is a root in GF(2^m) of an irreducible polynomial of degree m over GF(2). Using this basis, the elements of GF(2^m) are polynomials of degree at most m − 1 over GF(2), and arithmetic is carried out modulo the irreducible polynomial. We denote as α_Ω = (a_0, a_1, ..., a_{m-1})^T the coordinate vector of α with respect to Ω.
In this contribution, a new method for multiplication in the canonical basis for the field GF(2^m) generated by an irreducible all-one-polynomial (AOP) is introduced. Our approach, named the transpositional method, uses the permutations given by the value m, and the aim of the method is to group the coordinates of the operands in order to the reconfigurable synthesis tool could find a good mapping on the reconfigurable device selected for the implementation of the multiplier. The theoretical space and time complexities of the bit-parallel multipliers constructed using our approach are equal to the smallest ones found in the literature for similar approaches based on generating AOPs [3][4][2][5][6], but the practical implementation over reconfigurable hardware (FPGAs and CPLDs) using our method reduces the area requirements of the multipliers.

2 The Transpositional Method

The transpositional method [7] for multiplication in the canonical basis over GF(2^m) is based on the computation of 1-cycles and 2-cycles which determine product and sum-of-product terms, respectively, of the operands coordinates.

Let α, δ, χ ∈ GF(2^m) and α_Ω, δ_Ω, χ_Ω be their coordinate vectors, respectively, with respect to Ω. The multiplication δ = α · χ in Ω involves the presence of inner products [7], such as α^t_Ω · χ^r_Ω = a_0c_0 + a_1c_1 + a_2c_2 + ... + a_mc_m, where the c_Ωs are the coordinates of χ with respect to Ω and where χ^r_Ω = (c_m-1, ..., c_0). These sum-of-product expressions defined over GF(2) can be represented using the notation given in group theory for the permutations, in which the upper row contains the subscripts of the coordinates of α which are multiplied by the coordinates of χ with subscripts given in the lower row [7]. It can be proved that the permutations so defined involve the presence of 1-cycles (k) and 2-cycles (i,j), where (k) represents a product term x_k = (a_kc_k) and where (i,j) represents a sum of products x_ij = (a_ic_j + a_jc_i). The 2-cycles (i,j) are called in group theory as transpositions. We can define functions EC^m_i, OC^m_i and MC^m which give the cycles for the permutation corresponding to the values i and m. Defining the functions E_i, O_i and M as the addition of the terms x_ij’s and x_k’s represented by the cycles (i,j)’s and (k)’s given by EC^m_i, OC^m_i and MC^m, respectively, the following expressions [7] for the coordinates of the product δ can be given

\[ d_Ω_i = E_0 + \begin{cases} 
O_{i+1} & \text{i even} \\
E_{i+1} & \text{i odd, i ≠ m -1} \\
M & \text{i = m -1} 
\end{cases} \]

where d_Ω_i, with i = 0,1, ..., m - 1, are the coordinates of δ with respect to Ω. We have named the multiplication method given by equation 1 as transpositional because it is based on the computation of 1-cycles and 2-cycles (transpositions).

In Table 1 a comparison for the theoretical complexities obtained with our approach and with other methods is given, for canonical multipliers generating AOPs. It can be observed that the theoretical complexities obtained using our method are equal to the lowest ones obtained using other similar approaches.
Table 1. Theoretical complexities of bit-parallel canonical basis multipliers

<table>
<thead>
<tr>
<th></th>
<th>#XOR</th>
<th>#AND</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Itoh-Tsu. [2]</td>
<td>$m^2 + 2m$</td>
<td>$m^2 + 2m + 1$</td>
<td>$T_{AND} + \lceil \log_2 m + \log_2 (m + 2) \rceil T_{XOR}$</td>
</tr>
<tr>
<td>Hasan [4]</td>
<td>$m^2 + m - 2$</td>
<td>$m^2$</td>
<td>$T_{AND} + (m + \lceil \log_2 (m - 1) \rceil) T_{XOR}$</td>
</tr>
<tr>
<td>Koç-Sun. [5]</td>
<td>$m^2 - 1$</td>
<td>$m^2$</td>
<td>$T_{AND} + (2 + \lceil \log_2 (m - 1) \rceil) T_{XOR}$</td>
</tr>
<tr>
<td>Halbut. [3]</td>
<td>$m^2 - 1$</td>
<td>$m^2$</td>
<td>$T_{AND} + (1 + \lceil \log_2 (m - 1) \rceil) T_{XOR}$</td>
</tr>
<tr>
<td>Zhang [6]</td>
<td>$m^2 - 1$</td>
<td>$m^2$</td>
<td>$T_{AND} + (1 + \lceil \log_2 (m - 1) \rceil) T_{XOR}$</td>
</tr>
<tr>
<td>Transpositional</td>
<td>$m^2 - 1$</td>
<td>$m^2$</td>
<td>$T_{AND} + (1 + \lceil \log_2 (m - 1) \rceil) T_{XOR}$</td>
</tr>
</tbody>
</table>

3 Implementations over FPGAs and CPLDs

The theoretical complexity given in Section 2 is not an exact predictor of the area consumption if reconfigurable hardware is used [8]. We have used Xilinx Foundation F2.1i for the implementation of canonical multipliers over FPGAs and CPLDs using our transpositional method and using the method given in [3].

For FPGAs, 4013XLPQ160 devices from XC4000XL family have been used. In Table 2, the experimental results obtained for the multipliers implemented using the approach given in [3] and using our method are showed. The total CLB count using transpositional method is 6.6% lower than using the other approach, whereas the total maximum combinational path delay of our method is 3.6% slower, but this is because we have performed optimization for area. The reduction of the CLB count is due to the devices used are LUT-based, and gates with smaller number of inputs can be easily included in a LUT, which increases the possibility of obtaining a better mapping solution [9]. Transpositional method groups the coordinates of the operands by means of the 2-cycles and the 1-cycles, therefore helping to the mapping tool to reduce the CLB count.

Table 2. Experimental results for FPGA implementations

<table>
<thead>
<tr>
<th></th>
<th>Halbutogu. &amp; Koç</th>
<th>Transpositional</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLBs</td>
<td>Max. Path (ns)</td>
</tr>
<tr>
<td>$GF(2^4)$</td>
<td>6</td>
<td>14.7</td>
</tr>
<tr>
<td>$GF(2^{10})$</td>
<td>40</td>
<td>25.0</td>
</tr>
<tr>
<td>$GF(2^{12})$</td>
<td>54</td>
<td>27.3</td>
</tr>
<tr>
<td>$GF(2^{18})$</td>
<td>116</td>
<td>33.0</td>
</tr>
<tr>
<td>$GF(2^{28})$</td>
<td>281</td>
<td>45.3</td>
</tr>
<tr>
<td>$GF(2^{36})$</td>
<td>454</td>
<td>51.7</td>
</tr>
<tr>
<td>Total</td>
<td>951</td>
<td>197.0</td>
</tr>
</tbody>
</table>

For CPLDs, XC95288XV devices from XC9500XV family have been used. In Table 3, the experimental results obtained for the multipliers implemented using the method given in [3] and using the transpositional method are showed. The total MC count using our method is 12.8% lower than using the other approach, and for the total delay, the transpositional method is 29.7% faster.

Table 3. Experimental results for CPLD implementations

<table>
<thead>
<tr>
<th></th>
<th>Halbutogu. &amp; Koç</th>
<th>Transpositional</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLBs</td>
<td>Max. Path (ns)</td>
</tr>
<tr>
<td>$GF(2^4)$</td>
<td>6</td>
<td>14.7</td>
</tr>
<tr>
<td>$GF(2^{10})$</td>
<td>40</td>
<td>25.0</td>
</tr>
<tr>
<td>$GF(2^{12})$</td>
<td>54</td>
<td>27.3</td>
</tr>
<tr>
<td>$GF(2^{18})$</td>
<td>116</td>
<td>33.0</td>
</tr>
<tr>
<td>$GF(2^{28})$</td>
<td>281</td>
<td>45.3</td>
</tr>
<tr>
<td>$GF(2^{36})$</td>
<td>454</td>
<td>51.7</td>
</tr>
<tr>
<td>Total</td>
<td>951</td>
<td>197.0</td>
</tr>
</tbody>
</table>
Table 3. Experimental results for CPLD implementations

<table>
<thead>
<tr>
<th></th>
<th>Halbutogullari &amp; Koç</th>
<th>Transpositional</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCs</td>
<td>$T_{PD}$ (ns)</td>
<td>MCs</td>
</tr>
<tr>
<td>$GF(2^4)$</td>
<td>10</td>
<td>9.8</td>
</tr>
<tr>
<td>$GF(2^{10})$</td>
<td>55</td>
<td>17.3</td>
</tr>
<tr>
<td>$GF(2^{12})$</td>
<td>89</td>
<td>24.1</td>
</tr>
<tr>
<td>$GF(2^{18})$</td>
<td>213</td>
<td>38.4</td>
</tr>
<tr>
<td>Total</td>
<td>367</td>
<td>89.6</td>
</tr>
</tbody>
</table>

Experimental results given in Tables 2 and 3 seem demonstrate, therefore, that the grouping technique provided by the transpositional approach is a good method when any reconfigurable platform is used for the implementation.

4 Conclusions

A new transpositional method for canonical basis multiplication over finite fields $GF(2^m)$ generated by irreducible AOPs has been presented. The theoretical complexities of the bit-parallel multipliers constructed using our method are equal to the lowest ones found in the literature, but the FPGA and CPLD implementations of multipliers using our transpositional approach lead to a lower count of CLBs and MCs, respectively, than using other similar approaches.
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Abstract. Floating-Point Operations represent a common task in a variety of applications, but such operations often result in a bottleneck, due to the large number of machine cycles required to compute them. Even though the FPGA community has developed advanced algorithms to improve the speed of FLOPs, floating-point transcendental functions are still underdeveloped. In this paper, we discuss some of the tradeoffs faced when implementing floating-point functions in FPGAs. These techniques, including lookup tables, and CORDIC algorithms, have been used in the past for the implementation of fixed-point analytic functions. This paper seeks to apply those methods to floating-point functions. The implementation results from different versions of a floating-point sine function are summarized in terms of speed, area, and accuracy to understand the effect of different architectural alternatives.

1 Introduction

Nearly every modern microprocessor-based system is capable of processing non-integer values using floating-point methods to represent real numbers. In addition, floating-point operations (FLOPs) represent a common task in modern applications, ranging from 3D graphics, to simulations. To increase performance, floating-point operations have been highly researched and optimized for use in FPGAs. In comparison, more advanced operations, such as trigonometric functions, have not received as much attention. Although trigonometric functions have been realized in FPGAs, these implementations typically have been based on fixed-point, rather than floating-point, formats. As we will show, the advantages of the techniques used in fixed-point do not apply directly to floating-point designs, and therefore novel schemes are required. In this paper, we examine the various tradeoffs associated with developing floating-point trigonometric functions in FPGAs, using one of two general schemes: adapt the well known fixed-point methods to accept and produce floating-point numbers, or use techniques that use floating-point arithmetic to approximate arbitrary functions.
2 Design Alternatives

In this section, we discuss several alternatives involved in implementing trigonometric functions in reconfigurable hardware. Even though there exists a considerable amount of published work in this area [1-5], it is all based on fixed-point formats. First, we will show that the advantages of the techniques used in fixed-point arithmetic do not apply directly to floating-point designs (and then propose modifications to these methods). Then, techniques for implementing other well known functional approximation techniques in hardware will be presented, using only floating-point arithmetic throughout the computations.

2.1 Adapting the Fixed-Point Approximation Methods to Floating-Point Arithmetic

This section will study the feasibility of modifying the currently available (fixed-point) function approximation techniques that will enable them to accept and produce floating-point numbers. Every fixed-point implementation of a function can be trivially turned into floating-point one by the use of conversion modules between fixed-point and floating point-numbers at the input and output ports, as shown in figure 2. However, this alternative should be avoided because of the high extra latency that results from the addition of these modules, typically on the order of five clock cycles (each) for fully pipelined, high-speed versions [6].

**LUT.** The LUT method can be extended for use in floating-point systems with two steps. First, the addition of an FP2Int function that maps the floating-point input into an integer that can be used for the table lookup. The second modification applies to the values stored in the table; these should be stored in floating-point notation, eliminating the need for an output conversion module, but increasing the memory usage, due to redundant exponents.

**Bipartite LUT.** This method is unsuitable for floating-point conversion because it is based on a second order Taylor interpolation around a point derived from the decomposition of the fixed-point input argument. This technique cannot be applied for floating-point numbers, since the exponent bits cannot be interpreted in the same way as mantissa bits and the sign bit.

**CORDIC.** The CORDIC algorithm can be executed using floating-point numbers, but doing so would result in large inefficiencies. The simplicity of these operations remains no longer true for floating-point systems, particularly in the case of floating-point addition, where multiple variable-length shifters are required. The only comparative advantage of using CORDIC methods to implement floating-point functions in hardware is that the additional latency introduced by the floating-point conversions is small compared with the intrinsic latency of high-precision CORDIC units.
2.2 Floating-Point Approximation Methods

As was shown, the use of the fixed-point solutions for floating-point problems results in high latencies and large resource usage. In this section, we propose the use of interpolation techniques with small LUTs embedded in the hardware and computations being carried out in floating-point arithmetic.

**Linear Interpolation.** This method uses a small set of known values of the function and extrapolates to the complete interval of interest using a straight line approximation

In order to implement linear interpolation in hardware, three steps are required. First, the input is converted to an integer \( n \) that will serve as an index for the lookup. Then, the actual table lookup takes place and the values of \( f(x) \), \( f'(x) \) and \( n \Delta x \) are output. Finally, the interpolation takes place using two floating-point adders and two floating-point multipliers (see Figure 1). Note that the \( f'(x_0) \) and \( n \Delta x \) can be calculated instead of stored in the table, and doing so reduces the memory usage significantly, but also adds drastically to the latency.

![Fig. 1. Hardware Implementation of a Floating-Point Linear Interpolator](image)

3 Example: Floating Point Sine

The previous sections presented several alternatives available for implementing floating-point functions in hardware. In this section, we will present the design of a floating-point sine function, used in a computationally intensive electromagnetic simulation algorithm, where the high speed and low latency are of primary importance. Low error is considered in the cost function, with a smaller weight factor.

Periodic functions require additional argument reduction, to force the input to be in a smaller interval where the function is defined. This interval is \([0, 2\pi]\) in the case of the sine function. The alternatives to consider were a full LUT, the CORDIC algorithm, and linear interpolation. Because of the symmetry of the function, only one quarter of a wavelength needs to be stored in the LUT. The remainder of the values can be determined with the appropriate sign and phase changes. This technique reduces the size of the table by 75% without any loss in precision. To better understand the impact of these factors in hardware, several of these choices were implemented in a Xilinx Virtex-II 6000-4 FPGA. The results are provided in Table 1.
Table 1. Implementation Results of Floating-Point Sine. This table compares the results of several implementation alternatives of a sine function. Sine Output = 32-bit, IEEE 754 floating-point number

<table>
<thead>
<tr>
<th>Comp. Method</th>
<th>Area(Slices+BRAM)</th>
<th>Maximum Error(%)</th>
<th>Latency</th>
<th>Speed (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORDIC-8bit</td>
<td>428</td>
<td>2.45</td>
<td>20</td>
<td>137.6</td>
</tr>
<tr>
<td>CORDIC-16 bit</td>
<td>889</td>
<td>1.00E-02</td>
<td>28</td>
<td>121</td>
</tr>
<tr>
<td>LUT-8bits-no Interp</td>
<td>222</td>
<td>2.45</td>
<td>7</td>
<td>226.2</td>
</tr>
<tr>
<td>LUT-16bits-no Interp</td>
<td>183+32</td>
<td>1.00E-02</td>
<td>7</td>
<td>177.8</td>
</tr>
<tr>
<td>LUT-8 bits-Interp</td>
<td>1431</td>
<td>7.53E-05</td>
<td>18</td>
<td>104.5</td>
</tr>
</tbody>
</table>

4 Conclusion

Several design alternatives exist when implementing floating-point functions in FPGA-based systems. In this paper, we have discussed these approaches and presented the relative tradeoffs involved with each. We showed that the traditional solutions, such as CORDIC and bipartite tables, do not offer the best solution when floating-point arithmetic is intended. We proposed two solutions to this problem: (1) Use floating-point conversion modules at the inputs and outputs of these algorithms and (2) use simple floating-point interpolation algorithms. We then presented implementation results from several versions of a sine function to quantify our analysis. Although CORDIC implementations have been historically preferred because they provide very high accuracy with reasonable hardware requirements, current FPGAs include embedded memory blocks that afford accurate LUT implementations with significantly higher speeds and reduced latencies. CORDIC algorithms should be used when the memory blocks are unavailable, if the required precision makes the size of the LUT impractical, or reduced-area requirements outweigh the long latency. Ultimately, the specific requirements of the end application dictate the architecture that provides the best complement in terms of area, speed, and precision.
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Abstract. This paper presents the residue number system (RNS) implementation of reduced complexity and high performance adaptive FIR filters on Altera APEX20K field-programmable logic (FPL) devices. Index arithmetic over Galois fields along with a selection of a small wordwidth modulus set are keys for attaining low-complexity and high-throughput. The replacement of a classical modulo adder tree by a binary adder with extended precision followed by a single modulo reduction stage improved area requirements by 10% for a 32-tap FIR filter. A block LMS (BLMS) implementation was preferred for the update of the adaptive FIR filter coefficients. RNS-FPL merged filters demonstrated its superiority when compared to 2C (two’s complement) filters, being about 65% faster and requiring fewer logic elements for most study cases.

1 Introduction

Residue number system (RNS) based [1, 2] digital filter designs can be effective for realizing high speed sum-of-products kernels. One of the main properties of the RNS is the inherent modularity which induces efficient implementations and excellent levels of performance. These characteristics hold for a variety of technologies, from cell-based integrated circuits (CBIC) [3] to field-programmable logic (FPL) [4].

FPGAs have intrinsically weak arithmetic capabilities when compared to ASICs. In addition, FPL deficiencies increase geometrically with precision, as a result of architectural limitations. FPL device families, such as Altera FLEX10K or Xilinx Virtex, are organized in channels (typically 8-bits wide) with local short delay propagation paths; also dedicated memory blocks to synthesize small RAM and ROM functions are included. Performance rapidly suffers when carry bits and/or data have to propagate across a channel boundary. We call this the channel barrier problem [4]. New trends in FPL device design tend to add dedicated hardware for multiplication to the new FPL device families, as has happened with Altera APEX II and Virtex II.
An alternative design paradigm is advocated in this paper with the development of efficient structures for RNS-based adaptive FIR filters. The RNS advantage is gained by reducing arithmetic to a set of concurrent operations that reside within small wordlength non-communicating channels. This attribute makes the RNS potentially attractive for implementing these systems with FPL technology.

2 RNS Background

In the RNS, numbers are represented in terms of a relatively prime basis set (moduli set) \( P = \{m_1, ..., m_L \} \). Any number \( X \in \mathbb{Z}_M = \{0, ..., M-1\} \), where \( M = \prod m_i \), has a unique RNS representation \( X \leftrightarrow \{X_1, ..., X_L\} \), where \( X_i = X \mod( m_i ) \). RNS arithmetic is defined modulo \( M \) by pair-wise modular operations:

\[
Z = X \pm Y \leftrightarrow \left\{ \left(X_1 \pm Y_1\right)_1, ..., \left(X_L \pm Y_L\right)_L \right\} \\
Z = X \times Y \leftrightarrow \left\{ \left(X_1 \times Y_1\right)_1, ..., \left(X_L \times Y_L\right)_L \right\}
\]

where \( <Q> \) denotes \( Q \mod(m) \). It is the ability of the RNS to do arithmetic within independent small wordlength channels that makes it particularly attractive for FPL insertion, as has been referred in the literature [5-7].

On the other hand, index arithmetic [2] constitutes an efficient means for enhancing and reducing the complexity of RNS-based DSP applications. All the non-zero elements in a Galois field can be generated exponentiating a primitive element, denoted \( g_r \). Thus, multiplication in \( \mathbb{GF}(m) \) can be implemented as:

\[
\left[ q_1 q_2 \right]_{m_l} = \left[ i_1 + i_2 \right]_{m_{l-1}} , \quad l = 1, 2, ..., L
\]

where \( q_1, q_2 \in \{1, ..., m_l\} \) and \( i_1, i_2 \in \{0, ..., m_{l-1}\} \) are the indexes of \( q_1 \) and \( q_2 \), respectively. This multiplication scheme just requires LUTs for index computation, a modulo \( m_l - 1 \) adder for index addition and a LUT for the inverse index transformation.

3 Design of RNS-Based Adaptive FIR Filter

An adaptive filter processes a digital input \( x(n) \), obtaining an output sequence \( y(n) \) through adjustable parameters whose values affect how \( y(n) \) is computed. The output is compared to a second signal \( d(n) \), called the desired response signal, thus getting the error signal \( e(n) = d(n) - y(n) \). This is used to adapt the parameters of the filter, so the output matches the desired response signal, i.e., the magnitude of \( e(n) \) must decrease with time. The LMS algorithm is simple to implement [8, 9] and powerful enough to evaluate the practical benefits of adaptation. It only requires the error signal, the input signal vector and a step size \( \mu \) for adjusting the coefficients:
LMS computation requires multiplications and additions to be implemented, nearly in the same number as that of the FIR filter structure with fixed coefficient values, which is one of the reasons for its popularity. Also, block (BLMS) implementations are possible, thus reducing further its computational costs.

An RNS-based BLMS adaptive FIR filter has been developed. The internal modular processing engine is intended to work externally in a 2C format in order to communicate with the LMS block that performs the FIR coefficient update. Efficient block decomposition 2C-to-index [3, 4] and $\varepsilon$-CRT-based [10] or CRT-based RNS-to-2C conversions are used within the modular processing engine, while Fig. 1 shows the structure of one of the $L$ internal index-based channels for an 8-tap FIR filter example. The channel accepts index inputs, so coefficient multiplication is implemented with modulo $m_i-1$ adders, while the filter product summation is efficiently implemented with an enhanced modulo $m_i$ adder chain consisting of conventional adders (with precision extension) and a modulo $m_i$ reduction stage.

Design examples were implemented using Altera APEX20K for both 2C arithmetic and RNS. Table 1 compares 2C FIR filters ranging from 8 to 32 taps with the filters proposed in this paper. Input signal and coefficients are 16-bit wide and, for the 2C design, the 16×16-bit multipliers are designed with five pipeline stages. The table shows the number of taps ($N$), the system dynamic range ($W$), the number of LEs, the maximum frequency and the modulus set used for the RNS study cases.

### Conclusions

This paper has shown the benefits provided by the RNS for the implementation of adaptive FIR filters using FPL devices, with a BLMS structure for the update of the adaptive FIR filter coefficients that reduces the computational load while retaining good convergence properties. The proposed RNS filters are about 65% faster than 2C designs and require fewer logic elements in most cases. Concretely, complexity is reduced up to 13% when $\varepsilon$-CRT converters are used.
Table 1. Resource reduction and speed-up achieved by an adaptive FIR filter built in RNS-FPL technology when compared to the equivalent 2C system.

<table>
<thead>
<tr>
<th>N</th>
<th>W</th>
<th>2C Adaptive FIR Filter Implementation</th>
<th>RNS-based Adaptive FIR filter implementation CRT/ε-CRT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LEs</td>
<td>F (MHz)</td>
</tr>
<tr>
<td>----</td>
<td>----</td>
<td>-----</td>
<td>---------</td>
</tr>
<tr>
<td>8</td>
<td>34</td>
<td>4255</td>
<td>91</td>
</tr>
<tr>
<td>16</td>
<td>35</td>
<td>8121</td>
<td>84</td>
</tr>
<tr>
<td>24</td>
<td>36</td>
<td>12102</td>
<td>80</td>
</tr>
<tr>
<td>32</td>
<td>36</td>
<td>16104</td>
<td>79</td>
</tr>
</tbody>
</table>
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Abstract. Distributed Arithmetic techniques are widely used to implement Sum-of-Products computations such as calculations found in multimedia applications like FIR filtering and Discrete Cosine Transform. This paper presents a flexible, low-power and high throughput array for implementing distributed arithmetic computations. Flexibility is achieved by using an array of elements arranged in an interconnect mesh similar to those employed in conventional FPGA architectures. We provide results which demonstrate a significant reduction in power consumption in addition to improvements in timing and area over standard FPGA architectures.
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1 Introduction

The arrival of portable devices processing audio and video data endorses the need for solutions providing high-speed and low-power consumption for implementing the compute-intensive multimedia calculations. Hardwired implementations of such algorithms are not suitable, as a margin of flexibility is required due to the constantly changing algorithms and DSPs provide low-throughput and high power-consumption. In the past years reconfigurable hardware has emerged as a low-cost and flexible solution for high-throughput custom hardware at the cost of increased power consumption and area.

As reported earlier in [1], a reconfigurable array specific to one type of calculation provides a good compromise between flexibility, power-consumption, area and performance when compared to DSPs, FPGAs and hardwired solutions. This paper presents a reconfigurable architecture specific to computations that can be implemented in Distributed Algorithms [2]; this includes computations such as DCT and FIR filtering used in video and audio systems.

Previous domain-specific and coarse-grain reconfigurable architectures are more processor based; e.g. [3] provides simple programmable processors interconnected together for the execution of complex algorithms. In [4] the datapath of a processor can be reconfigured during run-time to adapt to calculations. The architecture proposed in this paper is based on a heterogeneous array with a mesh of interconnects.
that is able to provide more parallel computations and a higher throughput at a lower frequency. Previous programmable and configurable architectures for DCT such as the one presented in [5] provide limited flexibility in the wide range of possible implementations that could be suitable. By using FPGA-style interconnects and elements we can provide greater flexibility at a lower-level.

The paper is organized as follows: In section 0 the algorithms to be supported are overviewed. Section 0 describes the reconfigurable system and the proposed array, and in section 0 the performance of the proposed array is assessed.

2 Target Algorithms

Distributed Arithmetic (DA) [2] is a technique used to compute the inner product of two vectors, where one of the vectors is a constant. Multiplications by fixed coefficients are replaced by ROM tables and shift-accumulate operations. The basic DA scheme has shift-registers to convert the $N$ parallel input coefficients into bit-serial data. The bits at the output of the $N$ shift-registers are combined to form the $N$ bits wide address for the ROM table. $N$ different ROM tables are provided. The output coefficients are found by shift-accumulation of the output of the ROM tables (see Fig. 3 below).

Discrete Cosine Transform (DCT) [7] is an algorithm used in many compression standards like MPEG and is suitable to be implemented using DA. A number of DA implementations of DCT exists, each having different features and compromises [6]. The array presented in this paper is flexible enough to support a number of DCT implementations with features such as: CORDIC based DCT [8], digit-serial implementations [9], memory reduction using the odd-even decomposition [9], DCT size and precision change.

3 Reconfigurable System

The authors recently introduced a System-on-Chip (SoC) architecture compromising domain-specific reconfigurable arrays in [1]. A number of configurable arrays can be embedded in the system, each specific to a computation, such as Motion Estimation or DCT. The arrays are configured dynamically by the processor or the DSP. The input data to the arrays is fed either by the DSP or the processor and the output is read back from the array. The elements of the array are described below.

3.1 Clusters for Distributed Arithmetic

A general DA implementation of a Sum-of-Product requires the following elements:

- Shift registers to convert bit-parallel input coefficient to bit-serial or digit-serial data.
- Memory elements to store the content of the ROM replacing the multiplication.
- Shift-accumulators for calculating the result.
Additionally, adders and subtracters are needed to implement techniques such as the odd-even DCT decomposition. It was thus chosen to use two types of elements in the array: a memory element and an element for add/sub/shift and accumulation, as detailed below. A cluster is formed by combining four such elements together using configurable switches. The clusters are arranged in an array as shown in Fig. 1. More add-shift clusters are used than memory clusters, due to the needs of the application. The columns are arranged uniformly to simplify manual routing and placement.

### 3.1.1 Memory Element

In this initial architecture the memory element used is a dual-port 1-Kbit RAM. Four such elements are packed into a memory cluster. The cluster contains logic, similar to the one found in [10], allowing to configure the memory in a number of geometries as shown in Table 1. The size of the memory was chosen according to the most used memory sizes in DCT calculations.

<table>
<thead>
<tr>
<th>Word Size</th>
<th>Bits per word</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4-bit</td>
</tr>
<tr>
<td>256</td>
<td>x</td>
</tr>
<tr>
<td>512</td>
<td>x</td>
</tr>
<tr>
<td>768</td>
<td>x</td>
</tr>
<tr>
<td>1024</td>
<td>x</td>
</tr>
</tbody>
</table>

### 3.1.2 Add and Shift Element

To support most DA calculations, the add-and-shift element can be configured to act as the following:

- Adder/Subtractor
- Loadable shift-register useful for parallel-to-serial conversion. Right and left shifts supported.
- Accumulator. The adder in the accumulator can be dynamically configured to subtract.
- Shift-accumulator to be used at the ROM table output in DA calculations.

The elements have a programmable register at the output that can be enabled to support pipelined implementations. Every element is 4-bits wide; four elements are grouped into a cluster with interconnects provided to support cascading in order to allow wider bit ranges (up to 16-bit).

### 3.2 Mesh Interconnects

As described earlier in [1], symmetrical mesh interconnects are used to provide the connections between the clusters. Two types of tracks are provided: Six 8-bit wide tracks for data and six 1-bit tracks for control lines. Interconnects are composed of connection-boxes (C-Boxes) that connect the pins of a cluster to the tracks and switch-boxes (S-Boxes) that connect together the intersections of tracks. As in [1], the C-Boxes have a flexibility of $F_c=6$ and the S-Boxes of $F_s=3$, as defined in [11].
The configurable switches are implemented using tri-state buffers, which greatly increases the area, timing and power consumption of the array [12], when compared to using pass-transistors. Using tri-state buffers makes the architectures designed synthesizable, portable to any process and compliant with the design-flow used for the rest of the SoC.

![Diagrams of clusters and connection boxes](image1)

**Fig. 1.** Clusters arrangement in the array. More add-shift clusters are used due to their need.

**Fig. 2.** Connection Boxes and Switch Boxes connect the clusters together [11].

## 4 Array Performance

The benchmark circuit used is a simple 8-point 1-D DCT using bit-serial DA without memory compression, as shown in Fig. 3. This circuit is manually mapped to the array as follows:

- Each 12-bits shift register is mapped to three add-and-shift elements.
- Each 2-Kbit memory is mapped to two 1-Kbit memories preprogrammed and used as ROMs.
- Each 16-bit shift accumulator is mapped to four add-shift modules from one cluster.

By implementing this benchmark circuit, our array was compared to a standard hardwired ASIC specially optimized for DCT and a commercial Xilinx Virtex-E FPGA. The measured power consumption, area and maximum frequency is shown in Table 2. All of these systems use .18µm CMOS technology and run at 1.8V and 10MHz.

The area of the Virtex-E and our implementations does not include the area used by the configuration memory, but includes the area used by interconnects and reconfigurable switches. The Xilinx area estimation is based on the assumption that a slice and its belonging C- and S-boxes have an area of 3303 µm²; 71 slices are needed to implement one row. It can be seen that our implementation is 14% smaller than the Virtex-E area, however, this stays significantly larger than the hardwired implementation. This is partly caused by the fact that in the ASIC implementation no
RAMs are used for storing the coefficient but hardwired logic is used to implement the coefficient ROM tables, which greatly decreases the area and limits the flexibility.

The power consumption values measured for our array and for the hardwired implementation are obtained using post-routing simulation with typical switching activity. In the case of the Virtex-E FPGA, the power consumption is obtained with typical estimations provided by Xilinx. In both array cases, the power values include the power consumed by the configuration circuit. Our array consumes 38% less power than the Xilinx implementation since it has less interconnects and operates using larger clusters. Our reconfigurable array consumes 277% more power than ASIC due to the added switches, and also partly to the use of RAM over hardwired-LUTs.

With respect to timing, our array has a maximum frequency around 54% higher than that of Virtex-E. This is still 63% less than the maximum frequency achievable with hardwired ASIC due to the delays added in reconfigurable switches and to the higher-loads and longer routing.

Table 2. Performance comparison between hardwired ASIC, our array and a commercial Xilinx FPGA on one row of the array.

<table>
<thead>
<tr>
<th></th>
<th>.18µm ASIC</th>
<th>Our array</th>
<th>Xilinx’s Virtex-E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area (µm²)</td>
<td>17 483</td>
<td>202 366</td>
<td>234 510</td>
</tr>
<tr>
<td>Power cons. (mW)</td>
<td>0.52</td>
<td>1.965</td>
<td>3.2</td>
</tr>
<tr>
<td>Max Freq. (MHz)</td>
<td>210</td>
<td>77</td>
<td>50</td>
</tr>
</tbody>
</table>

Fig. 3. 1-D DCT implemented using DA. For 8-points DCT 8 rows or elements are required.

When comparing the DCT implementation on our array to that on Virtex-E, it should be noted that the routing was done manually in the case of our array, while it was done with automatic software on Virtex-E, meaning that the performance of our array could have been more optimized if software was used for generating the routing and placement.
5 Conclusion

In this paper, we have introduced an embedded reconfigurable array targeting Distributed Arithmetic (DA) operations. The architecture is based on programmable clusters of add-shift and memory elements arranged in an array. Different levels of reconfigurable interconnects are provided to allow flexible mapping of diverse DA algorithms, such as a wide range of DCT computations, to the array.

The performance measured shows that DA implementations on the proposed architecture provide considerable improvements over standard low-level FPGAs ones: Power consumption is reduced by 38%, occupied area is decreased by 14% and the maximum operating frequency is increased by 54%.

When comparing the array with standard ASIC implementations, it becomes clear that this architecture provides a compromise between hardwired ASIC and generic FPGA solutions in terms of flexibility, area, timing and power consumption when used in portable multimedia devices.
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Abstract. In this paper, we propose a design and implementation method for priority queuing mechanisms on FPGAs. First, we describe behavior of WFQ (weighted fair queuing) with several parameters in a model called concurrent periodic EFSMs. Then, we derive a parameter condition for the concurrent EFSMs to execute their transitions without deadlocks in the specified time period repeatedly under the specified temporal constraints, using parametric model checking technique. From the derived parameter condition, we can decide adequate parameter values satisfying the condition, considering total costs of components. Based on the proposed method, high-reliable and high-performance WFQ circuits for gigabit networks can be synthesized on FPGAs.

1 Introduction

Due to recent progress of IP telephony and video/audio streaming systems, it has been very important to provide QoS (Quality of Service) in wide area networks.

In typical situations, it is required for high-end routers for backbones to process up to 10 Gbps traffic, while SOHO routers at most 100 Mbps traffic at cheaper cost. In order to reduce development costs in hardware implementation, it is desirable to use the same architecture for both high-end and SOHO routers, and to synthesize circuits with the specified performance only by adjusting parameters such as CPU/memory speed, circuit size, etc.

In this paper, we propose a flexible and reliable hardware design and implementation method using concurrent periodic EFSMs [3] and parametric model checking [4].

2 High-Reliable Design and Implementation Method

In the proposed method, we design and implement hardware circuits as follows: (1) describe behavior of a target system with several parameters in concurrent periodic EFSMs; (2) derive parameter conditions for deadlock freeness in the system using a parametric model checking technique; (3) derive a scheduler that allows all EFSMs to
execute only schedulable paths (satisfying time constraints, synchronization conditions, and so on) by assigning appropriate values to parameters; (4) derive VHDL-description which correspond the each EFSM and the scheduler module; and (5) implement the VHDL-description on FPGA with a commercial tool.

Concurrent Periodic EFSMs: EFSM is an extended FSM which has registers to deal with variables. Each transition rule is defined as $s_{cur} \xrightarrow{a[guard]} s_{next}$. Here, $guard$ is a transition condition. If the value of the transition condition $guard$ is true at state $s_{cur}$ and event $a$ is executed, then the EFSM moves to state $s_{next}$. By using time variables in transition conditions, we can give a constraint for execution time of each event.

We assume that every path (event sequence) from the initial state has the special dummy transition $\psi$ as the last event of the path where the transition condition of $\psi$ is specified so that the path can be executed in the specified time interval $T$. In our model, the multi-way synchronization mechanism [2] can be specified among EFSMs so that any subset of EFSMs can synchronize with each other by exchanging data when some conditions hold among the subset. By using multi-way synchronization, we can easily describe the real-time hardware system consisting of multiple parallel modules which frequently interact with each other by exchanging messages.

Parametric Model Checking: In [4], we have proposed a parametric model checking method for a periodic EFSM. In our method, temporal properties are written in RPCTL (Real-time and Parametric extension of Computation Tree Logic). Since the model is restricted to be periodic, our method can derive parameter conditions efficiently by analyzing at most three periods’ behavior of a given periodic EFSM (see [4] for details).

Here, we use the parametric model checking method in [4] for obtaining the parameter condition. However, other model checkers such as Ref. [1] can be also used when the specifications are restricted in a class which the model checker can treat.

Hardware Synthesis of Concurrent Periodic EFSMs: In [3], we have proposed a tool to generate RT-level VHDL descriptions from given system specifications in concurrent periodic EFSMs. In the derived VHDL description, EFSMs are implemented as sequential circuits working with the same clock, and the multi-way synchronization among EFSMs is implemented as AND gates with priority encoders. Moreover, the scheduler which controls EFSMs to execute only schedulable paths (i.e., path satisfying time constraints) is implemented (see [3] for details).

3 Application and Evaluation

Specifying Priority Queuing Mechanism

In WFQ mechanism, each packet has its own priority called $class$, and different queues are used for the classes. We can assign priorities among classes so that total output amounts from queues are proportional to the fixed rates given to the corresponding classes.

As shown in Fig. 1, we compose the WFQ mechanism of four parts that are $Pi, Q(i), Po$ and $Sch$. Here, each $Q(i), 1 \leq i \leq CMAX$ is responsible for storing and extracting
Fig. 1. Modules for WFQ in model concurrent periodic EFSM

packets with class $i$ to/from the $i$-th queue. $Sch$ is the WFQ algorithm described based on [5]. As a total, CMAX+3 periodic EFSMs are executed in parallel. In Fig. 1, $n_{in}$ and $n_{out}$ are gates which correspond to an input link from the network to the router and an output link from the router to the network, respectively. And, $a$ and $b$ are internal gates which are used as interaction points between $Pi$ and one of $Q(i)$, ..., $Q(CMAX)$, between one of $Q(1)$, ..., $Q(CMAX)$ and $Po$, respectively.

3.1 Experimental Results and Evaluation

Using our tools proposed in [3], we have synthesized the RT-level VHDL description from the specification of WFQ in Fig. 1. Before synthesizing circuits, we must assign appropriate values to constant parameters explained in the previous section. The parameter condition derived by the technique in Sect. 2 was

$$2n(h+1) \cdot CLP \leq \text{Period} \quad \text{and} \quad (2n-1)(h+1) \cdot CLP + MT \leq \text{Period}$$

$$\text{and} \quad 6n \cdot CLP \leq \text{Period} \quad \text{and} \quad (2n-1) \cdot 3CLP + MT \leq \text{Period}$$

Here, $h = \lfloor \log_2 \text{CMAX} \rfloor$. We also assume that $n$ is the number of parallel execution of $Pi$, $Po$ and $2n \leq \text{CMAX}$ (When $n = 2$, two EFSMs are executed in parallel for $Pi$ and $Po$, respectively, that is, two packets can be processed in a period).

Parameter Decision for High-end Routers: In this case, it may be considered that performance is more important than component costs. So, we choose components to minimize $\text{Period}$, that is, make values of $MT$ and $CLP$ as small as possible. When we select Stratix series of Altera whose maximum clock frequency is 420MHz. Thus, the lower bound of $CLP$ is $1/420\text{MHz}=2.38\text{ns}$. Stratix series support PC1600 DDR SDRAM memory. If we suppose that packet size is 1500B (bytes) and data bus size is 64 bit, we obtain that $MT = 1500 \times 8/64/200\text{MHz}=938\text{ns}$. 
On the other hand, the circuit size of WFQ can be represented by \( C + \alpha \cdot CMAX + \beta \cdot CMAX \cdot QMAX + \gamma \cdot (n - 1) \). Here, \( C, \alpha, \beta \) and \( \gamma \) denote the common circuit size, the additional circuit size by adding one class, the size when increasing the queue depth by one, the size when increasing \( n \) by one, respectively. In our preliminary experiments, we know that \( C = 2718 \text{LE (logic elements)}, \alpha = 57 \text{LE}, \beta = 0.1 \text{LE}, \) and \( \gamma = 266 \text{LE} \).

When we require that \( CMAX = 64, QMAX = 256, \) and \( n = 4 \), the required circuit size will be 9180 LE. If we select Stratix series, therefore, we will find that EP1S10 (10570LE, 70USD) is enough with regard to the circuit size. The required memory size is \( 64 \times 256 \times 1500 \text{B} = 197 \text{Mbit} \). Then using two 128Mbit chips of PC1600 DDR SDRAM (about 2USD per chip) is sufficient. Since \( n = 4 \), we need at least 4 DRAM chips. Consequently, the total cost is calculated as about 78USD in this case.

Actually, this WFQ circuit implemented on Stratix FPGA device can work at 108.9 MHz. From parameter condition \( (2n - 1) \cdot (h + 1) \cdot CLP + MT \leq \text{Period} \), we obtain that \( \text{Period} = 1.39 \mu \text{sec} \). Since four packets can be processed every period for the best case, the performance will be about 34.6Gbps.

When we design and implement hardware circuits with different components to achieve various performance, we have to describe the corresponding specification for each circuit. In our method, based on the same specification, we can derive parameter conditions for satisfying a specified property such as deadlock freeness and synthesize the hardware circuits for satisfying different requirements by deciding parameter values.

4 Conclusion

In this paper, we have proposed a design and implementation method for a WFQ algorithm using concurrent periodic EFSMs and a parametric model checking. In our method, we can derive parameter conditions for deadlock free property with several parameters such as maximum input/output link speed of a router, the number of classes, memory speed, and so on. From experimental results, we believe that our method can be used for design and implementation of QoS routers for various environments by only adjusting parameter values considering cost and performance of components.
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Abstract. This paper details the architecture and implementation of a tag computation circuit for a Self-Clocked Fair Queuing (SCFQ) Scheduler. The core objectives of the presented project is the implementation of a custom accelerator circuit that is optimized to process tag values for terabit router nodes operating at 10 Gbps per link. The system is implemented using FPGA technology and provides extended programmability to adapt the tag computation to a range of custom scheduling schemes.

1 Introduction

One of the major shortcomings of the current Internet is the best effort services. On the other hand, the traffic diversity is increasing with new emerging services producing variable and burst traffic patterns requiring extremely low network delay. It has become a necessity to differentiate Internet and service based traffic on their type and priority. The QoS issue with regards to the Internet has been one of the main research topics of the industrial and academic research community over the last six years. Numerous protocols, traffic handling schemes and techniques have been proposed and implemented.

The research presented in this paper is based on IP QoS research and investigates hardware architectures for accelerator circuits and network processing elements for terabit core routers. It examines parallel processing architectures for programmable scheduling and presents an architecture and implementation of a SCFQ scheduler using a FPGA.

2 Weighted Fair Queuing

WFQ is probably the most well known fair queuing algorithm for fair scheduling of variable size packets. It allows an arbitrary number of end-to-end connections having a fair access to a link. WFQ is computationally complex and causes a significant implementation problem for high throughput rates. The computation complexity of
virtual time occurs, as whenever there is a change from busy to idle or reverse in a class, the algorithm requires further computation.

Using the same principles of WFQ, Self-Clocked Fair Queuing (SCFQ) is an approximation of the same calculation. The virtual time used in SCFQ is a measure of the progress of the system itself. Whenever the system changes state from busy to idle, virtual time resets to zero. In fact, SCFQ computation of virtual time is much simpler than that of WFQ and is therefore much more practical solution. It does not always achieve the delay and fairness properties of WFQ but these disadvantages are easily outweighed by the ease of implementation.

3 Tag Computation Architecture

Tag computation plays a vital role in the scheduling procedure of many fair queuing scheduling schemes. The method for computing finishing tags determines not only the fairness of the scheduling process but also the throughput rate i.e. how many finishing tags can be computed per second. Our research investigates architectures that are optimized for a specific technology, in this case FPGAs. The presented finishing tag computation circuit is highly parallel and pipelined. It is composed of a range of distributed on chip memory blocks.

Figure 1 shows the block level description of the finishing tag computation block. It is composed of four main blocks; $R_k$ Evaluation, IP Acquire, Tag Value Calculation and Virtual Time. Two lookup tables, one for $R_k$ lookup and another for tag data lookup, are implemented using Stratix embedded block RAMs.

3.1 $R_k$ Lookup and IP Acquire

The $R_k$ lookup table is composed of 8 Stratix M4K RAM blocks of 4kbits per block accommodating up to 1024 lookup entries. Figure 2 shows the data flow of the $R_k$ lookup. The lookup table can be addressed by the TrafficType, or by the AddTg which are determined by the packet classifier at the switch/router input port. This feature allows the tag computation block to be programmable to support per class or per flow queuing or a mixture of both. The lookup table translates the traffic type into an
equivalent $R_k$ which will be used to calculate the individual finishing tag for each IP packet. The lookup table size determines the number of flows simultaneously supported by the SCFQ scheduler. The presented implementation supports up to 1024 flows. The QoS adjustment of each individual traffic type or flow is accomplished with the assigned $R_k$ value.

The IP Acquire block is similar to the $R_k$ lookup block and is composed of 8 Stratix M4K RAM blocks. It looks up the $PrvTgValue$ (previous finishing tag value) and the $PktNo$ (previous packet number) for finishing tag computation. Figure 3 shows the block diagram of the IP acquire block.

### 3.2 Virtual Time and Tag Calculator

The Virtual Time block is a counter circuit producing an integer count value to emulate the motion of time for the SCFQ scheduler. The finishing tag may run for infinite time whereas the CVT will only be a finite value. Tag computation is carried out by the tag calculator block. Figure 4 illustrates the data path of the tag calculator block.
The tag computation circuit is a pipelined parallel map of the tag computation algorithm [1] and is able to compute one tag value per clock cycle.

4 Circuit Study and Conclusions

The finishing tag computation circuit is synthesized and targeted to the smallest Altera Stratix device [4] using Synplify Pro and Altera Quartus II tools. The speed and area performances are examined. The post-layout synthesis results are included in Table 1.

### Table 1. Post-Layout Synthesis Results for Altera EPIS10F484C5

<table>
<thead>
<tr>
<th>Device</th>
<th>Clock Speed</th>
<th>Logic Cells</th>
<th>Register Bits</th>
<th>RAM Blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPIS10F484C5</td>
<td>17.65 MHz</td>
<td>1,662 (16%)</td>
<td>358 (4%)</td>
<td>16 M4K RAM (27%)</td>
</tr>
</tbody>
</table>

Although the latest high performance FPGA technology with embedded high speed memory has been used, the maximum speed of the circuit is significantly lower than expected. A circuit speed of 17.65 Mhz means 17.65 million tag computation per second can be achieved. The circuit is optimized to perform one finishing tag computation every clock cycle. Assuming a minimum IP packet length of 80 bytes, the tag computation circuit is able to service a link with a throughput rate of 10 Gbps, fulfilling the minimum requirement.

The presented architecture demonstrates that new generation FPGA architectures with a range of embedded peripherals and memories are an ideal platform for high throughput programmable network processing allowing the implementation of Tera-bit network nodes.
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Abstract. One of the most important areas of a network intrusion detection system (NIDS), stateful inspection, is described in this paper. We present a novel reconfigurable hardware architecture implementing TCP stateful inspection used in NIDS. This is to achieve a more efficient and faster network intrusion detection system as today's NIDSs show inefficiency and even fail to perform while encountering the faster Internet. The performance of the NIDS described is expected to obtain a throughput of 3.0 Gbps.

1 Introduction

"Stateful inspection" is applied in Network Intrusion Detection Systems (NIDS) and is a more advanced network security tool than firewalls. It is used for checking the handshakes in a communication session by using detailed knowledge of the rules of the communication protocol. This is to make sure that it is completed in an expected and timely fashion. By checking a connection (packet by packet) – not just one single packet, and knowing what has just happened and what should happen next, stateful inspection detects incorrect or suspicious activity and alerts flags to the system administrator [1].

1.1 TCP Connection Stateful Inspection

TCP (Transmission Control Protocol) [2] is an important Internet protocol. It provides a full duplex reliable stream connection between two end points in the TCP/IP network. The approach of using stateful inspection will be one of the best ways (maybe the only way) to monitor a TCP connection.

In NIDS Snort, a software based STREAM4 preprocessor with 3000 lines software code is designed to conduct the TCP stateful inspection performing two functions: Stateful inspection sessions (monitoring handshakes) and TCP stream reassembly (collecting together packets belonging to one TCP connection). Testing Snort on various networks has shown that the STREAM4 preprocessor leads to a bottleneck in Snort for some network traffic environments (details can be found in [3]). Thus, to improve the performance of Snort, we would like to explore how reconfigurable hardware might be used to replace the STREAM4 TCP stateful inspection.
2 Exploiting New Implementation Methods for TCP Stateful Inspection

The new approach would be to process the stateful inspection in hardware rather than software as usual. Implementation in Field Programmable Gate Arrays (FPGAs) is appropriate to make such explorations. The new hardware architecture is proposed in Fig. 1. This unit will be an add-on unit for the computer running the Snort software.

Incoming packet data (32 bit width) is input to the reconfigurable hardware unit which processes the TCP three way handshake and the Server and Client TCP stream reassembly. The information of the packet header will be stored in some registers based on the libpcap library which is used in Snort to get a packet off from the wires.\(^1\) The basic packet header information most frequently referenced are the sequence number, acknowledge number, window size and TCP flags such as the SYN and ACK bit.

The TCP connection state unit is implemented as a state machine to check the three way handshake of the TCP connection. After establishing the proper connection (by TCP three way handshake), the data over a TCP connection can be exchanged between the Client and the Server. The processing of data flowing to the Server side and the Client side can be performed separately and in parallel, even if the Server and the Client TCP stream reassembly units conduct the same function. This means that packets sent to the Server and the Client side are reconstructed individually in independent hardware units. By doing this, the processing of TCP stream reassembly units in a NIDS is accelerated, of course, at a cost of extra FPGA resources. Two 32 bit DMUXs (one for header and one for payload) are added to separate incoming packets into the Server and the Client packets. The reason for doing this is to feed incoming packets into the Server TCP stream reassembly unit and the Client TCP stream reassembly unit.

\(^1\) Registers for the packet header are not shown in Fig.1.
unit, respectively. The TCP stream reassembly units are running in parallel and determine which packets need to be stored in the “Client packet” or the “Server packet” memory. This avoids the need for large TCP stream reassembly buffers.

Two 32 bit comparators and one 32 bit adder are needed to implement one TCP stream reassembly unit. If the sequence number of an incoming packet is outside of the band size (band size is decided by the initial sequence number (ISN) and window number), the packet will be dropped. The payload of the packet is otherwise stored into the “Server packet” memory or “Client packet” memory respectively, to reconstruct the data for a succeeding detection engine. By pipelining the TCP stream reassembly, the “Server packet” memory and the “Client packet” memory unit, the total performance can be enhanced.

The size of the packet memories are 5x32 bit (16 bit data bus). 5x32 bit is required as the signature pattern can be matched at a maximum of 5x32 bits in the succeeding detection engine [4]. However, a dual port (write/read) memory is required for the Server/Client packet units with minimum size of 5x32 bits. Using a dual port RAM for the packet memory is important to be able to receive new data when matching (reading) is concurrently undertaken.

Virtex XCV1000-6 FPGA to be used in this work contains RAM blocks called SelectRAMs. Each has a capacity of full synchronous dual ported 4096-bit memory and is ideal to implement the Server/Client packet unit. One such block SelectRAM can be configured as a memory with different data widths and depths. However, since dual port RAM is required, the maximum data width is limited to 16 bits. The library primitives, the RAMB4-S16-S16 is dual ported where each port has a width of 16 bits and a depth of 256 bits which is available in the XCV1000-6. By considering the size of the RAMB4-S16-S16 and the packet which has 32 bit data width, two such block SelectRAMs are therefore needed to implement one 32 bit data bus packet memory – see Fig.2. Since there are two packet memories (the Client and the Server), a total of four block SelectRAMs are therefore needed to implement the “Server packet” and the “Client packet” memory units.
Processing the data flow on the Server side and Client side in parallel and eliminating the need for a large reassembly buffer are our main contributions to improve the process of TCP connection in a NIDS. This makes it different from the approach in [5]. Data path processing in parallel is the main feature used when implementing the Server and the Client TCP stream reassembly in FPGA. Thereby the performance of NIDS facilitated by the method could be enhanced.

3 Experiments

Our implementation of this study is analyzed by using the ISE FPGA tool from Xilinx [6]. Designs are to be mapped onto a Virtex XCV1000-6 FPGA.

All individual modules such as TCP connection state, TCP stream reassembly unit and DMUX are implemented in VHDL. The simulation of those functions were conducted by the Modelsim XE II v6.5a simulator [6].

Except for the packet parsing, the whole system has been placed and routed into a XCV1000-6 FPGA. The minimum clock period for data from input to output is 10.467 ns which corresponds to a throughput of 3.06 Gbps.

However in IP/TCP networks, the Server often needs to be able to handle multiple connections simultaneously. Hence, multiple TCP connections have to be considered in this study. The process which consumes most SLICEs in the FPGA is the module which does doing the TCP three way handshake. Although there are 12288 SLICEs in one XCV1000-6 FPGA, the possibility of having multiple TCP connections is limited to the capability of implementing units of the “Server packet” memory and the “Client packet” memory in one such FPGA. The reason for this is that the height of the CLB array in one FPGA decides the number of block SelectRAMs, consequently determining the size of the packet units. One XCV1000-6 FPGA with the amount of 32 block SelectRAMs can therefore implement only 8 TCP connections. Although the size of the SLICES of such an FPGA should be checked to see if it is enough to implement remaining modules of 8 TCP connections simultaneously.

By using a Virtex XCV812E FPGA which has 280 block SelectRAMs as used in [5], 70 multiple TCP connections can be expected to be implemented in one FPGA.

4 Conclusions

Stateful inspection over a TCP connection is studied and implemented in FPGA based hardware to remove the bottleneck of TCP connection in a network traffic environment. A novel approach using reconfigurable hardware is introduced. Experiments show that the performance could be improved by this implementation to a throughput of 3.0 Gbps.
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Abstract. Fingerprint is graphical flow-like ridges presents on human fingers. Each fingerprint is unique, offering a clear and unambiguous method to identify an individual. The uniqueness of each fingerprint is determined by fine details embedded in its overall structure, named minutiae. Fingerprint classification system is CPU time intensive, usually implemented in software. This paper presents an alternative way to identify the minutiae from fingerprints, aiming real-time processing. In the first part is implemented the alternative algorithm in software (Delphi) and after this is presented an architecture to be implemented using a configurable devices (FPGA). The performance of this algorithm, in hardware and software, are analyzed, presenting the spent time within each system block.

1 Introduction

Fingerprint is graphical flow-like ridges presents on human fingers. They have been widely used in personal identification for several centuries. The uniqueness of each print is determined by fine details embedded in its overall structure that is known as minutiae. In figure 1 is showed some fingerprint details, where are presented minutiae, core and axis.

2 Proposed Algorithm

The algorithm proposed in this paper is considered the state-of-the-art and well different of the existing solutions found in automated fingerprint systems. The main goal is to implement a system in a hardware environment to obtain high performance. To obtain this performance the algorithm used is based on simple tasks.
The algorithm is divided in the following processing steps: (i) input filter represented by a Gaussian filter; (ii) gradient and direction computation; (iii) ridge detection; (iv) minutiae detection. These steps are illustrated in Figure 2. In the Figure 3 we can see the results of the processing.
3 Proposed Architecture

The block diagram presented in Figure 4 corresponds to the hardware partition of the system. The system is organized as a pipeline, to increase the final throughput. The tasks executed in hardware, by the FPGA device are the Gaussian filter, the gradient and direction computation, the ridge detection and thinning, and the minutiae detection.

4 Hardware x Software Results

In Table 1 are presents software and hardware performance for complete fingerprint image (256 x 256 pixels). Software processing was made by PentiumII 233 MHz and hardware processing was made using device FPGA EPF10K50EQC208-1 from FLEX10KE family. The performance of this device was 27.65Mhz, that means 35.9ns for each clock period.

Conclusion and Future Works

This paper present a techniques study used in systems of fingerprints processing. It was also presented a proposal that can be implemented in configurable devices (FPGA). One of the main advantages of this algorithm of minutiae location in relation to those presented in the section State of the Art, is that the functions are accomplished without use complex calculations, that is to say, that allows that this algorithm is implemented easily in hardware. For future work that can be made, is implementation of the classification method of the fingerprints. Like this being, at the end of the whole processing a complete system will be implemented in a device FPGA (System-on-to-chip - SOC).
**Table 1.** Performance between Software x Hardware

<table>
<thead>
<tr>
<th>Process</th>
<th>Software (milliseconds)</th>
<th>Hardware (milliseconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian Filter</td>
<td>1,540.00</td>
<td>302.94</td>
</tr>
<tr>
<td>Gradient and direction computation</td>
<td>650.00</td>
<td>234.87</td>
</tr>
<tr>
<td>Ridge Detection and thinning</td>
<td>820.00</td>
<td>48.64</td>
</tr>
<tr>
<td>Detection of minutiae (average)*</td>
<td>8,840.00</td>
<td>3.48</td>
</tr>
<tr>
<td>Total</td>
<td>11,850.00</td>
<td>302.94</td>
</tr>
</tbody>
</table>

* Due scale range, is not possible to see the hardware time in the chart
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Abstract. Verification of large VLSI digital circuits is primarily accomplished through simulation. In general, there is a trade-off between speed of processing and accuracy. Software simulation tools can be very accurate but are very slow compared to logic accelerators and emulation systems. These latter systems, many FPGA based, while two to three orders of magnitude faster than software, deliver inferior timing analysis, in the latter case and cycle-based simulation it is merely equivalent to functional simulation. APPLES (Associative Parallel Processor for Logic Event-driven Simulation) is the first Full Gate-timing Logic Hardware Simulator, implemented in Xilinx Virtex-II technology. APPLES is a true simulator, delivering timing analysis with the accuracy of a software simulator, but has the distinction that processing is executed entirely in hardware devoid of any machine code. This has the potential to permit APPLES to be one to two orders of magnitude faster than equivalent software systems.

1 Introduction

In the testing and verification of digital circuits Logic Simulation plays a pivotal position, occupying an area where speed of computation is as an important consideration as the accuracy of the results. Parallel processing has been investigated extensively as a means to accelerate computational speed, but has had limited success. Compiled code and Event-driven simulation [1],[2],[3],[4],[5] are the two strategies from the sequential environment that have been employed in parallel logic simulation. Particularly important are synchronous event-driven MIMD. To obtain optimal performance, consideration must be given to Global synchronisation between processors. Unfortunately some of these tasks contribute significantly to the Communication overhead. Soule and Blank [6] and Mueller-Thuns et al [7] have studied these systems and under optimal conditions the best speedup figures were between 3 and 5 on an 8-processor iPSC-Hypercube. Fundamental communication and synchronisation issues in parallel logic simulation can be found in [8],[9],[10],[11],[12] and [13]. State of the art accelerators can be found at various commercial websites [14].
2 The APPLES Architecture

In APPLES (Associative Parallel Processor for Logic Event-driven Simulation), a succession of signal values that have appeared on a particular wire over a period of time are stored in a specific word in an Associative memory in a time ordered sequence.

This associative memory structure permits gate evaluation to be performed through a number of parallel test patterns. Therefore, all gates of a particular type can be evaluated in the time it takes to apply the test patterns. For example, as shown in Fig. 1., if a unit-delay AND gate output is going to transition from logic 1 to logic 0, it is necessary to know the signal values at the current time \( t_c \) and the previous time interval \( t_{c-1} \). Assume we are using 8-state logic, where 3 bits are required for each signal value. Two simple bit pattern tests will suffice. If ANY current input value is logic 0 (Test T1) and NONE of the previous input values are logic 0 (Test T2), then the output will change to logic 0. Different delay models are constituted by alternative test patterns.

Active gates are identified as gates that have passed all necessary tests. When all tests for the current time period are concluded the fan-out gate inputs affected by these active gates are updated. All signal values are time incremented by shifting the old and new input values into the least time position in the words of the associative array. A more detailed description of the APPLES processor can be found in [15],[16].
3 Benchmark Results

To evaluate the performance of the APPLES prototype, a cycle accurate Verilog version was designed and several ISCAS-85 benchmarks simulated. The gate count of these benchmarks ranged from 622 gates (C880) to 4392 gates (C7552). Furthermore, it was assumed that all circuit data was accommodatable by the APPLES’ arrays and no memory caching system was necessary. The number of cycles required to evaluate each active gate including all overhead tasks ranged from 3.6 to 5.2 cycles, where a cycle is defined as a register transfer to memory.

Initial implementation of the APPLES processor to accommodate the ISCAS benchmarks and designs up to 150K gates was realised on a Xilinx V1000BG560 (0.22 micron technology) FPGA with a 16Mbyte memory system. This design had a simple paging system, which simply brought sequentially from memory all pages to be processed at every time interval. This APPLES processor implementation running at 10MHz, simulated a circuit containing approximately 140K gates running at the same processing rate as Modelsim running on a 1.2 GHz Pentium processor. The number of clock cycles required for the Modelsim software simulator to compute each active gate was found to be in the range 1,500 to 2,100.

The V1000 FPGA implementation imposes a limited on the APPLES processor clock frequency at 21 Mhz. Transferring the same design to a Virtex-II XC2V1000 raises the clock ceiling to 56Mhz. Additional APPLES modifications such as the introduction of a cache memory system and transferring the design to the Virtex-II XC2V8000 will move this limit towards 100MHz.

4 Integrating the APPLES Processor into Existing CAD Tools

To be acceptable in existing design flows the APPLES system has been designed so that it integrates transparently. Physically, APPLES is on a board which connects to the PCI-bus of a PC. APPLES extracts its netlist information through the standard Verilog PLI interface.

During simulation runs, APPLES transmits information via the PLI interface to the host Verilog simulator. This structure enables any existing netlist Verilog files to be executed on APPLES and the output to be displayed by the GUI of the Verilog simulator. Only one line of modification is required in a standard netlist file to execute it on APPLES. Essentially, the host Verilog simulator acts as a front-end.

Analysis of APPLES system performance with circuits having gate counts of 1 million gates or more indicates that there are many issues and factors that contribute to the overall processing rate. Important contributors to simulation speed are similar to conventional software simulators and emulators, composition of testbench, idiosyncracies of the circuit being simulated and memory access rates. Nevertheless, initial benchmarking of large, million gate circuits, have maintained APPLES speed advantage. Furthermore, through the PLI interface, access is made to the Verilog testbench stimulating the circuit and other behavioural/RTL modules in the circuit.
5 Conclusion

The APPLES design indicates that the speed and capacity of current FPGA technology can be considered as a target structure not merely for prototypes but also for the eventual implementation technology of the processor itself. Decomposing standard algorithms partially or fully into hardware may be sensible economically and in terms of performance, but greater benefits may be derived when radically different approaches are considered as exemplified by the APPLES processor.
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Abstract. This paper introduces new scheduling and allocation algorithms for designing with hybrid arithmetic component libraries composed of both operation-specific components and flexible components capable of executing multiple operations. The flexible components are implemented primarily in fixed logic with only small amounts of application-specific reconfigurability, which provides the flexibility needed without the negative area and performance penalties commonly associated with general-purpose reconfigurable arrays. Results obtained with hybrid library scheduling and allocation on a variety of digital signal processing (DSP) filters reveal that significant area savings are achieved.

1 Introduction

The optimal schedule and allocation of components during high-level synthesis are hardware dependent, requiring algorithms to be altered based on the target component library. This paper introduces algorithms for scheduling operations and allocating components based on a novel hybrid arithmetic library composed of both fixed-logic components and flexible components capable of performing multiple operations. Applications implemented with such a hybrid library can reap significant area benefits.

However, hardware flexibility must not be gained at the expense of performance and area, as is the case with general-purpose reconfigurable fabrics such as field programmable gate-arrays (FPGAs). This paper introduces a new technique for designing area- and delay-efficient flexible components. Small-scale reconfigurability minimizes area and delay penalties by inserting into fixed-logic only the amount of reconfigurable logic and interconnect required to achieve the desired component flexibility. Therefore, arithmetic components designed with this technique have the flexibility to perform multiple operations but are ASIC-like in their efficiency. This enables the area gains provided by the hybrid component library scheduling and allocation algorithms to be maintained.
2 Small-Scale Reconfigurability

A flexible component could simply be the multiplexed set of fully implemented individual components. To receive any area benefit, however, the flexible component must be smaller than the total size of all individually implemented components. Partitioning operations across time instead of space, each operation can be implemented in the same physical space, invoking the proper component configuration at the necessary time. Chiricescu describes an implementation of such a ‘morphable’ unit utilizing common sub functions to implement addition and multiplication [1].

This approach can be extended using reconfigurable logic to replace fixed-logic gates in the circuit. This would even enable circuits without common sub functions to be shared spatially. Taken to an extreme, the entire circuit would be implemented much like an embedded FPGA core, with the associated area and performance penalties of general-purpose reconfigurable fabric. The key to improving efficiency is to limit the added reconfigurable logic and interconnect. The highly optimized nature of arithmetic components requires custom design of flexible components, but logic synthesis techniques such as Boolean matching [2] can be used to find the minimum distance between the set of functions to be implemented. In addition, design decisions must be made as to how to add flexibility, such as multiplexing a set of fixed-logic gates or using a single lookup table (LUT) capable of implementing each gate.

We have designed a bit-sliced flexible component capable of executing 4-bit fixedpoint addition, multiplication, and comparison. The design of the adder/multiplier part is similar to that in [1]. The base arithmetic structures used are a carry lookahead adder and a parallel array multiplier, with sections of the multiplier partial product summation network utilized for addition when in adder mode. Using small-scale reconfigurability, flexibility is added to the logic cones of the output bit-lines to implement the comparator operation.

![Fig. 1. Scheduling example: (a) Original DFG, (b) Conventional force directed list schedule, (c) Hybrid force directed list schedule](image)

3 Hybrid Library Scheduling and Allocation

Given that optimality depends on the target component library, high-level scheduling and allocation algorithms have been modified with the introduction of flexible arithmetic components. The well-known force directed list scheduling algorithm is used, with a modified force calculation and node selection criteria. For a detailed description of the conventional algorithm, refer to [3, 4]. To demonstrate the modifications to the algorithm for hybrid scheduling, consider the example data flow graph (DFG) in Fig. 1a. The
conventional algorithm produces the schedule shown in Fig. 1b, with the intent to reduce operator concurrency. Hence, nodes v2 and v3 will not be scheduled in the same time step, as they are both multiply operations with high area costs. This schedule requires 3 adders and 1 multiplier. The hybrid scheduling algorithm produces the schedule shown in Fig. 1c. The force calculations are modified such that total number of operations per cycle is minimized, rather than individual operator concurrency. This schedule requires 2 adders and 2 multipliers if only fixed-logic components are used, leading to higher area cost than the earlier conventional schedule. However, if we allocate on this schedule using a hybrid library, only 2 flexible components are needed, which has a lower area cost than the previous solutions.

As with the conventional algorithm, the number and type of components is first initialized based on the nodes along the critical path. Operations are scheduled from the ready list of nodes, using modified force as the metric for scheduling efficiency. An additional parameter, slack, which is a measure of urgency of a node, is used to guide the selection of candidate nodes. If no resources are available to schedule a node with zero slack, a component is added and the scheduling process is iterated. When choosing between equal slack nodes, the selection is made such that individual operation concurrency is equalized with the previous step. This is to reduce the probability that a flexible component would need reconfiguration when used in that particular step. Scheduling is continued until either all of the nodes are scheduled or the time budget is exceeded, in which case the process iterates with the addition of a component.

Allocation is trivial for a case with only two operation types. The two types can be considered individual sets, with their intersection representing the nodes to be implemented by the flexible component. Hence, the formula from set theory for calculating the cardinality of the intersection of two sets given their individual cardinalities and that of their union is directly applicable here. For cases with more than two disparate operations, more complicated techniques (e.g. linear programming) are needed to derive the optimum allocation.

4 Results and Conclusion

The area efficiency of small-scale reconfigurability is revealed by the component implementations described in Section 2. Normalized to the area of a comparator X: Adder - 1.44X, Multiplier - 4.5X, Adder/Multiplier Limited Flexible Unit (LFU) - 4.81X, and Comparator/Adder/Multiplier Full Flexible Unit (FFU) - 5.31X. In comparison, an equivalent multiplier on an FPGA has an area of approximately 126X.

Normalized to the delay of the multiplier (the slowest fixed component) Y, the delays of the LFU and FFU are 1.27Y and 1.36Y, respectively, and the length of each control-step must be increased accordingly. These increases (which are significantly less than that of FPGAs) must be traded off against the area savings obtained. The reconfiguration time is not considered as only a small number of configuration bits need to be set and reconfiguration will not happen every control-step. In addition, the scheduling algorithm minimizes the flexible component reconfiguration frequency.

Using a library of these components, DSP examples from the high-level synthesis literature [5,6,7] have been scheduled and allocated with our modified algorithms. The examples were scheduled with the smallest number of control-steps, and the area results (normalized to a single comparator) are revealed in Table 1. FDLS AL is the component allocation via traditional force directed list scheduling and allocation using fixed
components. FDLS HAL is the allocation of hybrid library components on the exact same schedule. HFDLS HAL uses our hybrid scheduling and allocation algorithms. The last column shows the area savings obtained, which are maximized by the combination of the hybrid scheduling and allocation algorithms and the efficient flexible component implementations provided by small-scale reconfigurability.

Table 1. Area savings of hybrid scheduling and allocation with flexible components

<table>
<thead>
<tr>
<th>CIRCUIT</th>
<th>FDLS AL</th>
<th>FDLS HAL</th>
<th>HFDLS HAL</th>
<th>FDLS AL - HFDLS HAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#flex</td>
<td>#flex</td>
<td>#fixed</td>
<td>#fixed</td>
</tr>
<tr>
<td>ELLIP</td>
<td>5</td>
<td>14.3</td>
<td>3</td>
<td>1 LFU</td>
</tr>
<tr>
<td>EDGE</td>
<td>3</td>
<td>10.4</td>
<td>1</td>
<td>1 LFU</td>
</tr>
<tr>
<td>ARFILT</td>
<td>6</td>
<td>20.9</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>FIRFILT</td>
<td>4</td>
<td>11.9</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>DIFSEQ</td>
<td>5</td>
<td>12.9</td>
<td>2</td>
<td>1 FFU</td>
</tr>
</tbody>
</table>
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Abstract. The aim of a Rapid Prototyping System for electronic circuit design is to obtain a physical model as similar as possible to the final system as the hosting technology can allow. Large digital integrated circuits are substituted by complex and advanced Field Programmable Gate Arrays (FPGA’s) which emulate the whole circuit functionality. These devices can provide more information than the pure circuit emulation itself, they provide a special scheme to access the device configuration and execution time information of the design state registers. This paper describes the UNSHADES-1 system and is focused on the set of software tools that provide easy management and access to this execution time information.

1 Hardware Debugging

Software debugging normally provides a set of tools that can help the programmer to look into the running code and inspect the contents of the variables during the execution (on a step-by-step basis). All this information is linked to the high level source code (such as C, C++, BASIC, …). Software debuggers provide a means of selecting breakpoints where the execution will be stopped and the code can be inspected. When a breakpoint is reached, then the software can be run step by step, run to the next breakpoint or run until the conclusion of the execution.

In our hardware debugging concept, different than that found in [1], but not opposed to, we try to reproduce this software debugging model, providing a closer link between the designer and the running code. Other approaches are Altera Signal Tap, tor Xilinx Internal Logic Analyzer, that are intrusive methods for registering pre-selected internal signals. In our approach, the main objective consists in obtaining a hardware scenario that can interchange the information between the emulator system and the man-machine interface in a comprehensive way, but restricted to one snapshot. Once the hardware problem is solved, the development of a set of tools to providing control and manage hardware data is our task.

This paper presents the platform UNSHADES-1 that stands for University of Sevilla HArdware DEBugging System. UNSHADES consists of a hardware platform based on a Xilinx Virtex device and a set of software tools running on a personal computer. Other Tools for inner inspection that compete with UNSHADES-1 are Jbits, LabView, JHDL, Xilinx ILA, but none is able of forcing a value to a single register.
2 UNSHADES-1 Hardware. Highlights of the Emulation System

The UNSHADES-1 is described in [2] hardware consists of a board with two FPGAs: The emulation system (the VIRTEX FPGA) called S-FPGA and a smaller FPGA with a fixed configuration, called the C-FPGA. The C-FPGA performs the transfer tasks (protocol adaptation and others) with the host PC and certain control functions. One of the tasks of the C-FPGA is related to the control of some general purpose IO lines that can be used for to provide, if needed, extra control over the emulation system. These IO lines are useful for some particular tasks related to the debugging system.

3 UNSHADES-1 Software.

The Run-Time Capture and Scheme System

From software point of view UNSHADES is fully integrated into the Xilinx standard design flow. Two files are needed for integration of UNSHADES into any Xilinx design flow: the bitstream file and the bit allocation file. The first is necessary because the initial configuration process is controlled by the UNSHADES software and the second provides the map that about the location of every register placed across the S-FPGA core and its design level name. Together these two file provide a link between the physical information and their names given during the high level design stages, in other words, it provides a method for closing the loop back. The execution time information can be displayed using comprehensive names. The primary task of the software consists of reading the low-level bitstream information and associating it to busses and registers. The UNSHADES software provides a graphic user interface (GUI) that presents a scheme of the registers and bits, associated with their last captured value.

3.1 External Snapshot

The simplest debugging tool is to take snapshots using an external line (figure 1, b). The PC sends a signal that requests that the Virtex launch the capture mechanism. An external IO line is used to initiate the capture and the S-FPGA continues to operate at all times at design speed. After capture, the UNSHADES software uploads the information to the PC and presents it in the GUI. A natural extension of this tool is to launch the capture macro every certain amount that is programmed. The designer will have information about the evolution of selected signals. Also the information can be recorded into a file to provide display in a waveform viewer. The aim of this tool is to

---

Fig. 1. Capture macro and external snapshot
observe the evolution of the system that has ‘slow variables’ like state variables in power system controllers or to capture the system state once a design under emulation has begun to operate incorrectly.

3.2 Single Clock Cycle Evolution

The system evolution can be frozen when a run-time event is satisfied. Run-time conditions have to be foreseen at design time. They can refer to register contents that have enough interest that it should be studied when it occurs. Usually they’re comparisons with bus values or bits. More complex conditions can be introduced that are combined with time conditions.

All Virtex flip-flops that belong to the design under debug can be controlled by means of their ‘clock enable’ input. Using this pin the system evolution can be totally or partially frozen without any risk of malfunctioning due to glitches or clock skew problems. If the ‘clock enable’ input is only asserted during a single clock cycle, the system will perform a ‘single step’ evolution. In the UNSHADES system an external IO line, called ‘debug clock’ is used to allow the software perform this single stepping of the S-FPGA. For this option, a small circuit that detects changes on this control line must be included in the S-FPGA design. We use 160 system gates for this circuit. Using a second line, called the ‘resume’ line, normal execution can be re-launched until the next run-time condition.

![Single step scheme](image)

Fig. 2. Single step scheme

After each rising edge of the ‘debug clock’ line the flip-flop ‘clock enable’ input is asserted during a single clock cycle, and a ‘capture’ is launched. After this, the software uploads the information to be represented in the GUI. UNSHADES can lunch a sequence of a configurable number of steps and record the information to be displayed in a classical waveform viewer.

3.3 Flip-Flop Contents Modification

UNSHADES software can change the contents of the S-FPGA registers during run-time. This task has never been reported before in the literature for the Virtex technologies. Previous work and vendor information affirm that changes cannot be per-
formed on selected bits. To make the change correctly the process can only be performed when the system is in a frozen state, this is because a sequence of steps is required and no single access is sufficient. The main difficulties for inducing a new value in a flip-flop is determined by the Configurable Logic Block (CLB) architecture which doesn’t permit direct modification of the design Flip-Flops. An original read-modify-write-unmodify scheme has been developed for this purpose and is able to change the flip-flop state within a modified CLB and then return the CLB back to the original design configuration.

4 UNSHADES-1 Graphic User Interface

A good interface human machine is necessary for a comprehensive interaction between the emulation hardware and the information displayed. During synthesis stage all combinational parts are collapsed into look-up tables and cannot be rebuilt into their original schematics. Only registers can display their information.

5 Conclusions

A new technique for hardware debugging has been presented exploiting features of a commercial field programmable FPGA. This new debugging environment brings software debugger techniques into the field of hardware debugging. The FPGA devices chosen to emulate the complete digital design can provide observability, controllability and insertion of desired states into internal registers. UNSHADES tools have been presented as a set of software tools in spite of the fact that a custom hardware system has been designed to match with the software. The software has been developed in a hardware independent way and can be adapted to other commercial hardware platforms with few requirements.
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