Abstract

This chapter provides an overview of the current knowledge on aerosols in the marine atmosphere and the effects of aerosols on climate and on processes in the oceanic surface layer. Aerosol particles in the marine atmosphere originate predominantly from direct production at the sea surface due to the interaction between wind and waves (sea spray aerosol, or SSA) and indirect production by gas to particle conversion. These aerosols are supplemented by aerosols produced over the continents, as well as aerosols emitted by volcanoes and ship traffic, a large part of it being deposited to the ocean surface by dry and wet deposition. The SSA sources, chemical composition and ensuing physical and optical effects, are discussed. An overview is presented of continental sources and their ageing and mixing processes during transport. The current status of our knowledge on effects of marine aerosols on the Earth radiative balance, both direct by their interaction with solar radiation and indirect through their effects on cloud properties, is discussed. The deposition on the ocean surface of some key species, such as nutrients, their bioavailability and how they impact biogeochemical cycles are shown and discussed through different time and space scales approaches.

4.1 Introduction

An aerosol consists of a suspension of particles and its surrounding medium. For atmospheric aerosols the surrounding medium is the air in which the aerosol particles (or droplets) are suspended. Often the term aerosol is used to refer to only the particles or droplets. In this contribution we follow this convention and refer to aerosol particles whether they occur as particles or as droplets, i.e. chemicals in their liquid phase, or dissolved in a liquid, are also referred to as particles. Aerosol sources are numerous and can be of natural or anthropogenic origin, they can enter the atmosphere directly as particles (primary aerosol) or form in the atmosphere from their precursors in the gas phase through physical and chemical reactions (secondary aerosol formation).

Aerosols are an important constituent of the atmospheric boundary layer. Aerosol particles provide surfaces for heterogeneous chemical processes, they also act as a condensation sink for atmospheric trace
Aerosols in the marine atmosphere originate from a variety of production and transformation processes. Sea spray aerosol is directly produced at the sea surface through the interactions between wind and surface waves. Ship emissions and volcanoes also contribute to primary aerosol in the marine atmosphere. Secondary aerosol formation from gases released from the sea surface also contribute significantly to marine atmosphere aerosol loading. In addition, aerosols formed over land by either primary or secondary formation processes are transported over the oceans and contribute substantially to the aerosol concentrations over most of the world’s oceans. Estimates of the mass concentrations show that the largest aerosol contributions on a global scale are from sea spray aerosol and desert dust (Andreae and Rosenfeld 2008; Jickells et al. 2005). A comprehensive review of marine aerosols was published by Lewis and Schwartz (2004). An update on the status of sea spray aerosol production was published by de Leeuw et al. (2011).

Aerosol particles are important both because they affect atmospheric processes and, after deposition to the sea surface, because they affect processes in sea water. Their effects in the atmosphere are very diverse and depend on the chemical and physical properties of the aerosol particles. Aerosols have a strong impact on climate both due to scattering and absorption of incoming solar radiation (direct effect) and through their effects on cloud properties and associated cloud albedo (first indirect effect) and precipitation (second indirect effect). Optical properties of aerosol particles are determined by their size relative to the wavelength of incident light and their chemical composition (which determines their complex refractive index). The optical properties such as angular scattering (the aerosol phase function) and absorption for a given aerosol size distribution and chemical composition can be computed using a Mie code (Mie 1908). For non-spherical particles more sophisticated codes need to be applied. The scattering and absorption efficiency are near zero for very small particles and near two for very large particles, where small and large are relative to the wavelength, \( \lambda \), of the incident radiation, i.e. determined by the size parameter \( 2\pi r/\lambda \) (\( r \) is particle in situ radius). Therefore, the particles most important for climate, as determined by the product of the particle size distribution and the scattering efficiency, are in the accumulation mode.
When aerosols are deposited at the ocean surface, a number of processes between dissolved forms and particles (such as dissolution, adsorption, and aggregation) take place on various timescales. Many of these processes impact surface ocean chemistry and in particular the cycles of elements of biogeochemical interest (macro and micronutrients such as nitrogen, phosphorus, iron etc.). New atmospheric nutrients entering the surface layer of the ocean may fertilise phytoplankton growth and as such may affect CO₂ draw-down and production of other gases such as DMS, that may modify global climate on long time scales. The complex interactions between atmospheric deposition, marine biogeochemistry, carbon export and sequestration in the deep ocean and their feedbacks on climate have been recognised as an important field of research over the past 20 years and a synthesis of current knowledge is presented here.

In Sect. 4.2 we discuss the occurrence of aerosol particles in the marine atmosphere through their production, transport and transformation and deposition. The discussion on production includes the direct production of sea spray aerosol, its organic enrichment and indirect production of aerosols in the marine atmosphere. Non-marine sources are discussed as well as their transport and transformation in the marine atmosphere and removal by deposition. In Sects. 4.3 and 4.4 effects of aerosols in the marine atmosphere, i.e. direct and indirect effects on climate and effects of atmospheric aerosol deposition on marine biology are discussed. Section 4.5 discusses atmospheric deposition and its biogeochemical impacts into the ocean.
4.2 Aerosol Production and Transport in the Marine Atmosphere

In this section an overview of marine sources of aerosol is presented, starting with the direct production of sea spray aerosol and the enrichment of sea spray aerosol in organic material, followed by secondary production in the marine atmosphere. Subsequently non-marine aerosol sources are discussed.

4.2.1 Sources of Aerosol in the Marine Atmosphere

Aerosols are produced directly at the sea surface from the interaction between wind and waves, or indirectly through secondary processes involving gases exchanged between ocean and atmosphere or gases produced from anthropogenic activities over the ocean (for instance, shipping producing extensive amounts of NOx). The aerosol load in the marine atmosphere is further augmented by the direct production of aerosols over land and their subsequent transport over the ocean. Most particles in the marine atmosphere are deposited to the ocean where they may affect biological processes. Particles which are produced from the ocean and transported over land may affect regional air quality (visibility and corrosion) and climate, and they may play a role in cycling from the marine to the terrestrial environments.

4.2.1.1 Sea Spray Aerosol Production

Sea spray aerosol (SSA) consists of a suspension, in air, of particles that are directly produced at the sea surface (de Leeuw et al. 2011a). Sea spray aerosols may be enriched in certain substances, i.e. their chemical composition may deviate from that of sea salt. These particles exist mainly in the liquid phase (i.e. as drops). The radii of these particles vary from around 10 nm to at least several millimeters. The atmospheric residence times of the particles vary from seconds to minutes for larger particles, for which gravitational sedimentation is the principal removal mechanism, to days for smaller particles, for which removal is primarily by precipitation. The size of an SSA particle is commonly specified by its equilibrium radius at a relative humidity (RH) of 80 %, \( r_{80} \).

Many measurements indicate that the relative concentrations of the major solutes in sea spray particles are similar to their relative concentrations in bulk seawater, although this may not be the situation for some substances as a consequence of the formation process, or of exchange with the atmosphere subsequent to formation. SSA particles are said to be enriched or depleted in such substances, and the enrichment factor, defined as the ratio of the concentration of a substance to the concentration of one of the major constituents of bulk seawater (typically sodium) in the particle to the same ratio for bulk seawater, may be less (depletion) or greater than unity (enrichment).

The aerosol consisting of sea spray particles in the atmosphere has traditionally been termed “sea salt aerosol”, but in de Leeuw et al. (2011a) it was denoted “sea spray aerosol” in recognition that the composition of the particles may differ from that of bulk seawater. One consequence of this difference is that the hygroscopic and cloud droplet activation properties of sea spray particles may differ from those calculated under the assumption that the particles are composed only of sea salt. In particular, in biologically active waters, sea spray aerosol has been observed to be enriched in organic matter (OM) and the contribution of OM to sea spray aerosol has been an important area of recent research, as discussed in Sect. 4.2.2.2.

The production of sea spray aerosol (SSA) was recently reviewed by de Leeuw et al. (2011a) who critically examined laboratory and field experimental results on sea spray production, on the enrichment in organic matter, and on the measurement and parameterisation of whitecap coverage, and placed it in the context of previous understanding which was comprehensively reviewed by Lewis and Schwartz (2004). The review by de Leeuw et al. (2011a) included material published in the peer-reviewed literature until early 2010. These authors considered 13 production flux formulations, as well as fluxes measured by Norris et al. (2008) using the eddy correlation method, and these formulations are provided in Fig. 4.1 and in the Appendix of de Leeuw et al. (2011a). Below we briefly summarise some of that material to provide background and context for an overview of more recent work.

SSA particles are formed at the sea surface mainly by breaking waves via bubble bursting and by the
tearing off of wave crests at elevated wind speeds (>9 m s\(^{-1}\)). When a wave breaks, air is entrained into the water and dispersed into a cloud of bubbles (Thorpe 1992). The resulting white coloured area of the sea surface is often denoted a “whitecap” on account of enhanced, wavelength-independent scattering of visible radiation by the interfaces between water and bubbles. The fraction of the sea surface covered by white area is defined as the whitecap fraction, \(W\).

The bubbles rise to the surface and float, where water drains off. The film cap of the bubble becomes unstable and when it opens it fragments into many small droplets, the so-called film droplets, and the water jet rising in the remaining cavity breaks up into a stream of 1–6 ‘jet’ droplets.

The production flux of SSA particles can be specified as either the interfacial flux, i.e. the flux of those particles leaving the sea surface, or as the effective flux, which is defined as the flux of those particles produced at the sea surface that attain a given height, typically 10 m, above mean sea level. They thus remain in the atmosphere for a sufficiently long time to participate in processes such as the scattering and absorption of solar radiation, cloud formation and atmospheric chemistry. For small SSA particles (i.e. those with \(r_{80}\) smaller than about 1 \(\mu\)m), the effective flux can, for all practical purposes, be considered to be the same as the interfacial flux. For medium SSA particles (those with \(r_{80}\) between about 1 and 25 \(\mu\)m), the effective flux becomes increasingly less than the interfacial flux with increasing \(r_{80}\). For larger SSA particles, which have short atmospheric residence times and typically do not attain heights more than a few meters above the sea surface, the effective flux is essentially zero.

The SSSF (Sea Spray aerosol Source Function) is a numerical representation of the size-dependent production flux of SSA particles:

\[
f(r_{80}) = dF(r_{80})/d\log_{10}r_{80} \quad (4.1)
\]

where \(f(r_{80})\) denotes the number of particles in a given infinitesimal range of the common logarithm of \(r_{80}\), \(d\log_{10}r_{80}\), introduced into the atmosphere per unit area per unit time, and \(F(r_{80})\) is the total number flux of particles of size less than \(r_{80}\).

An expression for the SSSF required as input to models would represent the size-dependent production flux expressed by Eq. 4.1 as a function of the controlling ambient variables \(a, b, \ldots\); i.e. \(f(r_{80}; a, b, \ldots)\). The near-surface wind speed, commonly measured and expressed at a reference height of 10 m, \(U_{10}\), is thought to be the dominant factor affecting sea spray production. Other factors that are expected to affect the SSA production flux are those affecting sea state, such as fetch (the upwind distance over the water of nearly constant wind velocity) and atmospheric stability (often parameterised by the air-sea temperature difference), which also affects vertical transport; seawater temperature and salinity; and the presence, amount, and nature of surface-active substances.

As discussed in de Leeuw et al. (2011a), the effect of water temperature on the resultant size distribution was investigated by Mårtensson et al. (2003) (at 2 °C, 5 °C, 15 °C, and 25 °C) and by Sellegri et al. (2006) (at 4 °C and 23 °C), while effects of salinity were investigated by Mårtensson et al. (2003) and Tyree et al. (2007). Nilsson et al. (2007) compared the Mårtensson et al. (2003) parameterisation with production fluxes derived from eddy covariance measurements at Mace Head (assumed water temperature of 12 °C) and the Clarke et al. (2006) parameterisation derived from profile measurements at the coast of Hawaii (water temperature ca. 25 °C). Both comparisons provided favourable results thus confirming the effect of water temperature on the SSA source flux from two independent types of measurements.

The Mårtensson et al. (2003) experimental data was used by Sofiev et al. (2011) to derive a modification of the Monahan et al. (1986) SSSF formulation which resulted in a temperature and salinity dependent SSSF. This modified SSSF was implemented in the dispersion model SILAM (Sofiev et al. 2006) and applied to compute the distribution of sea salt over the North Atlantic and Western Europe, as well as globally. The influence of sea surface temperature and salinity were evaluated using data from several campaigns, long-term in situ and satellite data (MODIS AOD).

An approach combining satellite observations, in situ data from six cruises and model results was presented by Jaeglé et al. (2011). These authors compared model results (GEOS-Chem, with the Gong (2003) formulation for the SSSF) with MODIS and AERONET AOD observations and in situ aerosol measurements. Modelled mass concentrations of coarse mode sea salt aerosol (SS) were overestimated
at high wind speeds over the Southern, North Pacific and North Atlantic Oceans, but underestimated over warm tropical waters of the Central Pacific, Atlantic and Indian Oceans. The in situ observations were used to derive an empirical SS source function depending on both wind speed and SST. This resulted in a correction to the Gong (2003) source function. Using Gong (2003) with this correction, the model results for AOD agree significantly better with the MODIS and AERONET observations and provide an explanation for the high AOD observed over the tropical oceans.

In contrast, Witek et al. (2007a, b) did not find a water temperature dependence of the difference between modelled and measured mass concentrations, where the NAAPS model was compared with measurements from five open-ocean shipboard campaigns covering a range of water temperatures from less than 10 °C to about 30 °C. The Mårtensson et al. (2003) data show a size dependent effect of water temperature which crosses over at \( r_{80} \) of about 30–40 nm. One may argue that in the mass concentration the water temperature effect would cancel out, but because the mass is dominated by larger particles one would expect that the mass increases with increasing water temperature. Witek et al. included particles with aerodynamic radius at 55% RH of up to 5 μm in their calculation of the sea salt aerosol mass. In NAAPS the sea salt dry mass emission flux is simply parameterised as a function of wind speed only (\( F = 1.37 \times 10^{-13} U_10^{0.341}[\text{kg m}^{-2} \text{s}^{-1}] \)) and has no SST dependence.

Hultin et al. (2011) conducted wave tank experiments using fresh Baltic Sea water with a salinity of 6–7, much lower than oceanic sea water (salinity ~33). These authors observed a clear dependence of aerosol production (\( r_{80} \) between 0.01 and 0.9 μm) on water temperature, i.e. a distinct decrease for all particle sizes with increasing water temperature accompanied by a decrease of dissolved oxygen. As discussed by Hultin et al. (2011) several authors have studied the effect of dissolved gases on the production of sea salt aerosol. For instance, Stramska et al. (1990) observed that more sea salt aerosol particles are produced in water in which dissolved oxygen is super-saturated than in water where dissolved oxygen is sub-saturated. Dissolved oxygen affects the bubble size distribution and thus also the resulting aerosol spectral flux (Lewis and Schwartz 2004). However, Hultin et al. (2011) conclude that the range of dissolved oxygen encountered during their measurements is too small to significantly affect the bubble size distributions in the size range (>2 mm) of importance for their measurements and speculate that the biological activity responsible for the decreased dissolved oxygen concentrations also alters the surface chemistry and the surfactant concentrations which in turn reduce particle production.

Norris et al. (2012) used micrometeorological measurements of SSA fluxes at the open North Atlantic to formulate a source function in terms of only \( U_10 \). This source function lies within the range of earlier formulations for particles with \( r_{80} < 1 \) μm but decreases more rapidly for larger particles.

### 4.2.1.2 Organic Enrichment of Particulate Organic Matter in Sea Spray Aerosol

In biologically rich seawater, accumulation of organic substances at the sea surface can result in enrichment of organic matter in sea spray particles, especially for submicron particles (Blanchard 1964; Middlebrook et al. 1998; O’Dowd et al. 2004). As far back as 1948, Woodcock (1948) showed that drops produced by bubbles bursting in areas with high concentrations of plankton could carry irritants across the air-sea interface. Blanchard (1963, 1964) extended research into enrichment of organic matter in marine aerosol and its subsequent transfer into the atmosphere.

Surface-active OM of biogenic origin (such as lipidic and proteinaceous material and humic substances), enriched in the oceanic surface layer and transferred to the atmosphere by bubble-bursting processes, are the most likely candidates to contribute to the observed organic fraction in marine aerosol (Gershey 1983; Mochida et al. 2002).

The observed organic aerosol characteristics are consistent with laboratory studies on aerosol generated from Atlantic sea water (Gershey 1983) that showed a peak in organic aerosol concentration, and a concomitant increase in WIOC (water insoluble organic carbon) and high-molecular-mass surface-active fractions, during periods of phytoplankton blooming. Moreover, the increasing enrichment of the aerosol organic fraction with decreasing size is consistent with thermodynamic predictions (Oppo et al. 1999) of bubble-bursting processes under conditions in which the ocean surface layer becomes concentrated with surfactant material that can be incorporated into sea spray drops in addition to inorganic salts.
In 2004, O’Dowd et al. (2004) and Cavalli et al. (2004) reported significant organic mass enrichment in submicron aerosol (Fig. 4.2) that possessed a strong seasonality following the chlorophyll \(a\) seasonal pattern. The organic matter comprised both water soluble and water insoluble organic matter (WSOM/WIOM). These studies, and a more extended study by Yoon et al. (2007) suggested that the WIOM was primary in origin. This suggestion was corroborated by gradient flux measurements (Ceburnis et al. 2008) at Mace Head which demonstrated that the WIOM had a gradient similar to sea salt, indicating a surface (i.e. primary) source while WSOM possessed a gradient identical to non-sea-salt (nss) sulphate, indicating transfer from gas phase to aerosol surfaces (i.e. secondary aerosol production).

These N.E. Atlantic results were corroborated by measurements in the South Atlantic at Amsterdam Island (Sciare et al. 2009). Since 2008, an Aerodyne high resolution Time of Flight aerosol mass spectrometer has been continuously deployed at Mace Head and this continuous database of real-time chemical composition has led to further elucidation of sea spray aerosol chemical properties. In particular, Ovadnevaite et al. (2011a) report the regular occurrence of significant primary organic aerosol plumes at concentrations often exceeding those reported in heavily polluted air (e.g. 4 \(\mu\)g m\(^{-3}\)) and extending for periods exceeding 24 h. They also reported a unique primary organic mass spectral fingerprint hitherto unreported. In that study, it was also reported that the organic aerosol was 55 % oxygenated and approximately 70 %. For low biological activity mass concentrations of aerosol constituents other than sea salt were below detection limits for the size range 0.03–0.06 \(\mu\)m. Oceanic chlorophyll \(a\) concentrations over the North Atlantic for periods of (c) low and (d) high biological activity are 5 year averages (1998–2002) over the same months as for the composition measurements, based on satellite measurements of ocean colour (Courtesy of SeaWiFS Project, NASA/Goddard Space Flight Center and ORBIMAGE) (Adapted from O’Dowd et al. (2004))
45% hydrocarbon-like. The oxygenated component must have a very low solubility to be consistent with the previous off-line WSOM/WIOM ratios reported. The correlation coefficient between the AMS hydrocarbon-like and oxygenated organics was 0.97, pointing to a common source, and a degree of chemical ageing of sea spray. The large enrichment of hydrocarbon-like organics suggest low water uptake, as shown in Fig. 4.3 (Ovadnevaite et al. 2011b) where hygroscopic growth factors for highly enriched organic particles have a growth factor of 1.3; however, these aerosols have almost a 100% CCN activation efficiency. So, while water uptake is low at subsaturated conditions (negatively influencing the direct radiative effect), it can be high in supersaturated conditions (positively influencing the indirect aerosol radiative effect).

It has also been speculated that the observed properties of marine primary organic aerosols may be driven by the peculiar physico-chemical properties...
of marine hydrogels transferred into the atmosphere through the bubble bursting process. Evidence of the transfer of biogenic mucus-like exopolymers in sea spray aerosol have been provided, for instance, by Leck and Bigg (2005) from transmission electron microscopy analyses.

Russell et al. (2010) observed an ocean derived primary organic aerosol component in marine aerosol dominated by carbohydrate-like material, based on FTIR measurements of submicron marine aerosol over the North Atlantic and Arctic Oceans and on Positive Matrix Factorisation data elaboration. According to the authors, the primary marine signal in submicron marine aerosol is made on average for 88% of hydroxyl groups. The apparent solubility of the carbohydrate-like components in an aqueous phase suggests that DOC provides the source of most primary organics, although the authors recognise that in bloom conditions in productive waters POC could also contribute, as shown by Facchini et al. (2008).

More recently, Decesari et al. (2011) presented the results of a multi-technique investigation of the chemical properties of marine organic aerosol collected during a cruise in the NE Atlantic Ocean that downsized the role of hydroxyl groups in favour of carboxyls and carbonyls. Moreover, the work of Decesari et al. (2011) pointed out that both primary and secondary processes contribute to the observed organic aerosol load over remote oceanic regions, with secondary products comprising both the atmospheric evolution of primary organics and the gas-to-particle conversion processes of volatile organic precursors emitted by marine biota.

Laboratory Studies

Laboratory studies have partially elucidated the properties of organic enriched sea spray. For example, Sellegri et al. (2006) investigated the impact of the artificial surfactant sodium dodecyl sulphate (SDS) on bubble-mediated spray production. In particular, they examined the physical size distribution using online spectrometers and found that the sub-micron sea salt distribution was tri-modal with modal diameters of 50, 110 and 350 nm resulting in a distribution which peaks at a (dry) diameter of 100 nm. With the addition of SDS, however, the peak diameter reduced to 50–80 nm, depending on the type of bubbling. The mode at 350 nm became more prominent when SDS was introduced and when the foam was artificially burst by blowing air over the foam, this mode dominated. The prominence of the large-diameter mode in the presence of a surfactant is consistent with the suggested increase in mean spray size when enriched in organics (O'Dowd et al. 2004; Yoon et al. 2007). In contrast, Tyree et al. (2007) investigated spray size distributions produced from natural sea water for winter and summer DOC concentrations and found little difference regardless of whether or not artificial, filtered or unfiltered sea water was used. Changes were seen, however, in number concentration as 20–40% more spray droplets were observed for the winter sample compared to that of the summer. More recent studies by Fuentes et al. (2011) focussed on evaluating the impact of nanogel and DOC plankton exudates both in the laboratory and during research cruises. They found an increase in the production of particles smaller than 100 nm for organic carbon concentrations >175 μM. The sea spray produced contained a volume fraction of organic carbon 8–37% which was somewhat lower than the maximum enrichment fraction observed in the field. Fuentes et al. (2011) suggest that the observed shift to larger mean sizes for enriched sea spray aerosol observed by Yoon et al. (2007) is inconsistent with their results. However, Fuentes et al. (2011) conducted experiments in natural seawater enriched with organics released by algal laboratory cultures which were subjected to 0.2 μm filtration in order to remove bacteria and avoid biodegradation of the organic matter, which may have caused the discrepancy.

Keene et al. (2007) conducted bubble bursting experiments using highly oligotrophic seawater from near the Bermuda coast and found enrichment at all sizes with the enrichment factor increasing with reducing particle size. The most detailed off-line chemical laboratory study was conducted by Facchini et al. (2008a) who produced sea spray in plankton rich North East Atlantic waters amidst a large bloom. They found that the mass fraction of organic matter approached 75% (Fig. 4.4) for the smallest sizes (down to 0.062 μm diameter) to 20% at sizes less than 1 μm. Supermicron particles contained less than a few percent organic mass fraction. The majority of the enriched organic matter was water insoluble organic matter (WIOM) and the mass fraction of WIOM and sea salt, as a function of size, replicated very closely the mass fraction observed in air (during the same
cruise) and that sampled previously at Mace Head. This comparison suggests that the vast majority of the WIOM observed in clean air samples are primary in origin. Facchini et al. (2008a) reported that the WIOM consisted of colloids and aggregates exuded by phytoplankton.

Global Distribution of Organic Enrichment

A number of international studies have expanded the measurement picture emerging from NE Atlantic waters, corroborating the findings of OM enrichment in seaspray. Namely, the following cruises: MAP (Marine Aerosol Production, e.g., Facchini et al. 2008a), OOMPH (Organics over the Ocean Modifying Particles; Zorn et al. 2008), ICEALOT (International Chemistry Experiment in the Arctic LOneer Troposphere; Russell et al. 2010; Frossard et al. 2011), and RHaMBLe (Reactive Halogens in the Marine Boundary Layer; Lee et al. 2010), all demonstrating the enrichment of OM in sea spray, albeit to different degrees. O’Dowd et al. (2008) integrated the studies of O’Dowd et al. (2004), Cavalli et al. (2004) and Yoon et al. (2007) with the eddy correlation microphysical flux measurements of Geever et al. (2005) to produce the first combined organic–inorganic sea spray source function and applied it to the REMOTE (REGional MOdel with Tracer Extension) regional climate model. This “chemical” parameterisation for organic enrichment could be applied to any sea spray physical source function and was indeed applied to global budgets by Langmann et al. (2008), Vignati et al. (2010) and Myriokefalitakis et al. (2010).

Figure 4.5 illustrates the global distribution of submicron sea salt and water insoluble organic matter using the parameterisation of Vignati et al. (2010) with the TM5 (Tracer Model 5; Krol et al. 2005) chemical transport model.

The studies by Lapina et al. (2011) and Gantt et al. (2011) are more advanced in that Lapina et al. (2011) apply a water temperature dependent source function, while Gantt et al. (2011) extended the scheme to include a wind speed dependency of organic enrichment – that is, the OM enrichment decreases with wind speed, but still the net OM increased with wind speed. Using this new scheme, Gantt et al. (2011) improved significantly the agreement between measured and predicted OM mass, as illustrated in Fig. 4.6.

Meskhidze et al. (2011) applied the Gantt et al. (2011) scheme and the Vignati et al. (2010) parameterisation, modified using Facchini et al. (2008a) to include size dependence, with the NCAR Community Atmosphere Model CAM5. The findings of Meskhidze et al. (2011) are that different mechanisms contribute to the marine OM fluxes, with a major contribution of marine organic aerosols to the submicron organic aerosol mass over the tropical and mid-latitudes, while methane sulphonate dominates at high latitudes. The Gantt et al. (2011) parameterisation yields a more accurate representation of the seasonal cycle of marine organic aerosol mass concentrations than Vignati et al. (2010).

One question, however, continues to arise given that the OM enrichment scheme is based on chlorophyll a concentration fields and that is: “Is
Fig. 4.5 Global distribution of mass flux of sea salt (upper panel) and water-insoluble organic matter WIOM (lower panel) in sea spray, with $0.1 \, \mu m < r_{80} < 1 \, \mu m$ averaged over a 1-year period in 2002–2003 using the TM5 chemical transport model as described in Vignati et al. (2010) (E. Vignati, private communication 2010)
chlorophyll a the best surrogate for OM enrichment?” Russell et al. (2010) suggest there was little or no relationship. A similar conclusion was reached by Lapina et al. (2011). However, Gantt et al. (2011) found that the OM enrichment was best correlated to chlorophyll a rather than to DOM or POM. The original parameterisation was based on correlating satellite-derived chlorophyll a concentrations, in a box 1,000 km x 1,000 km west of Mace Head, with the measured OM enrichment fraction. While the correlation coefficient was significant, it was still quite low (r = 0.3). A sensitivity study shows the effect of the formulation of this parameterisation and various modifications thereof (Albert et al. 2012). Rinaldi et al. (2013) reassessed the relationship between OM enrichment and chlorophyll a using analysis chlorophyll a data from the ESA Data Users Element (DUE) project GLOBCOLOUR (http://www.globcolour.info/). The reanalysis combined SeaWifs, MODIS and MERIS platforms, interpolated to reduce data loss due to clouds. The results are impressive with r increasing from 0.3 to 0.75–0.8. This study also reports that chlorophyll a is the best surrogate for OM enrichment in sea spray.

4.2.1.3 Secondary Aerosol Formation in the Marine Atmospheric Boundary Layer

Secondary aerosol formation is the production of aerosol via gas-to-particle conversion processes. Such processes include homogeneous nucleation of stable clusters, condensation processes, aqueous phase chemical reactions converting dissolved gasses into aerosol mass, and heterogeneous chemical reactions on the surface of particles. Historically, nss-sulphate (i.e. the sulphate not associated with primary sea spray) has been considered the dominant secondary marine aerosol species (Shaw 1983; Charlson et al. 1987) and is one of the main oxidation products of dimethylsulphide (DMS), a plankton waste gas. Ammonium can form a significant contribution to marine secondary aerosol; however, it does not form aerosol on its own, more so, it requires the presence of an acid aerosol which it can neutralise. Typically, the most abundant acid is sulphuric acid; however, a range of organic acids, including methane sulphonic acid (MSA), also an oxidation product of DMS, can also be present in significant amounts, as will be discussed later.

Secondary Inorganic Aerosol Formation

In a cloudy marine boundary layer, the submicron marine aerosol size distribution is generally bimodal with an Aitken mode at sizes less than 100 nm and an accumulation mode at sizes larger than 100 nm (cf. Fig. 4.1). This bimodality has been shown to result from chemical processing (aqueous phase oxidation of SO2) in non-precipitating clouds (Hoppel et al. 1986). This was corroborated by O’Dowd et al. (1999a, b) who illustrated through airborne measurements of progressive cloud cycling in marine stratocumulus that the accumulation mode modal diameter increased from ~158 to ~194 nm. This growth was observed to occur over four cloud cycles, each taking approximately 40 min. During simulations of this case study, 30 % nss-sulphate production occurred in droplets activated on sulphate nuclei, with the remainder being produced on droplets activated on sea salt.

Detailed cloud parcel modelling studies of the heterogeneous oxidation of SO2 to aerosol sulphate were conducted by O’Dowd et al. (2000) both for activated droplets and un-activated haze particles. The simulations showed that dissolved ozone and hydrogen peroxide were the dominant oxidants, with the ozone oxidation pathway dominant on sea salt
activated droplets. The production of sulphate across the aerosol size distribution is non-linear and a significant amount of sulphate production (75–90\%) occurred in sea salt based droplets. The number concentration of activated salt nuclei also significantly influences the total amount of sulphate produced. Below cloud, the amount of sulphate produced in sea salt aerosol is limited by the carbonate buffering capacity (Sievering et al. 1992). However, once activated, in-cloud production can exceed by many times the cloud-free production due to the transient buffering capacity of activated droplets (O’Dowd et al. 2000). Up to 2 µg m\(^{-3}\) nss-sulphate could be produced at SO\(_2\) concentrations of the order of 500 ppt. Organic acids and nitric acid tend to be more associated with the sea salt modes and reduces alkalinity and consequently the amount of sulphate produced.

In terms of sulphate aerosol, nss-sulphate is typically partially neutralised by ammonia to different degrees, leading to sulphuric acid, ammonium bisulphate or ammonium sulphate. In Polar Regions, nss-sulphate is typically in the form of sulphuric acid (O’Dowd et al. 1997) with the ammonium to sulphate molar ratio increasing at lower latitudes.

**Secondary Organic Marine Aerosol**

The second most abundant aerosol sulphur species is methane sulphonic acid (MSA), an organic acid which is also an oxidation product of DMS. It is the single most dominant secondary organic species (Facchini et al. 2008b). MSA in the aerosol phase results from condensation of gas phase MSA; however, it appears to be semi-volatile as gas phase concentrations have been observed to be inversely correlated with dew point, reflecting a sensitive equilibrium partitioning (Berresheim et al. 2002).

Over the past few years studies over marine remote regions have allowed identification of typical marine SOA components, other than MSA and DMS oxidation products. The presence of monomethylammonium (MMA\(^+\)), dimethylammonium (DMA\(^+\)) and trimethylammonium (TMA\(^+\)) salts in marine aerosol particles was reported for the first time by Gibb et al. (1999). Their presence was attributed to secondary production, suggesting the condensation of volatile alkyl amines, degassed from the sea, through acid–base reactions, in analogy with NH\(_4\)^+. This hypothesis has been strengthened, in recent years, by the observation that alkyl amines participate in SOA formation in different environments reacting with acids (Murphy et al. 2007; Angelino et al. 2001; Tan et al. 2002).

Facchini et al. (2008b) report DMA\(^+\) and diethylammonium (DEA\(^+\)) salt concentrations ranging, together between <0.4 and 56 ng m\(^{-3}\) in submicron marine aerosol particles collected over the North Atlantic Ocean during Spring and Summer. The authors highlight the importance of alkylammonium salts in marine aerosols, observing that they are the most abundant organic species, after MSA, in submicron marine particles. Alkyl-ammonium salts represent on average 11\% of the marine SOA and 35\% of the aerosol water soluble organic nitrogen (WSON). Facchini et al. (2008b) present also considerable evidence that DMA\(^+\) and DEA\(^+\) are secondary aerosol components, originating from biogenic precursors emitted by the ocean. The maxima in the accumulation mode, as is the case for other well-known secondary components (nssSO\(_4\), NH\(_4\), MSA), supports the hypothesis of a gas-to-particle conversion process responsible for the accumulation of alkyl-ammonium salts in the fine aerosol fraction. Moreover, DMA\(^+\) and DEA\(^+\) concentrations measured at Mace Head were always higher in clean marine samples than in polluted air masses, as for MSA, therefore a natural biogenic source is very likely.

Confirming the findings of Facchini et al. (2008b), Müller et al. (2009) reported non-negligible monomethylammonium (MA\(^+\)), DMA\(^+\) and DEA\(^+\) in submicrometer particles at Cape Verde, during the season of enhanced oceanic biological activity. Also, Sorooshian et al. (2009) observed DEA\(^+\) in submicron particles over the North Pacific Ocean, reporting a certain correlation with chlorophyll \(a\) sea surface concentrations, further supporting the hypothesis of a biogenic origin of marine aerosol amines.

Besides alkylammonium salts and MSA, carboxylic and di-carboxylic acids are commonly reported in marine aerosol (Kawamura and Sakaguchi 1999; Claeys et al. 2010; Crahan et al. 2004; Sorooshian et al. 2007; Aggarwal and Kawamura 2008), accounting for less than 10\% of total particulate organic carbon. Usually, a secondary origin is attributed to the detected di-carboxylic acids (Kawamura et al. 2010), of which oxalic acid is often reported as the most abundant (Kawamura et al. 1996a, b). However, oxidised organics, such as \(C_5-C_{10}\) carboxylic or
di-carboxylic acids, can also be produced by the oxidative degradation of primary particles generated by sea spray and rich in fatty acids (Kawamura and Sakaguchi 1999). Recently, Rinaldi et al. (2011) presented convincing evidence that an important fraction of marine aerosol oxalic acid may derive from the oxidation, in clouds, of glyoxal.

Recent instrumental advances have allowed a deeper insight into the chemical composition of marine organic aerosols. Using liquid chromatography/negative ion electrospray ionisation mass spectrometry, Claeys et al. (2010) investigated marine organic aerosol chemical composition at Amsterdam Island (Southern Indian Ocean). They managed to characterise about 25 % of the analysed marine aerosol WSOC, which is a remarkable result. MSA (17–21 %), oxalate (5 ± 2 %), malonate (1.8 ± 0.9 %) and organosulphates (0.8 ± 1.5 %) were the major identified components. The organosulphates characterised in Claeys et al. (2010) can be considered tracers for an SOA formation process that is specific to the marine environment, that is, oxidation of marine biomass. More specifically, the organosulphates correspond to sulphate esters of C9–C13 hydroxyl carboxylic acids, which are attributed to oxidation of unsaturated fatty acid of phytoplanktonic origin.

In addition, Decesari et al. (2011) demonstrated, through an ensemble of NMR and LC-MS analyses, that marine aerosol WSOC, the fraction traditionally associated to SOA, is the combination of a less hydrophilic fraction, consisting of a distribution of C8–C9 alkanolic acids and diacids, and of a more oxidised, more hydrophilic fraction, where sulphate esters of C6–C11 hydroxyacarboxylic acids were found together with MSA and low-molecular weight amines and acids. These results highlight the complexity of the chemical composition of marine SOA and provide evidence for the coexistence in marine SOA of the products of the atmospheric oxidation of primary biogenic materials emitted within sea spray and of compounds deriving from the gas-to-particle conversion of volatile organic compounds emitted by marine biota.

Further, Zhou et al. (2008) found evidence that primary organic matter emitted within sea spray is a dominant sink for the OH radical, with its consequent degradation and the likely production of a series of low-molecular weight organic compounds. These can partition into the gas phase and contribute to SOA formation.

The picture emerging from these results is a complex one, in which primary and secondary aerosol sources interact to generate the observed organic aerosol burden in the MBL. These interactions are schematically shown in Fig. 4.7. Notwithstanding recent improvements, current knowledge of the chemical composition of marine SOA and on their formation mechanisms remains limited and further research is required to address the many unresolved issues.

**New Particle Formation in the Marine Boundary Layer?**

While the majority of the secondary marine aerosol mass is thought to be produced via heterogeneous and/or condensation processes, the number concentration of secondary marine aerosol is determined by homogeneous nucleation, or new particle formation. New particle production may occur in the marine boundary layer (Russell et al. 1994; Pandis et al. 1994) or in the free troposphere after which it can be entrained into the marine boundary layer (Raes 1995), although the relative importance of these two sources has been an issue of debate. Over the open oceans, there have only been a few recorded observations of new particle formation (Covert et al. 1992, 1996a, b; Clarke et al. 1998; Hoppel et al. 1994; Ehn et al. 2010). Observations of a significant nucleation event by Kollias et al. (2004) in the southeastern Pacific appear to be due to emissions from South America (Tomlinson et al. 2007).
Examination of some of the experimental data indicates that under typical marine conditions, nucleation does not occur. Ultrafine particles observed over the Pacific by Covert et al. (1992) could be explained by entrainment from the free troposphere, while ultrafine particle concentrations observed in the tropics were considered to result from in situ particle nucleation relating to the natural DMS cycle (Clarke et al. 1998). However, ultra-fine particles appear to occur in polar marine air masses in the Antarctic region (O’Dowd et al. 1997) and in a very recent analysis of nucleation and Aitkin mode aerosol in North East Atlantic air sampled at Mace Head, O’Dowd et al. (2010) report the regular appearance of a recently formed nucleation mode (D ~ 10–15 nm) followed by subsequent growth to sizes of 50 nm over 24–48 h timescales (O’Dowd et al. 2010), as shown in Fig. 4.8.

A detailed aerosol nucleation and dynamics parcel modelling study, with monte carlo simulations, by Pirjola et al. (2000) evaluated the likelihood of new particle formation occurring in the marine boundary layer, taking DMS-derived sulphuric acid as the main nucleating candidate. These authors considered both binary nucleation of sulphuric acid and water and ternary nucleation of sulphuric acid, water and ammonia under a range of realistic aerosol regimes. They concluded that the occurrence of new particles in the unperturbed marine boundary could not be explained by known natural sources of sulphur species or DMS;
and the occurrence of new or ultra-fine particles could only be explained by the presence of additional condensable species, which are required to grow newly formed clusters to detectable sizes before they are scavenged by the pre-existing aerosols through coagulation processes.

Iodine oxides have also been implicated in marine new particle formation events, particularly in coastal air (O’Dowd et al. 1998, 1999a, b, 2002). Laboratory experiments (Hoffmann et al. 2001; Jimenez et al. 2003; Burkholder et al. 2004) have pointed to the rapid photolysis and subsequent oxidation by ozone of CH$_2$I$_2$, released from macro-algae. McFiggans et al. (2004), Saiz-Lopez et al. (2005) and Sellegri et al. (2005) demonstrated that I$_2$ was the dominant precursor with Sellegri et al. (2005) reporting a linear relationship between I$_2$ concentrations and 3.0–3.4 nm sized particle concentrations. However, some differences in the exact form of iodine oxides is still an issue of debate (Hoffmann et al. 2001; Jimenez et al. 2003; Saunders and Plane 2005).

Such new particle formation events are related to strong coastal emissions of halogen precursors (Mäkelä et al. 2002), resulting in concentrations of the order of $10^7$ cm$^{-3}$. O’Dowd et al. (2002b) suggested that significantly lower concentrations of iodine oxide precursor condensable vapours (i.e. away from strong coastal sources) could provide either the nucleation mechanism for embryo formation (typically <1 nm in size) and/or the additional condensable vapours required to grow stable sulphate clusters into stable aerosol sizes of a few nanometers (>5–10 nm). If a particle grows to a size of 6 nm, it has a 100 times greater likelihood to survive coagulation loss as compared to a 1–2 nm sized particle.

While iodine oxides may be involved in open ocean nucleation and/or growth, due to the very short lifetimes of these species, it has proved very difficult to specify their role. For that matter, it has also been impossible to elucidate, from experimental field studies, what species are actually involved in the nucleation process and if additional species are required to explain growth of clusters into aerosol particles. This is because of the inability, until recently, to measure particles in the nucleation size range.

However, recent deployment of mass spectrometers has provided realtime information on condensing vapours as detected in conjunction with the appearance and growth of a nucleation mode (Dall’Osto et al. 2012). While not direct evidence of participation of either nucleation or growth of clusters into sizes larger than 3 nm, the quantification of additional condensible aerosol mass during such an event strongly suggests that the same condensible vapours are also responsible for the initial stages of growth. This study pointed to the coincidence of nitrogenated and aliphatic condensible vapours as being responsible for the observed nucleation modes and subsequent growth. In the same study it was found using quantum-chemistry calculations that nucleation of sulphuric acid, dimethylamine and subsequent condensation of MSA decreases cluster evaporation rates (and hence promotes cluster-to-aerosol formation rates).

4.2.2 Non-Marine Sources

4.2.2.1 Desert Dust

Desert aerosol is composed of mineral crustal particles suspended from surface soils by aeolian erosion. Desert and semi-arid areas are a major source of particles in the global atmosphere (e.g. Prospero et al. 2002) and large oceanic areas are regularly under the direct influence of turbid air masses transported from deserts or semi-arid areas, as shown by Fig. 4.9. These dust transport events cause long-range transfers from continent to the remote surface ocean of huge amounts of matter. It has long been recognised that mineral dust deposition to the remote surface ocean significantly influences marine productivity (Martin and Fitzwater 1988), and deep-sea sedimentation (Venkatarathnam and Ryan 1971; Loïé-Pilot et al. 1986). More recently, it has been suggested that suspended dust particles affect the optical properties of clear surface waters (Claustre et al. 2002).

Due to the trade wind regimes, dust from the Sahara and Sahel is encountered all year long over the tropical Atlantic (Moulin et al. 1997) and as a consequence dominates the solar extinction by aerosol particles in this region on a yearly time scale (Mahowald et al. 2009). Other regions of the world ocean are subject to dust transport and deposition from more seasonal or episodic dust events. Whereas the Sahara-Sahel region dominates dust deposition in the Mediterranean, in most of the North Atlantic and even in regions of the North tropical Indian and Pacific Oceans, source regions in China dominate dust deposition in the North Pacific and Arctic. Middle East sources are most important for
dust deposition in the Arabian Sea and Bay of Bengal. Sources in North America provide dust deposited in the North tropical Pacific and northwestern Atlantic while those in South America dominate dust deposition in the South tropical Pacific, the southern Atlantic and the Indian Ocean. Sources in South Africa contribute dust to the South tropical Atlantic and Indian Oceans and Australian sources dominate dust deposition in the southern Pacific and subtropical South Indian Ocean, (Grousset and Biscaye 2005; Mahowald 2007, Fig. 4.10).

Fig. 4.9 Desert dust on the move over the tropical Atlantic. This colour combination of visible and infrared Meteosat images shows a huge desert dust plume transported from Africa. The total mass of dust transported was several millions of tons (Figure courtesy of X. Schneider, CEA).
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Fine dust particles in the long-range transported aerosol size range (diameter smaller than ~20 μm) are strongly bound and not easily mobilised in arid soils, but tend to form large aggregates of fine particles (e.g. clays) or stick to larger particles (e.g. sand grains) which compose the particle size modes found in arid soils (Chatenet et al. 1996). The production of soil dust aerosols is a two-step process (Gomes et al. 1990) firstly resulting from the mobilisation of those large loose soil grains when the surface wind reaches a sufficient velocity (>5–15 m s⁻¹ depending on surface characteristics; Goudie and Middleton 2006) to lift them and produce the so-called saltation of particles, bouncing downstream as commonly seen on sand beaches. Secondly saltating grains then produce small aerosol particles by a sandblasting effect when they settle out and impact the surface soil, disintegrating aggregates or producing small debris. The most productive source areas combine the presence of fine sand grains of ~60–100 μm in diameter that require the minimum threshold friction velocity for being lifted (Iversen and White 1982) and alluvial deposits of aggregated fine clay materials (Prospero et al. 2002) that have the best potential to produce fine aerosol particles (Marticorena et al. 1997).

According to Alfaro et al. (1998) the particle size distribution of aeolian dust aerosol can be approximated by a sum of three lognormal modes with respective mass-median diameters of the order of 1.5, 6.7, and 14.2 μm. (a similar particle size distribution is also produced when clay aggregates from arid soils are crushed and sieved for a long time, allowing the production of a dust aerosol model for use in experiments; Guieu et al. 2010). The relative proportions of the modes are a function of surface wind speed, with larger wind velocities producing more fine particles (Alfaro et al. 1997). Following settling of the largest particles during transport, the mass-median diameter of desert dust over ocean is generally a few microns (e.g. Arimoto et al. 1985, 1997; Dulac et al. 1989; Dubovik et al. 2002; Reid et al. 2003a). However, a number of authors report observations of “giant” sand-sized (>62.5 μm in diameter) dust particles of aeolian origin at very long distances from sources (e.g. Betzer et al. 1988, see also Goudie and Middleton 2006, p. 31). Compared to other super-micron sized aerosol particles such as sea salt aerosol particles which adsorb water, desert dust aerosol particles are characterised by a non-spherical shape, which can be explained by the laminar structure of the clay minerals that are abundant in desert dust aerosols. This irregular shape results in optical properties, i.e. the angular scattering of solar light, which complicate the inversion of dust properties from passive remote sensing data in the solar spectrum (Mishchenko et al. 1995; Dubovik et al. 2002). The irregular particles cause a relatively high rate of depolarization of the scattered light which is useful for identifying dust layers in aerosol lidar remote sensing (Sassen 2000). Another specific optical property of desert dust, responsible for their colour, is their ability to absorb the shortest (UV-blue) solar wavelengths (Moulin et al. 2001). This absorption is controlled by the presence of iron oxides (Alfaro et al. 2004).
It causes radiative heating of the atmospheric turbid layers (Alpert et al. 1998) and reinforces a decrease in incoming UV radiation that impacts dissolved organic matter and phytoplankton organisms in surface waters (Tedetti and Semperé 2006).

Due to the minimum threshold surface wind speed required for aeolian erosion, and to the fact that the dust emission flux varies with the cube of the surface wind speed (Greeley and Iversen 1985), dust events are episodic and show a very high variability in strength. In terms of desert dust atmospheric concentrations or deposition at a given place, the intensity distribution at yearly or longer time scales generally shows a tail towards infrequent high values that control long-term means (Loye-Pilot and Martin 1996; Mahowald et al. 2009 and references therein on observations series).

Desert dust transport is generally characterised by maximum concentrations of aerosol particles in turbid air layers lifted above the marine atmospheric boundary layer, as was observed in the North Pacific (Kritz et al. 1990), the tropical (Carlson and Prospero 1972; Karyampudi et al. 1999; Dulac et al. 2001) and subtropical (Chazette et al. 2001) Atlantic Ocean and the Mediterranean Sea (Dulac et al. 1996; Hamonou et al. 1999). Desert dust settles from the atmosphere to the surface both through gravitational settling and wet deposition, with precipitation either within or below the clouds. Wet deposition of Saharan dust often produces highly concentrated red rains (Avila et al. 1998); mentioned as ‘blood’ rain in Homer’s *Iliad*.

Dry deposition is generally dominant only close to source regions and is controlled by the small fraction of the largest dust particles (Dulac et al. 1989; Arimoto et al. 1997). It seems that atmospheric processes such as the large-scale vertical upward movement of dust-loaded air masses counteract the gravitational settling velocity of dust particles (Dulac et al. 1992; Maring et al. 2003).

The chemical composition of desert dust aerosol particles reflects that of the average Earth surface rocks with a dominance of SiO$_2$ (~60 %) and Al$_2$O$_3$ (10–16 %) resulting from the dominance of quartz and clay minerals (Goudie and Middleton 2006). Either Si or Al are considered as chemical tracers of the soil dust fraction in aerosols. The relative contributions of

---

**Fig. 4.10** A model view of source regions dominating the distribution of dust deposition fluxes (From Mahowald et al. 2009). Models generally reproduce data on dust provenance (Grousset and Biscaye 2005) with the exception of the Greenland region which is dominated by Asian dust (Bory et al. 2003).
4.2 Aerosol Production and Transport in the Marine Atmosphere

Volcanic emissions are important sources of atmospheric gases (e.g., Bardintzeff and McBirney 2000), aerosols and ash (e.g., Mastin et al. 2009). Volcanic gas emissions consist primarily of H₂O, followed by CO₂, SO₂, HCl, HF and other compounds. These gases and their oxidation products (in particular sulphate aerosols) may play an important role in the tropospheric and stratospheric chemistry and can impact terrestrial and oceanic ecosystems and human health. H₂O and CO₂ are important greenhouse gases, but their atmospheric concentrations are so large that volcanic eruptions have only a negligible effect on their concentrations (Robock 2000), although locally the release of CO₂ might have important environment effects.

Volcanic ash is a size class referring to fragmented fine-grained particles with diameters of submicron to less than 2 mm. Tephra is the general term for fragmented volcanic material produced during volcanic eruptions that includes ash particles (<2 mm), lapilli (2–64 mm), and bombs and blocks (>64 mm) (Fisher and Schmincke 1984; Schmincke 2004).

Volcanic emissions can be released continuously by passive degassing or diffusive (soil) degassing into the troposphere. Most of the volcanic SO₂ in the atmosphere is released from relatively less explosive continuous volcanic activity compared to episodic large scale eruptions (Andres and Kasgnoc 1998). About 99 % of volcanic SO₂ is released continuously, while only 1 % is released during sporadic eruptions (Andres and Kasgnoc 1998) (see Table 4.1 for the frequency of eruptions based on the eruption magnitude).

One of the most important climatic effects of explosive volcanic eruptions is through their emission of sulphur species to the stratosphere, mainly in the form of SO₂ which reacts with OH and H₂O to form sulfate aerosols on a timescale of weeks, producing one of the dominant radiative effects from volcanic eruptions (Robock 2000). Volcanic SO₂ release into the atmosphere on a 100 year scale (between 1900 and 2000) is estimated to be 8–11 × 10¹² g S year⁻¹, contributing 8–11 % of the total global sulphur emissions of 100 × 10¹² g S year⁻¹, which includes emissions from biomass burning, other anthropogenic sources and the marine-derived dimethylsulphide (Halmer et al. 2002).

The global annual direct radiative forcing of sulphate aerosols at the top of the atmosphere by volcanic sulphate is estimated to make up 33 % of the total sulphate forcing (Graf et al. 1997) thereby exceeding the percentage contribution of volcanic SO₂ emissions by a factor of about three. Even the silent degassing volcanoes release their emissions into higher atmospheric levels compared to most anthropogenic sulphur emissions, and therefore provide longer atmospheric lifetime of volcanic sulfur species. In particular, volcanic sulphate aerosols from plinian eruptions, like the Pinatubo June 1991 eruption, may influence solar radiation reaching the Earth surface for years, as indicated by the enhanced aerosol optical depth (AOD) after the eruption (Fig. 4.11). Similarly, the Mt. Hudson (Chile) August 1991 eruption may have contributed considerably to the Southern Hemisphere AOD. Reduced solar radiation also affects marine primary productivity (MPP). It should be also considered in satellite retrieval algorithms e.g. for surface ocean chlorophyll a concentration.

Volcanic ash and aerosols can be transported over long distances to remote parts of the ocean (Fig. 4.12). Upon deposition in the ocean, volcanic ash can release nutrients as well as toxic substances into the seawater (Frogner et al. 2001; Duggen et al. 2007; Jones and Gislason 2008; Hamme et al. 2010; Langmann et al.
Therefore, volcanic ash may affect marine primary productivity, phytoplankton community structure, atmospheric CO₂ concentrations and can eventually (directly or indirectly) impact higher trophic levels the oceanic food-web (e.g. of zooplankton, fish). For the marine ecosystem response related to volcanic eruptions (Chap. 5: Sect. 5.2.2).

The importance of volcanic eruptions for the biogeochemistry of the surface ocean, however, has gained limited attention compared to the much better investigated effects of mineral dust. This is despite the
fact that an average of about 20 volcanoes erupt at any given time, 50–70 volcanoes erupt every year, and at least one large eruption occurs every year (e.g. Puyehue (Chile) and Grímsvötn (Iceland) in 2011, Table 4.1). Recent estimates based on marine sediment core data show that about 128–221 $10^{15}$ g ka$^{-1}$ (ka = 1,000 years) of volcanic ash has been deposited into the Pacific Ocean, the largest ocean basin covering 70% of the iron-limited ocean regions (Olgun et al. 2011). The flux of volcanic ash is of the same order of magnitude as that of mineral dust, which is around 39–519 $10^{15}$ g ka$^{-1}$ (Rea 1994; Mahowald et al. 2005). On longer timescales (e.g. during Holocene) the amount of volcanic ash deposition is comparable to that of mineral dust (Olgun et al. 2011), although marine biogeochemical impacts probably differ. Ocean regions with higher likelihood of volcanic ash deposition are shown in Chap. 5: Sect. 5.2.2.

4.2.2.3 Global Emissions of Biogenic Volatile Organic Compounds (BVOC’s) from Terrestrial Ecosystems

The term biogenic volatile organic compounds summarises a large number of compounds emitted from terrestrial biota comprising in total an estimated > 1,000 Tg C year$^{-1}$ (Guenther et al. 1995). From an atmospheric chemistry and climate perspective, the isoprenoids (isoprene C$_5$H$_{10}$, and its monoterpenes and sesquiterpenes derivatives) have been the main focus of attention, reflecting the large mass emitted (isoprene), and/or fast atmospheric reactivity (isoprene, monoterpenes, sesquiterpenes) and related importance for the atmospheric burdens of O$_3$, SOA, OH and CH$_4$ (Atkinson 2000; Atkinson and Arey 2003a, b).

For BVOC emissions no regional or global scale observations exist to provide estimates of their past or present emission strength, distribution and seasonality. Global scale analyses thus have to depend on modelling studies, and these are to date only extensively published and evaluated for isoprene, and to a lesser degree, monoterpenes (Arneth et al. 2008). Current estimates of global isoprene emissions range between approximately 400 and 600 Tg C year$^{-1}$, while variability in monoterpane emission estimates is larger at ca. 30–130 Tg C year$^{-1}$ (Arneth et al. 2008). The bottom-up model experiments are complemented by top-down approaches that seek to infer regional emissions of isoprene from remotely sensed formaldehyde column signals (Chance et al. 2000; Palmer et al. 2003; Barkley et al. 2008; Stavrakou et al. 2009), since formaldehyde is one of the chief isoprene oxidation products in the atmosphere. However, linking the formaldehyde retrievals directly to isoprene emissions is hampered by the need to use a chemistry transport model to account for atmospheric isoprene oxidations which are incompletely understood, adding considerable uncertainty to these types of analyses (Barkley et al. 2011, 2012).

Typically, global scale model experiments rely on algorithms that vary diurnal emissions in response to temperature and light (Guenther et al. 1995) that have been found to be the main drivers underlying emission observations in the short-term. Other attempts seek to link emissions and their variability to photosynthetic
electron transport rate, reflecting the chloproplastic metabolic pathway of isoprene and monoterpane production and presence or absence of tissue storage of some BVOC, which underlies the observed light and temperature sensitivity (Niinemets et al. 1999; Arneth et al. 2007). Both approaches have to rely on specifying a leaf-level emission capacity which is defined for standard light and temperature conditions. More recently, the use of a canopy-scale emission capacity has been proposed (Guenther et al. 2006) as a model product that relies on the combination of leaf-level measurements and a canopy transfer model. Field observations demonstrate that emission capacities are not constant, but vary strongly during the year and over longer periods, for instance in response to leaf development, previous weather conditions or atmospheric CO₂ levels. In a set of recent reviews, emission capacities have been identified as the largest uncertainty in global BVOC emission models (Niinemets et al. 2010a, b, 2011). Emission capacities are species-specific and need to be set for larger plant functional units to be applicable in large-scale models. Emission algorithms are therefore either linked to global vegetation distribution classes derived from remote sensing information, or to dynamic global vegetation models. Only the latter are capable of estimating changes in emissions in future or past environments (see e.g. Arneth et al. 2008 and references therein).

Current models agree on emissions from tropical ecosystems dominating the global totals of isoprene emissions, a combination of tropical vegetation having high emission potential as well as the warm temperatures and high light conditions throughout the year. By contrast, the global monoterpane emission estimates assume also a substantial contribution from the coniferous and evergreen deciduous forests of mid- to high latitudes, even though the period of high emissions in these regions is restricted to few months of favourable weather (Arneth et al. 2011; Guenther et al. 2006; Lathière et al. 2005). While regional differences in emission seasonal patterns and overall strength for BVOC emissions appear to be large, probably much larger than for emission and uptake of CO₂, their interannual variability seems small, around 5–10 % of the mean (Arneth et al. 2011).

In the absence of regional to global observational data, model outputs from BVOC simulation experiments are severely hampered by lack of evaluation possibilities. At present, canopy-atmosphere flux measurements by micrometeorological techniques are the sole possibility to provide constraints and reality-checks on the scale of the ecosystem and with the potential to cover a period of months to years. Flux measurements from aircraft could be used to extrapolate to larger regions, although these are restricted to short-term campaigns. On canopy scale, only for isoprene are sensors sufficiently robust to allow long-term observations. But still, only one study location reported measurements covering several years (Pressley et al. 2005). Hence questions on the magnitude of interannual variability essentially remain unanswered. For other BVOC species, flux measurements rely on techniques using gas chromatography or proton transfer reaction spectrometers as sensors. A few short-term campaign studies from a very limited number of ecosystems have been published to-date (a list of example data are provided in Rinne et al. 2009, Pacifico et al. 2011, Arneth et al. 2007, Lathière et al. 2006) which is insufficient for model evaluation.

For future emission estimates large uncertainties exist with respect to how changes in climate, atmospheric CO₂, N deposition, tropospheric O₃ and human land use/land cover changes interact to alter BVOC emissions in direct and indirect ways (Arneth et al. 2010; Niinemets et al. 2010a, b). In addition to improved understanding of the processes of BVOC production and emissions in response to these various environmental changes, observation and modelling efforts clearly also have to move towards substances beyond isoprene and monoterpenes to reflect the multiple open questions on BVOC-atmosphere and climate interactions (Goldstein and Galbally 2007; Holzinger et al. 2005; Lelieveld et al. 2008).

BVOC directly or via their atmospheric oxidation products, contribute to the formation and growth of secondary organic aerosol (Kulmala et al. 2004). Similar to BVOC emissions, the total mass and number concentration of SOA particles that are formed from BVOCs are highly uncertain. Current estimates are around 12–70 Tg year⁻¹, but these numbers have also been challenged as being too small, perhaps by up to a factor of 10 (Kanakidou et al. 2004; Carslaw et al. 2010; Hallquist et al. 2009). Most modelling work to-date has estimated SOA based on monoterpane emissions only using a constant mass yield of typically 10 % of emissions. Yet, both sesquiterpenes (Bonn and Moortgat 2003) and isoprene (Claeys et al.
have been identified as important precursor sources. While the SOA yield from isoprene may be low, its source strength and the gas-particle partitioning characteristics of its oxidation products are efficient to the point where it may promote SOA growth at higher altitudes and enhance the SOA formation from other sources (Claeys et al. 2004; Henze and Seinfeld 2006).

Quantification of the future direct climate impact of SOA in terms of radiative forcing have so far only considered the case of increasing BVOC emissions over the twenty-first century; these model scenarios result in a substantial cooling (up to $-24 \text{ W m}^{-2}$; Carslaw et al. 2010) due to the increased scattering and reflection of radiation by the larger SOA mass. In addition, SOA can grow to particle size classes that act as cloud condensation nuclei, with associated indirect climate effects if cloud albedo and lifetime are affected (Lohmann and Feichter 2005). The full chain of processes from emissions, particle nucleation and subsequent growth to aerosol direct and indirect effects is only just now beginning to be included in global climate models. Initial results indicate large differences between past, present-day and future SOA number concentration and SOA radiative forcing if these processes are treated explicitly (Makkonen et al. 2012).

4.2.2.4 Anthropogenic Emissions

Emission inventories of reactive gases and aerosols are needed as input for climate and atmospheric chemistry and transport models (CTMs) to be able to assess and predict the climate impacts, air pollution concentrations or deposition of elements to ecosystems (Sect. 4.5.1). Emissions can be separated into natural emissions and anthropogenic emissions. The latter implies that the emissions are produced as a result of human activities and can be influenced by changes in technologies and/or emission reduction policies. Emissions need to be spatially distributed, e.g. on a grid, to be suitable as (deposition) model input because the location of emissions is important for their impact, especially for reactive and/or short-lived species. Examples of such gridded emissions can be found at the GEIA/ACCENT emissions portal (http://geiacenter.org). The most important precursors of secondary anthropogenic aerosol are NOx, SOx, NH₃ and Non-Methane Volatile Organic Compounds (NMVOC). For a detailed review of aerosol formation we refer to Seinfeld and Pandis (2006). To quantify the impact of anthropogenic emissions on the ocean (through deposition of nutrients and/or particles) it is necessary to quantify both the primary aerosol emissions and the aerosol precursor emissions. In this section we distinguish between land-based anthropogenic emissions, biomass burning emissions and emissions from international shipping. The latter will in almost all circumstances directly influence the marine ecosystem, although a substantial part of the emissions may also deposit on land surfaces.

Anthropogenic Land-Based Emissions

Recently Lamarque et al. (2010) developed a new emissions dataset covering the 1850–2000 period, based on the combination and harmonisation of published and publicly available datasets, in support of the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report (AR5). This so-called ACCMIP emission data set also acts as a starting point for the emission projections up to the year 2100 given by different representative concentrations pathways (RCPs) as used in the AR5 (Van Vuuren et al. 2011). The ACCMIP output is the most recent and widely used global emission data. It is distributed on a $0.5^\circ \times 0.5^\circ$ degree grid and made available through ftp://ftp-ipcc.fz-juelich.de/pub/emissions/. Lamarque et al. (2010) provide emission estimates for the precursors of secondary anthropogenic aerosol and for primary carbonaceous particulate matter (BC and OC) (Table 4.2) but not for total PM10.

Uncertainty in Global Anthropogenic Emissions

Anthropogenic uncertainty in emission estimates arise from uncertainty in the activity data, the fuel composition and the emission factors for all individual sources. The resulting uncertainty leads to a range of possible emissions for a given process and base year that varies strongly between regions, sectors, and pollutants. A consistent uncertainty analysis for all pollutants in Table 4.2 is a complex and laborious task, as it would have to be done for all air pollutant/source/technology/country combinations separately and has only been performed for a few species e.g. BC and OC (Bond et al. 2004)/SO₂ (Smith et al. 2011). To get an impression of the uncertainties Granier et al. (2011) compiled all currently available consistent global and regional emission inventories and calculated the ratio between the lowest and highest
emissions for each species and each region for selected base years. The ratios for the global year 2000 estimates for NOx, SO2, and BC were 1.17, 1.40 and 1.13, respectively (Granier et al. 2011). The ratios for the global inventories were small compared to the variation in the regional inventories which usually ranged between 1.5 and 3.0. The spread gives an impression of consensus but is not an uncertainty analysis. For example, Bond et al. (2004) estimated global fossil black carbon emissions in 1996 as 3.0 Tg C, with an uncertainty range of 2.0–7.4 Tg C, or +150 % and −30 %; this is in strong contrast with the ratio of 1.13 between highest and lowest global inventory for this pollutant. Smith et al. (2011) performed an uncertainty analysis for global and regional sulphur dioxide emissions and concluded that the overall global uncertainty is relatively small: 6–10 % over the twentieth century, but regional uncertainties ranged up to 30 %. For the SO2 year 2000 and values presented in Table 4.2, the uncertainty, based on Smith et al. (2011), would be −10 % and +30 % for anthropogenic land-based sources and shipping, respectively. The calculated global SO2 uncertainty bounds are relatively small: the low value is due to cancellation between source categories and regions. This uncertainty level would appear to be unrealistically low given that a number of previous global sulphur dioxide emissions estimates do not fall within this estimated uncertainty bound (the ratio high-low inventories was 1.40; see Granier et al. (2011) for a compilation). The reason is that additional, essentially correlated uncertainties are present that add to the uncertainty value estimated above. Examples include reporting or other biases in global data sets for energy, sulfur removal, and other driver data, methodological assumptions, and the use of common default assumptions for sources where little data exists. Sulphur emissions are less uncertain than emissions of the other air pollutants listed in Table 4.2 because emissions depend largely on sulphur contents in fuels. Uncertainty for other air pollutants is controlled more by combustion conditions and installed technologies and their uncertainty is considerably larger, as quoted above for BC. A qualitative indication is that for VOC, NH3 and OC the uncertainty range will be similar to the BC ranges of Bond et al. (2004) while NOx will be in between the SO2 and BC ranges.

Global Biomass Burning Emissions
Biomass burning emissions are highly variable from year to year as a result of different environmental and human factors. Schultz et al. (2008) provided a detailed literature review on continental scale estimates of biomass burning emissions and constructed a global emissions data set with monthly time resolution for the period 1960–2000. The previously discussed ACCMIP historical dataset (Lamarque et al. 2010) provides decadal monthly mean biomass burning emissions, mostly based on Schulz et al. (2008). As can be seen from Table 4.2, biomass burning emissions contribute significantly to total global emissions of aerosols and their precursors but its relevance differs by substance, from being quite modest for SO2 to dominant for OC. Over the past 20 years estimates of biomass burning emissions, including their spatial location, have greatly improved due to the availability of earth observation data from satellites. The activity data detected from space (burned area or fire radiative power) includes all major grassland, savanna, and forest fires (including deforestation fires) (e.g. Van der Werf et al. 2006, 2010; Kloster et al. 2010). To estimate emissions, satellite-derived burned areas (Giglio et al. 2010) drive the fire module of a biogeochemical model that calculates fuel loads for each month and grid cell, which are then combined with emission factors (Andreae and Merlet 2001). A good example of this methodology is the Global Fire Emissions Database (GFED) which contains emissions from open fires for the 1997–2004 period (van der Werf et al. 2006). A new version of the inventory that covers the 1997–2009 period, called GFED-v3, was made available at the beginning of 2010 (van der Werf et al. 2010).

International Shipping Emissions
The ACCMIP emissions dataset (Table 4.2) provides ship emissions including international shipping, domestic shipping and fishing, but excluding military

<table>
<thead>
<tr>
<th>Table 4.2 Global anthropogenic land-based emissions (Tg year−1) for the year 2000 (Lamarque et al. 2010; Granier et al. 2011)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOx\textsuperscript{a}</td>
</tr>
<tr>
<td>Anthropogenic land-based</td>
</tr>
<tr>
<td>Shipping</td>
</tr>
<tr>
<td>Biomass Burning</td>
</tr>
</tbody>
</table>

\textsuperscript{a}NO\textsubscript{x} in Tg NO year\textsuperscript{−1}

\textsuperscript{b}BC particulate black carbon, OC particulate organic carbon (Tg C year\textsuperscript{−1})
vessels, based on Eyring et al. (2009). These authors used data from the International Maritime Organization (IMO) study discussed in Buhaug et al. (2008), while non-CO2 emission totals were derived as a mean of previous studies (Corbett and Köhler 2003; Eyring et al. 2005; Endresen et al. 2003, 2007). Ship emissions are distributed over the globe using the International Comprehensive Ocean–atmosphere Data Set (ICOADS; Wang et al. 2008), which provides changing shipping patterns on a monthly basis. Eyring et al. (2009) estimated that in 2000, the emissions released by the ocean-going registered fleet for nitrogen oxides (NOx), sulphur oxides (SOx), and particulate matter (PM) were 11.6 Tg NO, 11 Tg SO2, and 1.4 Tg PM, respectively, within a bounded range of 6–21 Tg NO, 6–20 Tg SO2 and 0.4–3.4 Tg PM.

Comparison and Evaluation of Different Emission Datasets

A detailed comparison and evaluation of different emission datasets of anthropogenic and biomass burning emissions for the 1980–2010 period was made by Granier et al. (2011). They identified large discrepancies between the global and regional emission data sets, showing that there is still no consensus on the best estimates for surface emissions of atmospheric compounds. Hence the data presented in Table 4.2 have a substantial uncertainty; about 10–30 % for land-based anthropogenic emissions and shipping and 50–80 % for biomass burning (Granier et al. 2011). For a full description of the various global and regional emission datasets currently available we refer to Granier et al. (2011). To understand the impact of anthropogenic emissions on marine ecosystems it is important to know not only the absolute emission in a certain base year but also the trend over time. As an example we show the historic development of NOx emissions for the period 1970–2000 in Fig. 4.13.

Clearly all emissions have increased over the past decades, with the land-based emission slowing down somewhat in recent years but shipping emissions showing a steep increase. The significant increase in the emissions from wildfires throughout the period from 1960 to 2000 due to the increasing importance of forest and peat soil burning is remarkable (Schultz et al. 2008). Annual global carbon emissions averaged at 1,660 Tg C year\(^{-1}\) during the 1960s and rose to an average of 2,560 Tg C year\(^{-1}\) during the 1990s. The most important contribution to the trend comes from enhanced deforestation in the tropical regions. The implication of Fig. 4.13 is that the input from the atmosphere to the ocean will have significantly increased over the past decades and that this is bound
to have influenced the cycling of elements and nutrients as well as other processes. Trends in other substances may vary somewhat from the NO\textsubscript{x} trend depicted here but overall the pattern is consistent. For a full description of the various global and regional emission datasets currently available and emission trends for 1980–2010 we refer to Granier et al. (2011); historic emission trends since 1850 are provided by Lamarque et al. (2010).

4.2.3 Ageing and Mixing of Aerosols During Transport

Aerosol particles produced over the continents are present in remote oceanic regions as a result of long-range transport from high-emission regions. From the moment an aerosol particle forms or is emitted until its removal from the atmosphere by deposition, it has undergone various physical and chemical transformations. This aerosol ageing is due to coagulation, condensation/evaporation of semi-volatile components, adsorption/absorption of volatile components and chemical reactions. The dynamic exchange of semi-volatile substances facilitates the exchange of molecules between particles of different origin. As a consequence, ambient aerosols are often complex internal and external mixtures of both inorganic and organic components. The degree to which aerosol particles are transformed controls their chemical composition, size, shape, and surface area and hence determines the aerosol chemical evolution as well as the particles hygroscopic and optical properties.

Recent studies on aerosol ageing have been focussed on dust and organic aerosol (OA). Current understanding of secondary organic aerosol (SOA) formation is incomplete (e.g. de Gouw et al. 2005; Heald et al. 2005, O’Dowd and de Leeuw 2007) and models underpredict SOA concentrations, notably in aging plumes (Alvarado and Prinn 2009; Grieshop et al. 2009). Moreover, despite extensive work on dust evolution during transport, in particular on Asian dust, the chemical mechanisms involved in dust aging are still in question, implying large uncertainties in estimation of dust cycling and impact (Jickells et al. 2005; Su et al. 2008; Formenti et al. 2011).

Recent studies show an explosion of identified organic species in the aerosol phase, notably due to the improvement of analytical techniques. In contrast to the clear evolution of sulphate which is irreversibly oxidised and condensed, the OA presents versatile transformation highly dependent on meteorological and chemical conditions. The chemistry of these species is not well-known and there is a large need for further studies.

4.2.3.1 Chemical Ageing of Organic Aerosols

The organic composition of aerosols continues to change long after initial particle formation as a result of chemical reactions between particle constituents, reactive uptake of gaseous semivolatile molecules, direct photochemical processes inside the particle, and condensation and evaporation of water on the particle (Pöschl 2005; Robinson et al. 2007; Rinaldi et al. 2010). The additional gas-phase oxidation during transport appears to be principally responsible for most of the aging of organic aerosol particles (e.g. Lambe et al. 2009). However, other dominant ageing mechanisms such as condensational ageing (uptake of oxidised organic vapors) or homogeneous ageing (condensed-phase chemistry such as oligomerisation) has also been identified (Volkamer et al. 2007; Jimenez et al. 2009). These processes are schematically shown in Fig. 4.14.

The ageing takes place on a time scale ranging from minutes to days (e.g. Dunlea et al. 2009), and may significantly change the molecular composition of particles before their removal from the atmosphere. For example, in biomass burning plumes, the unreacted primary organic aerosol, traced by levoglucosan concentrations, represents only 17 \% of the OA mass after 3.5 h (Hennigan et al. 2011), suggesting that the majority of OA is transformed via photo-oxidation. Fu et al. (2011) show that over tropical regions, atmospheric oxidation products can account for 47–59 \% of the total organics. Typically, field and laboratory measurements indicate that organic material changes its carbon number and becomes increasingly oxidised, less volatile, and more hygroscopic as a result of continuous ageing in the atmosphere (Zhang et al. 2007; Capes et al. 2008; DeCarlo et al. 2008; Jimenez et al. 2009; Morgan et al. 2010, Ng et al. 2010; Kroll et al. 2011). The extent of oxidation of OA, generally estimated from Aerosol Mass Spectrometer (AMS) measurements, increases as the aerosol is exposed to atmospheric oxidants, notably OH radicals (Grieshop et al. 2009; Sage...
et al. 2008). Thus, diurnal oxidant cycling involves a significant daily variation of OA composition with more oxidized OA in the afternoon (Aiken et al. 2008; Hildebrandt et al. 2010; Adler et al. 2011).

As a result of the large number of reaction pathways, intermediates and products, aerosol particles sampled from ambient air contain thousands of chemically distinct organic compounds (e.g. Fu et al. 2011). Ageing processes in the atmosphere, resulting in further oxidation and oligo-polymerisation of the organic compounds, ultimately transform them to highly oxidised macromolecular material such as humic-like substances (HULIS) (Holmes and Petrucci 2006; Hallquist et al. 2009). Moreover, due to their semi-volatile properties and high atmospheric reactivity, organic species are often observed in internal mixing with inorganic particles. Thus, inorganic sulphate or nitrate aerosols are usually coated or aggregated with organic particles, forming organic sulphate or organic nitrate aerosols (Surratt et al. 2007; Froyd et al. 2010; Hawkins et al. 2010; Li and Shao 2010). The detailed characterisation of the huge set of OA compounds is beyond the capabilities of most analytical techniques (Kroll et al. 2011). As a consequence, several recent studies aim to identify organic species or find a metric which can be used as a tracer of organic ageing, such as the determination of molecular markers (e.g. Claeys et al. 2010), the mass spectral diagnostic (e.g. via f_{\text{44}} increase, Ng et al. 2010) or the use of the average carbon oxidation state coupled with carbon number (Kroll et al. 2011).

Despite this extreme chemical complexity, it seems that organic matter produced from pollutants in urban atmospheres, from biogenic emissions, or from terpenes exposed to photochemical reactions in smog chambers, is processed to particulate organic matter of similar oxidation state, hygroscopicity, volatility, and molecular mass (Jimenez et al. 2009). In other words, organic aerosols from very diverse origin are observed to evolve in the atmosphere to particles with similar chemical and physical properties (Jimenez et al. 2009; Ng et al. 2010).

4.2.3.2 Internal Mixing

Dust/Inorganic Species

The transformation of dust during atmospheric transport leads mainly to coating by sulphates or nitrates (Formenti et al. 2011). First observations of internal mixing have been made in Asia where desert sources are located close to highly polluted areas (e.g. Iwasaka et al. 1988; Okada et al. 1990; Yamato and Tanaka 1994; Zhou et al. 1996; Fan et al. 1996). Strong internal mixing of dust and sulphate or nitrate was also reported for the eastern Mediterranean (e.g. Falkovich et al. 2001; Sobanska et al. 2003; Putaud et al. 2004; Koçak et al. 2007; Coz et al. 2009) and over the Atlantic Ocean (Kandler et al. 2007; Dall’Osto et al. 2010) in polluted European and North African air masses. The sulphate/nitrate coating is the result of different heterogeneous chemical processes, such as the uptake of gaseous SO₂ or HNO₃ (and/or NOx) onto the particle surface and their subsequent conversion to SO₄^{2-} and NO₃⁻ (Dentener et al. 1996; Kim and Park 2001; Usher et al. 2002) and collision/coalescence between dust and aerosol ammonium sulphate or nitrate (Mori et al. 1998; Sullivan et al. 2007; Suzuki et al. 2010). The heterogeneous processes responsible for sulphate mixing with dust may be season-dependent with predominance of coagulation process in summer and SO₂ uptake in spring (Suzuki et al. 2010). Recent observations of strong internal mixing of dust with nitrate or sulphate in mesoscale convective clouds during the AMMA campaign (Crumeyrolle et al. 2008; Matsuki et al. 2010a) suggest in-cloud processing involving aqueous phase oxidation of NOx/SO₂, as previously assumed by Levin and Ganor (1996) and Liu et al. (2005). Carbonate minerals in dust particles, notably calcite (CaCO₃), have been identified as the
main substrate for adsorbing sulfur and nitrogen gaseous species (Dentener et al. 1996; Krueger et al. 2004). Thus, the heterogeneous reactions involve the conversion of calcium carbonate to other calcium salts such as calcium nitrate (Ca(NO$_3$)$_2$), calcium sulphate (gypsum, CaSO$_4$) or their ammonium salts ((NH$_4$)$_2$NO$_3$, (NH$_4$)$_2$HSO$_4$ or (NH$_4$)$_2$SO$_4$) as first demonstrated in laboratory experiments (Krueger et al. 2004) and then observed in recent field studies (Laskin et al. 2005; Matsuki et al. 2005, 2010b; Sullivan and Prather 2007; Shi et al. 2008; Huang et al. 2010; Suzuki et al. 2010).

The reactivity of inorganic acids with dust is determined by several factors: chemical mineralogy of dust (Sullivan et al. 2007), transport pathways, the extent to which dust is transported across polluted sources (Sullivan et al. 2007; McKendry et al. 2008) and meteorological and chemical processing. In particular, sulphate and nitrate coating on dust surfaces is favoured in the marine atmosphere where the relative humidity is high (Hanisch and Crowley 2001; Usher et al. 2002; Trochikine et al. 2003; Zhang et al. 2003a; Okada and Kai 2004; Ooki and Uematsu 2005; Matsuki et al. 2005). Dall’osto et al. (2010), who compare African dust mixing state at different distances from the emission source, demonstrate a continuous chemical evolution of dust particle composition during atmospheric transport, consistent with the relatively slow atmospheric oxidation of sulphur dioxide. Moreover, measurements on individual particles show evidence of the mineralogy-dependent formation of sulphate/nitrate on dust particles (Matsuki et al. 2005; Laskin et al. 2005; Sullivan and Prather 2007). Sulphate formation is favoured on aluminosilicate-rich particles (Laskin et al. 2005; Shi et al. 2008) while preferential nitrate formation on carbonate-rich dust is observed (Ro et al. 2005; Sullivan et al. 2007; Matsuki et al. 2010a; Fairlie et al. 2010). It was proposed that the preferential association of sulphate with Al-rich dust is partly due to the oxidation of SO$_2$ to H$_2$SO$_4$ catalysed by transition-metals, mainly iron, present in aluminosilica minerals (Sullivan et al. 2007; Sullivan and Prather 2007). Yet, the opposite behavior of sulphate and nitrate formation on carbonates could be explained by their difference of hygroscopicity (Sullivan et al. 2009; Formenti et al. 2011). Calcium sulphate is poorly water soluble, preventing further uptake of water and other gaseous species, and hence suppressing the transformation of sulphur dioxide to sulphate in these particles. In contrast, calcium nitrate is highly hydrophilic, enhancing uptake of water and resulting in a positive feedback, transforming all calcium in the particles to calcium nitrate. The calcium-rich spherical particles observed in Asian dust plumes in Japan and in polluted urban air masses in China (Fig. 4.15; Matsuki et al. 2005; Okada et al. 2005), as well as in the Eastern Mediterranean (Laskin et al. 2005) or in convective systems over the Sahel during the monsoon period (Matsuki et al. 2010a) provide field evidence of this feedback process. This mineralogy-dependent salt formation could imply dust source dependence.

In addition, mixing between dust and chloride has also been observed close to the Asian coast, over the North Pacific (Zhang and Iwasaka 2001; Murphy et al. 2006; Sullivan et al. 2007; Tobo et al. 2009, 2010) and over the North Atlantic (Sullivan et al. 2007). The absorption of hydrogen chloride (HCl) seems to be responsible for the chloride coating, forming calcium chloride CaCl$_2$ (Kelly and Wexler 2005; Tobo et al. 2009). This heterogeneous pathway could be predominant in the remote marine boundary layer with respect to sulphate and nitrate formation (Ma and Choi 2007; Tobo et al. 2009, 2010). The main source of gaseous HCl is volatilization from sea salt particles during heterogeneous reaction of sea salt with HNO$_3$ or H$_2$SO$_4$ (Tobo et al. 2009).

The mixing of dust in polluted air masses also favors mixing with other anthropogenic compounds, such as metals (Cu, As, Ni, Cd, Zn, Pb) (Sun et al. 2005; Zhang et al. 2005b; Erel et al. 2006; Huang et al. 2010; Wang et al. 2011), probably playing a role on the atmospheric deposition of nutrients to the marine biosphere (Sun et al. 2005).

**Dust/Organic Species**

Internal mixing between dust and organic carbon has been observed in African biomass burning plumes (Hand et al. 2010) and in polluted Asian air masses (Fig. 4.15, Leaitch et al. 2009; Geng et al. 2009; Li and Shao 2010; Stone et al. 2011). Recent studies show that ATOFMS (Aerosol Time of Flight Mass Spectrometry) in providing aerosol particles composition as a function of particle size, is a pertinent technology to identify organic species mixed with dust (Sullivan and Prather 2007; Yang et al. 2009; Dall’Osto et al. 2010). Thus, Sullivan and Prather (2007) found from their experiments during ACE-Asia that oxalic acid
and malonic acid were predominantly internally mixed with mineral dust and aged sea salt particles. They also observed a diurnal enrichment of oxalic acid in mineral dust, indicating a probable gas-phase photochemical production of dicarboxylic acid followed by partitioning into the particle phase (Sullivan et al. 2007). Yang et al. (2009) also observed oxalate-containing dust and sea salt particles in Shangai but they associated oxalate formation to oxalic acid production by heterogeneous reaction occurring in hydrated/deliquesced aerosol. Leaitch et al. (2009) reported enrichment of dust particles by various organic species, notably formate and acetate in Asian dust collected on the North American coast, probably due to uptake of organic particle precursors by dust nearer Asian anthropogenic sources. Internal mixing between dust and carboxylic acid has also been suggested for African dust in source areas during monsoon periods by in-cloud processes in convective systems (Desboeufs et al. 2010) and in zones of transport in Israel (Falkovich et al. 2001, 2004) and over the French Alps (Aymoz et al. 2004). Due to the numerous observations of mixing between dust and carboxylic acids, which are tracers of SOA, dust is suspected to

Fig. 4.15 Illustration of different mixing states between dust (Si-rich and K-rich), organic species and soot particles by Transmission Electron Microscopy (TEM) images and Energy-Dispersive X-ray (EDX) spectra. The circles show the sites of EDX measurements. The carbon peaks from EDX spectra were compared between the background (grey spectrum from an area without particles) and the particle (black spectrum). (a) S-rich particle with organic coating aggregated with an organic particle. (b) K-rich particle aggregated with an organic particle and soot, including a fine Fe-rich particle. (c) S-rich particle with organic inclusions. (d) S-rich particles with organic coating (Re-produced from Li and Shao (2010) by permission of the American Geophysical Union)
play a role in SOA formation (Mochida et al. 2007; Duvall et al. 2008; Wang et al. 2009; Stone et al. 2011). Nevertheless, there is no clear evidence of the formation of secondary organic aerosol on dust in these studies. If carboxylic acids are the most common identified organic species in mixing with dust, internal mixing of dust has been observed with MSA (Dall’Osto et al. 2010); PAH (Falkovich et al. 2004; Stone et al. 2011); pesticides (Falkovich et al. 2004); fatty acids (Mochida et al. 2007); hopane and levoglucosan (Stone et al. 2011) and organic nitrogen (Dall’Osto et al. 2010). The abundant organic matter found on dust surfaces suggests that dust is an excellent medium for long-range transport of pollution in the troposphere (Falkovich et al. 2004). The extent organic compounds coat onto dust depends on the transport pathway, reactivity of organic species, ambient concentration and ambient humidity, notably for high water-soluble species like carboxylic acids (Falkovich et al. 2004; Dall’Osto et al. 2010).

Sea Salt

Sea salt aerosols can also participate in heterogeneous reactions with nitric and sulphuric acids, leading to chloride (and also other halogens like Br) depletion (notably Cl-depletion) through HCl volatilisation and the production of halogen radicals, particularly in relatively polluted marine air (Sturges and Shaw 1993; Johansen et al. 1999; Kumar et al. 2008). The release of reactive chloride is considered to be an important intermediate in the oxidation reactions associated with the removal of light hydrocarbons and ozone in the marine atmosphere (Singh and Kasting 1988; Vogt et al. 1996). The magnitude of Cl-depletion of marine aerosols has been demonstrated to usually increase with decreasing sea salt particle size (Mouri and Okada 1993; Kerminen et al. 1998; Yao et al. 2003; Hsu et al. 2007). This reaction produces sea salt particles coated with sulphate and nitrate over Asian and Pacific areas (Matsumoto et al. 2004; Matsuki et al. 2005; Yang et al. 2009) and in the Mediterranean region (Tursic et al. 2006). In the clean atmosphere, methanesulphonate is the major species involved in chloride depletion as observed in Finland (Kerminen et al. 1998) and in the Arctic (Maskey et al. 2011). The S-containing sea salt particles are generated by reactions of the sea salt particles with MSA and/or H2SO4 from biogenic sources rather than anthropogenic ones. Mixing between sea salt and oxalate is also observed (Kerminen et al. 1998; Yang et al. 2009). A number of studies have reported large variations in the magnitude of Cl-depletion (ranging from few percent to 100 %) over different oceanic regions (Graedel and Keene 1995; Song and Carmichael 1999; Maxwell-Meier et al. 2004; Quinn and Bates 2005; Hsu et al. 2007). This variability has been attributed to the complex interplay of several factors, including variable wind-field, turbulence in the vicinity of the sampling site and the influence of anthropogenic components. Thus, the primary mechanisms governing differential Cl loss from sea salt particles in diverse oceanic regions are now well understood (e.g. Song and Carmichael 1999; Maxwell-Meier et al. 2004; Quinn and Bates 2005).

Sea salt mixing with dust has also been reported: more than 60 % of the total particle population collected in Japan was found to be modified by sea salt as concluded from individual particle analysis (Okada et al. 1990; Niimura et al. 1998; Zhang et al. 2003b; Ma et al. 2005) and the interaction of dust with sea salt was likely an important process in size and composition changes of dust aerosols during their long-range transport (Zhang and Iwasaka 2004, 2006). In contrast, mixtures of dust and sea salt were reported to occur only to a minor degree in the African dust plume outflow (e.g. Reid et al. 2003b; Niemi et al. 2005; Kandler et al. 2007). The mechanisms responsible for the mixing of dust particles and sea salt have not been elucidated in detail (Andreae et al. 1986; Zhang et al. 2005a; Andreae and Rosenfeld 2008), while in-cloud processing was suggested as a major route for agglomerate formation (Andreae et al. 1986; Niimura et al. 1998).

Future Directions

Since the first models of aerosol ageing (e.g. Song and Carmichael 1999), progress in the understanding of chemical multiphase processes enabled, at best, taking into account the chemical reactivity of aerosols. However, recent studies show an explosion of identified organic species in the aerosol phase, notably due to the improvement in analytical techniques. In contrast to the clear evolution of sulphate which irreversibly oxidised and condensed, the OA presents versatile transformations which are highly dependent on meteorological and chemical conditions. The chemistry of the OA species is not well-known and there is a large need for further studies.
While the convergence of physico-chemical properties with ageing is observed for OA, this is not the case for dust and sea salt particles. Thus, even while numerous studies focussed on the chemical evolution of these aerosol particles, the challenge remains to improve our understanding of the link between aerosol ageing and their properties, notably size, ability to release nutrients and hygroscopicity. This point also needs to extend to measurements, up to now largely situated in Asian regions and the Pacific, to other oceanic regions, notably regions where high climate change is expected such as the Mediterranean basin (Giorgi 2006; IPCC 2007).

4.2.4 Dust-Mediated Transport of Living Organisms and Pollutants

A major argument for studying inter-regional and inter-continental transport of dust and its impacts is the recognition of ecological and human health damage risks. Owing to advances in meteorology, analytical instrumentation, satellite technology and image interpretation, more precise information on source areas, transport patterns and depositional zones for dust can now be obtained.

As an example, fungi transported by Saharan dust have been found to damage Caribbean corals (Colarco 2003a, b). Several health studies in urban and suburban environments have shown a higher risk of mortality from high exposure to fine (particles with diameter \(<10 \, \mu m \, or \, PM_{10}\) particulate matter (e.g. Lippmann 2007). Airborne particles emitted from geological strata also pose threats to human health and the environment worldwide due to expansion of infrastructure development to serve the increasing population. After generation, dust can be carried by wind into sensitive environments and adverse health effects of respiratory “dust” on human health are well documented (Love et al. 1997).

Two misconceptions exist: desert soils are too inhospitable to accommodate a diverse microbial community and if present, the microorganisms will not be able to withstand the physical stresses (UV, desiccation, temperature) of atmospheric transport. However, dust events have been shown to introduce a significant pulse of microorganisms (Griffin 2007; Schlesinger et al. 2006; Polymenakou et al. 2008) and other microbiological materials (e.g. cellular fragments, fungal spores) into the atmosphere (Jaenicke 2005). Dust-borne transport of microorganisms, mainly over the marine environment, should be enhanced due to tolerable humidity levels and attenuation of UV by the particle load of the various dust clouds. Polymenakou et al. (2008) examined the microbial quality of aerosols over the Eastern Mediterranean region (Island of Crete, Greece) during an African dust storm. Bacterial communities associated with aerosol particles of six different size ranges were characterised using molecular culture-independent methods (analysis of 16S rRNA genes). Spore forming bacteria such as Firmicutes were found to be present in all aerosol particles and dominated the large particle sizes. Besides the dominance of Firmicutes in dust particles, phylogenetic neighbours to human pathogens associated with the respirable particles were also detected. These pathogens have been linked to several diseases such as pneumonia, meningitis, and bacteraemia or suspected to induce pathologic reactions such as endocarditis (i.e. \(S. \) pneumoniae, \(S. \) mitis, \(S. \) gordonii, \(H. \) parainfluenzae, \(A. \) lwoffii, \(A. \) johnsonii, \(P. \) acnes).

The amount of toxic waste stemming from obsolete pesticides in Africa is higher than previously estimated (Mandavilli 2006). In Africa alone the amounts of toxic wastes are estimated at ca. 120,000 tonnes, with more than 500,000 tonnes worldwide. An estimated 30 % of the waste is believed to be persistent organic pollutants (POPs). The POPs family includes dioxins (polychlorinated dibenzodioxins and dibenzofurans), polychlorinated biphenyls (PCBs) and several organochlorine pesticides such as dichlorodiphenyltrichloroethane (DDT) and hexachlorobenzene. It should be pointed out that the POPs composition of dust in air masses changes in relation to modifications in land use, intensity of pesticide use, and burning of synthetic materials and biomass in the dust source regions and in areas swept by dust air masses (Garrison et al. 2003). There are few studies of the transport of POPs from Africa to the Mediterranean. It has been shown that the air masses arriving in the Eastern Mediterranean from Africa contained levels of polychlorinated biphenyls (PCBs) as high (\(>100 \, \text{pg} \, \text{m}^{-3}\)) as those in the air masses coming from industrialised Western Europe (Mandalakis and Stephanou 2002). Concurrently, in another study (Garrison et al. 2006) aimed at elucidating the potential role that Saharan dust might...
play in the degradation of Caribbean ecosystems, a series of persistent organic pollutants (POPs), trace metals and viable microorganisms were identified in the atmosphere over dust source areas of West Africa and in the Caribbean.

Microbes and fungi present on dust can survive a transcontinental journey and stay alive for centuries (Gorbushina et al. 2007). It was shown that Saharan dust collected over the Atlantic by Charles Darwin in the nineteenth century contained members of the spore-forming bacteria Bacillales (Firmicutes) and fungi attached to the particles. By combining geochemical, microbiological and microscopic methods to analyse their almost 200-year-old samples, Gorbushina et al. (2007) were able to show beyond doubt that dust, which clearly originated from West Africa, transported viable microorganisms across the Atlantic Ocean.

4.3 Direct Radiative Effects (DRE)

The direct radiative effect (DRE) is the change in net downward radiative flux, measured in W m$^{-2}$, due to aerosol scattering and absorption of radiation (Forster et al. 2007). The DRE exerted by marine aerosols has received less attention that the anthropogenic DRE, which is a climate forcing. However, there are good reasons for quantifying the marine DRE. Firstly, it gives insight into pre-industrial radiative effects of aerosols since the distinction between natural and anthropogenic aerosols is important in the study of the climate system. Secondly, the decrease in sea-ice extent due to climate change leads to an increase in sea salt generation (Bellouin et al. 2011). Climate change also impacts the activity of ocean biogeochemistry and the associated DMS emissions into the atmosphere (Halloran et al. 2010). These changes impact the DRE of marine aerosols and the Earth’s radiative budget.

In the shortwave spectrum and at the top of the atmosphere, the sign of the DRE depends on the balance between the decrease in net flux due to aerosol scattering and the increase due to aerosol absorption. Marine aerosols lack elemental carbon and iron oxides and are therefore weakly absorbing in the shortwave spectrum (Irshad et al. 2009). Consequently, their shortwave DRE at the top of the atmosphere is negative, and more negative per unit mass than absorbing aerosols of similar sizes. The marine aerosol DRE is exerted predominantly in cloud-free conditions, except where clouds are too thin to mask it. Aerosols are more efficient at exerting a DRE when their radius is comparable to the wavelength of the radiation. The size distribution of marine aerosols, especially sea salt, covers both the sub- and super-micron ranges (Dubovik et al. 2002). Their DRE therefore covers both the shortwave and longwave spectra. In the longwave spectrum, marine DRE is positive at the top of the atmosphere because the aerosol layer is typically colder than the surface (Reddy et al. 2005). In addition, since aerosol size is a key parameter for the DRE, hygroscopic growth is important, especially at the high relative humidity experienced by marine aerosols, and is a strong function of chemical composition (Randles et al. 2004).

Four aerosol characteristics are needed to quantify the DRE: optical depth, single-scattering albedo, size distribution, and vertical profile (Yu et al. 2006). Among those parameters, aerosol optical depth is better constrained, with dedicated ground-based and satellite instruments providing routine retrievals (Holben et al. 2001; Remer et al. 2008; Kokhanovsky and de Leeuw 2009; de Leeuw et al. 2011b). Retrievals are however limited to cloud-free conditions, a restriction detrimental to the sampling of marine aerosols, especially at high latitudes of the southern hemisphere where near-surface wind speeds, cloud cover, and sea salt optical depths are large. Satellite retrievals are more accurate over dark ocean surfaces, where marine aerosols are located, than over the relatively brighter land surfaces (King et al. 1999). Satellite products also include information on the aerosol size distribution, through the Ångström coefficient or optical depth of the fine mode (Anderson et al. 2005). Ground-based sun-photometer networks provide retrievals of the single-scattering albedo (Schuster et al. 2005) and size distribution (Dubovik et al. 2002). Coastal and island sites and ship cruises are useful to characterise marine aerosols locally (Smirnov et al. 2011). The aerosol vertical profile is available from ground-based and spaceborne lidars (Winker et al. 2010).

DRE estimates from observations use retrieved aerosol properties coupled to radiative transfer calculations (e.g. Bellouin et al. 2008) or attribute a fraction of broadband radiative fluxes measured by radiometers to aerosols (e.g. Loeb and Manalo-Smith 2005). The shortwave cloud-free top-of-atmosphere total (natural and anthropogenic) DRE is estimated to be in the range $-4$ to $-6$ W m$^{-2}$ over global oceans and around $-5$ W m$^{-2}$ over land (Yu et al. 2006). In the
southern ocean where marine aerosols are expected to contribute most to the total cloud-free DRE, the latter is estimated at $-4$ to $-6$ Wm$^{-2}$ (Yu et al. 2006). Aerosol observations characterise the ambient aerosol. The contribution of different aerosol types to the total DRE is therefore difficult to quantify from observations alone. Aerosol size retrievals have been used as a useful but imperfect proxy for this task (Kaufman et al. 2005; Bellouin et al. 2008). Marine aerosols are found to be the dominant contributor to the global direct effect. Bellouin et al. (2008) estimated that the sea salt shortwave DRE for the year 2006 is $-3.9$ Wm$^{-2}$ (Fig. 4.16a) at the cloud-free top of the atmosphere, half of the total estimated DRE. Zhao et al. (2011) mix observation with modelling to attribute the total DRE to individual
species. They find a global-averaged sea salt short-wave DRE at the cloud-free top of the atmosphere of $-2.2 \pm 0.6 \text{ Wm}^{-2}$, one third of the total DRE. Further speciation into the DRE exerted by nss- sulphate from ocean DMS, and marine organics has not been attempted.

Modelling estimates of the DRE involve the conversion of simulated dry masses of various aerosol types into optical properties. A realistic conversion requires a good simulation of size distribution (Vignati et al. 2004), mixing state (Stier et al. 2007), and hygroscopic growth. In a comparison of global numerical aerosol modelling (Kinne et al. 2006), the median sea salt optical depth is 0.030 at 0.55 $\mu$m on a global average, 24 % of the total aerosol optical depth. Sea salt is the second largest contributor after sulphate, which itself includes an unspecified marine component. Diversity among participating models is large and the sea salt fraction of the optical depth varies between 18 % and 50 %. Reddy et al. (2005) report a sea salt and natural sulphate (mostly contributed by the ocean) optical depth at 0.55 $\mu$m of 0.040, a third of the global total aerosol optical depth. In their model, marine aerosols exert a shortwave DRE of $-0.9 \text{ Wm}^{-2}$ in cloud-free conditions and $-0.5 \text{ Wm}^{-2}$ in all-sky conditions. Those numbers represent nearly half the total shortwave DRE. In the longwave spectrum and cloud-free sky, the simulated marine DRE is $+0.2 \text{ Wm}^{-2}$, 40 % of the total DRE in that spectrum, the remainder being exerted by mineral dust. The sea salt contribution is larger in simulations with the Hadley Centre climate model described by Bellouin et al. (2011). Sea salt optical depth at 0.55 $\mu$m is 0.052, 44 % of the total optical depth. Its shortwave DRE in cloud-free sky at the top of the atmosphere is $-1.7 \text{ Wm}^{-2}$ (Fig. 4.16b) on a global average, 40 % of the total DRE. In all-sky, the sea salt DRE is estimated at $-0.8 \text{ Wm}^{-2}$ for a total DRE of $-2.2 \text{ Wm}^{-2}$. In cloud-free longwave, sea salt DRE is $+0.4 \text{ Wm}^{-2}$, half of the total DRE in that spectrum. Modelled estimates are typically weaker than observational estimates, although the incomplete coverage of the Earth’s surface by satellite aerosol retrievals complicates the comparison.

The results above show that observation-based and modelling estimates of the total and marine DRE remain associated with large ranges of values. Uncertainties in the aerosol optical properties, mixing, and identification of different components need to be reduced in order to improve our knowledge of the total and marine DRE. Progress is being made in aerosol remote-sensing techniques (Dubovik et al. 2011), with remote-sensing of aerosols in cloudy sky becoming possible (Waquet et al. 2009; Omar et al. 2009). Improving the sampling of remote oceanic regions through a synergy of satellite instruments would be beneficial to observations of marine aerosols. On the modelling side, the diversity in the simulations of aerosol dry mass and optical properties contributes to the large range of simulated DRE. There is a factor 5 among model simulations of sea salt dry mass (Kinne et al. 2006), and improvements in the parameterisation of sea salt production as a function of wind speed could reduce that range, although differences in simulated wind speed will certainly remain. Sea salt and sulphate from DMS oxidation are the only aerosols produced at the ocean–atmosphere interface in current atmosphere–ocean general circulation models. However, evidence for a major role of organic compounds in the atmospheric aerosol cycle is growing (Kirkby et al. 2011). Parameterisations should be developed and included in global numerical models in order to follow on recent observational evidence of the importance of marine organic emissions (O’Dowd et al. 2004).

### 4.4 Effects on Cloud Formation and Indirect Radiative Effects

Marine clouds, particularly stratiform clouds, contribute significantly to the global albedo for two reasons: firstly, they contribute a large fraction of global cloud coverage and secondly, they comprise reflecting layers over the dark, absorbing, ocean surface. Furthermore, given that marine clouds are typically clean clouds (i.e. low cloud droplet number concentration), they are far more susceptible to perturbations in cloud nuclei availability compared to continental clouds. For example, Slingo (1990) estimated that a 10–15 % decrease in effective radius, corresponding to increase in cloud droplet concentration of 30–45 % would be sufficient to off-set global warming increase relating to a doubling of CO$_2$.

Although in the early days of cloud physics, sea salt was considered the dominant marine cloud condensation species (Mason 1957), by the 1980s, sea salt was more or less dismissed as having little or no role in cloud formation (Charlson et al. 1987) on the basis that
the number concentration of sea salt CCN rarely exceeded 1 cm$^{-3}$ and was typically too large to mix up to cloud base. Despite this, Latham and Smith (1990) postulated that sea salt could be involved in a wind-speed related negative feedback system whereby with increasing global temperatures, zonal wind speeds would increase, leading to increased sea salt CCN generation, increased cloud droplet concentrations and ultimately increased cloud albedo. Their measurements were based on the existence of sea salt CCN down to sizes of ~0.2 μm radius. O’Dowd and Smith (1993) later demonstrated that sea salt nuclei extended into sizes as small as 0.05 μm radius and, under moderately high wind speeds, could account for ~70% of the nuclei larger than this size. Furthermore, O’Dowd et al. (1993) demonstrated through combined measurement and modelling studies that there was significant competition between sea salt and nss-sulphate nuclei and that under certain conditions, the addition of a small number of sea salt nuclei under moderately low updraft velocity conditions could lead to a reduction in cloud droplet concentrations as these nuclei cloud be preferentially activated over sulphate nuclei, leading to a suppression of the peak supersaturation achieved in clouds.

Korhonen et al. (2010a), taking observations of the accelerating tropospheric westerly jet, estimated an increase in wind speed of 0.45 m s$^{-1}$ decade$^{-1}$ at 50–65°S since 1980 and that this wind speed increase has produced an increase in cloud condensation nuclei of 22% on average and up to 85% in some regions, leading to increased cloud albedo. The recognition of the importance of sea salt nuclei in marine cloud processes has led to the interesting suggestion that global warming could be ameliorated somewhat through controlled enhancement of albedo and lifetime in low level marine clouds (Latham 2002), in other words, geo-engineering, whereby artificial floating sea spray generators are deployed in regions of persistent stratocumulus clouds. While intriguing as a geo-engineering solution to global warming, Korhonen et al. (2010b), using a global model, and simulating emissions from a fleet of spray-emitting vessels in four regions of persistent stratocumulus fields found increases in cloud droplet concentration of maximum 20%, and even a reduction was predicted in one region.

The above studies focussed on sea salt as opposed to sea spray nuclei, the latter which can comprise varying degrees of organic matter enrichment. As discussed in Sect. 4.2.1.2, O’Dowd et al. (2004) quantified the relative contributions of marine aerosol in terms of sea salt, sulphate, WSOM and WIOM during seasons of low and high biological activity over the North East Atlantic. They found that organic matter dominated the sub-micron mass fraction during the high biological activity period and suggested that a significant fraction of the organic matter was of primary, sea spray, origin. This was later corroborated through laboratory and gradient flux studies which demonstrated that the WIOM was almost exclusively produced from bubble bursting at the ocean surface. Ovadnevaite et al. (2011a) further identified, using aerosol mass spectrometry, significant primary organic aerosol plumes approaching 4 μg m$^{-3}$ for extended periods, although the mass spectrometry revealed significant oxygenated organic matter in the plume. It should be noted that solubility is a relative definition and the detection of oxygenated organic matter in the plumes is not inconsistent with the previous identification of almost exclusively WIOM. The question is whether or not this primary organic matter which is apparently water insoluble, will have a negative or positive impact on cloud droplet concentration? In a follow-on study, Ovadnevaite et al. (2011b) found that the aerosol particles dominating these so-called primary organic plumes have a low hygroscopicity (~1.2–1.25), they have almost a 100% activation efficiency at 0.25% supersaturation even for Aitken mode particles.

Ovadnevaite et al. (2011b) calculated the weighted number of (organically-enriched) sea spray and nss-sulphate nuclei and compared the number concentration of these nuclei with CCN and cloud droplet concentration (Fig. 4.17) for the cloud forming on the plume. The total (combined sulphate and sea spray) calculated nuclei concentration agreed almost perfectly with the CCN concentration at 0.75% supersaturation, while the sea spray concentration agreed very closely to the cloud droplet concentration, leading to a correlation coefficient of r = 0.76, while nss-sulphate was anti-correlated to the cloud droplet concentration. Not only were these results surprising in that what was apparently non- or very low-solubility organic spray aerosol acting as highly efficient cloud nuclei, but the number concentration and resultant cloud droplet concentration exceeded 350 cm$^{-3}$ which can be regarded as a very high droplet concentration for a maritime stratiform cloud, and more typical of polluted or continental clouds. It was postulated that the organic
matter in the sea spray could be a marine hydrogel resulting in such behaviour. To summarise, sea salt aerosol is likely to have an important impact on the indirect effect, and organic enrichment, in certain regions, may have an even more important impact.

4.5 Deposition of Aerosol Particles to the Ocean Surface and Impacts

Studying the key interactions between the atmosphere and the ocean is essential to understand the present functioning of biogeochemical cycles in the ocean and to predict their evolution in the future. Over the past two decades a considerable effort has been made to improve our understanding of the relevant processes involved in the delivery of bioavailable atmospheric nutrients to the surface of the ocean, their impact on marine biogeochemical cycles, biota response and carbon export. As shown in the following sections, different temporal and spatial scales have been explored from the large-scale experiments to the microcosm studies and through modelling approaches, in both high-nutrient low-chlorophyll (HNLC) and low-nutrient-low chlorophyll (LNLC) areas of the ocean. Recent progress is presented in the following section showing that we are beginning to understand the links between atmospheric deposition and global/regional biogeochemical cycles.

4.5.1 Deposition

Atmospheric deposition of aerosols can impact the biogeochemical cycles of several important nutrients in the ocean, especially iron, nitrogen and phosphorus (Martin et al. 1991) (Du
c201e1986; Callaghan et al. 2008; Falkowski et al. 1998; Fun
g et al. 2000) (Krishnamurthy et al. 2010), although deposition of other species may also be important (e.g. Nozaki 1997). Some atmospheric inputs (e.g. toxic metals or dissociation products of strong acids and bases) may actually reduce ocean productivity (Paytan et al. 2009; Doney et al. 2007). The most important constituent for ocean biogeochemistry is likely iron, with nitrogen, phosphorus, toxic metals and acidic species also important in some regions (Doney et al. 2007; Hunter et al. 2011; Krishnamurthy et al. 2010; Okin et al. 2011; Paytan et al. 2009).

4.5.1.1 Iron

Iron is a micronutrient, and required in small quantities by biota. In some regions there is insufficient iron, and
thus iron limitations occurs (Martin et al. 1991). Therefore, atmospheric deposition can play a critical role in supplying new iron to the surface ocean (Fung et al. 2000). Most of the iron deposited onto the ocean surface comes from atmospheric mineral aerosols which is approximately 3.5% iron, with small contributions from combustion sources (Luo et al. 2008); because of the dominance of mineral aerosols to the iron budget, the largest deposition of iron to the oceans occurs downwind of the large desert regions (Fig. 4.18a).

Not all forms of iron are thought to be equally bioavailable (Jickells and Spokes 2001; Mahowald et al. 2009). Most soils have relatively insoluble iron forms, while atmospheric aerosols appear to be more soluble, arguing that atmospheric processing may be occurring (Jickells and Spokes 2001) and plausible mechanisms based on acidity have been proposed (e.g. Jickells and Spokes 2001; Meskhidze et al. 2005; Zhu et al. 1997), although this can be very sensitive to the mineralogical composition of aerosol (Journet et al. 2008). Smaller particles are slightly more soluble than larger particles (e.g. Baker and Jickells 2006; Chen and Siepert 2004; Hand et al. 2004), which can largely be explained by the longer residence time of smaller particles (Hand et al. 2004). Recent studies have suggested a role for combustion sources of soluble iron (Chuang et al. 2005; Guieu et al. 2005; Sedwick et al. 2007), however estimates from observations and models still suggest that the largest deposition of soluble iron occurs downwind of the main desert dust source areas (Fig. 4.18b). Extrapolations of the limited data on soluble iron from combustion and atmospheric processing suggest that soluble iron deposition may have doubled over the last century, assuming constant mineral aerosol composition because of increased pollution (Luo et al. 2008; Mahowald et al. 2009). More recent estimates of changes in desert dust over the past century based on observations suggest there may have been almost a doubling in desert dust between 1900 and 2000 (Mahowald et al. 2010), suggesting almost a quadrupling of soluble iron inputs to the oceans over this time period.

The importance of atmospheric iron was probably initially overestimated (e.g. Ridgwell and Watson 2002), because of an underestimate of the ocean sediment sources of iron (Lam and Bishop 2008) and a lack of understanding of the role of colloids in the ocean in maintaining iron supply (Parekh et al. 2004). However, current understanding suggests that changes in iron between glacial and interglacial times can play an important, if secondary, role in facilitating the drawdown of atmospheric carbon dioxide (Kohfeld et al. 2005), and changes in soluble iron deposition over the anthropocene may have driven small (5 ppm) changes in atmospheric carbon dioxide (Mahowald et al. 2010).

4.5.1.2 Phosphorus
On longer time scales, ocean productivity is limited by phosphorus (Falkowski et al. 1998), and in some regions on shorter time scales (Mills et al. 2004; Moore et al. 2006; Wu et al. 2000). While the source of phosphorus to the ocean from rivers is thought to be much larger than from atmospheric deposition (11 Tg P year\(^{-1}\) vs. 0.6 Tg P year\(^{-1}\)) (Seitzinger et al. 2005; Mahowald et al. 2008), much of the riverine inputs may be sequestered in estuaries, and not be available to open ocean biota. Thus, atmospheric deposition of phosphorus can be important. Similar to iron, most atmospheric phosphorus is thought to be in the form of aerosols (Graham and Duce 1979), predominately mineral aerosol particles (83%) (Mahowald et al. 2008), since crustal material is on average 700 ppm phosphorus. Thus, atmospheric phosphorus deposition is similar to iron in being largest downwind of desert regions (Fig. 4.18e). Other sources of phosphorus include primary biogenic emission of aerosol particles and aerosol emission from biomass burning, fossil and bio-fuel burning, volcanoes, as well as sea salt aerosol (Mahowald et al. 2008). Not all phosphorus is likely to be soluble in the oceanic mixed layer; soluble P or phosphate is measured to be between 7% and 100% of total phosphorus in aerosols (e.g. Graham and Duce 1979; Mahowald et al. 2008). It is likely that mineral aerosols are less soluble than other sources of phosphorus (e.g. Mahowald et al. 2008), but there may be atmospheric processing by acids of phosphorus to make it more soluble (Baker et al. 2006b; Nenes et al. 2011). Estimates of phosphate deposition are limited by shortage of measurements of phosphorus and phosphate, as well as limitations in the understanding of the atmospheric phosphorus cycling (e.g. Mahowald et al. 2008). Because of the large reservoir of phosphorus in the oceans, atmospheric deposition is not thought to be a dominant control on global ocean productivity (Krishnamurthy et al. 2010).
Fig. 4.18 Deposition maps of Fe (a) (Mahowald et al. 2005), soluble Fe (b) (Okin et al. 2011), P (c) (Okin et al. 2011) soluble P (d) (Okin et al. 2011) NHx (e) (Dentener et al. 2006), NOy (f) (Dentener et al. 2006), Total N (g) (Dentener et al. 2006), SOx (h) (Dentener et al. 2006)
4.5.1.3 Nitrogen

The two known sources of new nitrogen to the ocean are biological N\textsubscript{2} fixation and atmospheric deposition. Although molecular nitrogen gas (N\textsubscript{2}) is only available for diazotrophs organisms, nitrogen fixation can be an important process induced by atmospheric deposition of other limiting nutrient and is discussed elsewhere (see Sect. 4.5.4.2). Nitrogen aerosol deposition comes predominately from combustion sources (NO\textsubscript{x}) and agricultural sources (NH\textsubscript{4}). The atmospheric reactive nitrogen flux (NO\textsubscript{x}, NH\textsubscript{4}, organic nitrogen compounds) has dramatically increased over the last century (Duce et al. 2008; Galloway et al. 2008) and most of it is bioavailable (Duce et al. 2008). While released into the atmosphere as a gas, about half of the reactive nitrogen is deposited as aerosols (Adams et al. 1999). Nitrogen aerosols tend to have a relatively short lifetime in the atmosphere (few days), which is seen in the estimated distribution of reactive nitrogen deposition (Fig. 4.18c, d). Because the pool of nitrogen in the ocean is so large, it is unlikely that anthropogenic new nitrogen is important to net ocean uptake of carbon (Krishnamurthy et al. 2010; Oki et al. 2011). However, large parts of the ocean are thought to be nitrogen limited, additional N deposition could locally lead to additional productivity, especially because the effects of increasing atmospheric nitrogen deposition are expected to continue to grow in the future (Duce et al. 2008; Krishnamurthy et al. 2010).

4.5.1.4 Deposition of Other Species

While iron, nitrogen and phosphorus deposition are thought to provide nutrients which increase ocean productivity, deposition of toxic metals (e.g. Cu) or acidic species are thought to reduce ocean productivity. While Cu is deposited into the ocean predominately by mineral aerosols, deposition is thought to be enhanced by anthropogenic activity (Paytan et al. 2009). Atmospheric acids are deposited to the oceans as acid rain in the form of sulphates and nitrates occurring in aerosols: thus nitrate aerosols both increase productivity by adding nitrogen, and potentially reduce productivity by increasing acidity (Doney et al. 2007) (Fig. 4.18g).

4.5.2 Elements of Biogeochemical Interest and Their Chemical Forms

As shown in the previous section, atmospheric particles from both natural and anthropogenic sources contain chemical elements which participate to marine biogeochemistry when deposited to the surface ocean. Among them, iron (Fe) has received particular attention, especially when associated with mineral dust which dominates the external input of this key element to the surface open ocean (Jickells et al. 2005). Dust-derived Fe has been proposed to be responsible of the glacial-interglacial differences in atmospheric CO\textsubscript{2} due to the strong Fe limitation of biological activity in high-nutrient low chlorophyll oceanic regions (Martin 1990). This has boosted the literature on the chemical forms of dust-derived Fe and the multiple factors controlling its solubility both in the atmosphere and in the marine environment (see Sect. 4.5.3). Other sources of atmospheric Fe such as biomass burning (Guieu et al. 2005) or volcanic ash (Sect. 4.2.2.2) can partially contribute to the marine Fe pool at a regional scale although their overall contribution remains low compared to aeolian dust (Mahowald et al. 2005).

As opposed to HNLC oceanic regions, in LNLC areas biological activity is often limited or co-limited by phosphorus and/or nitrogen. This has motivated interest in atmospheric sources of these two elements and their contribution to the marine pool, particularly in two LNLC areas: the Mediterranean Sea (e.g. Markaki et al. 2010) and the Atlantic Ocean (e.g. Baker et al. 2010). At a global scale, mineral dust appears as the major source of P followed by primary biogenic particles and combustion sources (Mahowald et al. 2008). Indeed, dust deposition events can transiently increase the concentration of dissolved inorganic P in the surface waters of the LNLC Mediterranean Sea (Pulido-Villena et al. 2010). The partitioning between dissolved and total P in atmospheric deposition varies widely between 7 % and 100 % (Migon and Sandroni 1999; Mahowald et al. 2008). As for Fe, numerous factors such as the aerosol source and physico-chemical transformation during transport control the dissolved fraction of atmospheric P deposition. Recent results highlight the importance of the atmospheric acidification of aerosols resulting from the mixing of polluted and dust-laden air masses as a source of dissolved P to the oceans (Nenes et al. 2011).

As opposed to Fe and P, N in the atmosphere is mainly present in gaseous form which implies a different behaviour. N deposition is dominated at a global scale by anthropogenic emissions which have significantly increased since the mid-1800s and for which future increases are expected (Dentener et al. 2006; Duce et al. 2008). Atmospheric fluxes of N are also
very important in remote dusty regions. Modelling and laboratory studies have indicated that mineral dust particles can take up acids resulting in increased coarse mode nitrate (NO$_3^-$) (Usher et al. 2003 and references therein). When secondary NO$_3^-$ is accumulated in the coarse mode, it can be removed more rapidly by dry or wet deposition (Dentener et al. 1996).

The bioavailable fraction of nutrients has been traditionally associated with the inorganic forms. This may explain the scarcity of data concerning atmospheric deposition of organic nutrients. Today, we are aware that not only heterotrophic organisms but also autotrophic phytoplankton is able to take up organic forms of either phosphorus or nitrogen. Organic N and P contained in atmospheric deposition can thus exert a biogeochemical effect on the surface ocean the magnitude of which remains poorly explored. Although organic nitrogen has been measured in atmospheric deposition (e.g. Cornell et al. 1995), it is only recently that a real interest on its contribution to biogeochemical cycles at a global scale has begun to emerge (Cornell 2011; Lesworth et al. 2010). Indeed, organic nitrogen can constitute 30 % of total N deposition and an important fraction is of anthropogenic origin (Duce et al. 2008 and references therein).

Virtually nothing is known about the significance of organic P in total P deposition. A few studies have been conducted in the Mediterranean Sea showing a contribution of organic P to total P deposition of 34 % and 38 % in the western and eastern basins respectively (Migon and Sandroni 1999; Markaki et al. 2010). These values are in good agreement with the results of Chen et al. (2007) who estimated that, on average, organic P constituted 31 % of total P deposition in the Gulf of Aqaba. These few reported values suggest that atmospheric inputs can be a significant source of organic phosphorus and highlight the need of evaluating the role of this external source in marine biogeochemistry.

Current models of the carbon cycle, either at regional or global scale, do not account for atmosphere–ocean exchanges of organic carbon, particularly, atmospheric inputs of organic carbon to the surface ocean. And yet, the few existing data indicate that the magnitude of these deposition processes are far from being negligible (Fig. 4.19). Willey et al. (2000) estimated the input of dissolved organic carbon (DOC) to the ocean to be 90 Tg C year$^{-1}$, equivalent to the magnitude of riverine input to the open ocean.

Accounting not only for rain, but also for dry deposition, Jurado et al. (2008) derived a global estimate of $245 \times 10^{12}$ Tg C year$^{-1}$, a value largely dominated (76 %) by wet deposition of gaseous species (not including CO$_2$). This atmospheric source may be particularly important for the open ocean areas less affected by riverine influences.

In summary, our current knowledge of the atmospheric fluxes of nutrients to the surface ocean suffers from a disequilibrium between the organic and inorganic fractions. Further data on atmospheric deposition of organic phosphorus, nitrogen and carbon will certainly constitute a step forward towards the
quantification and prediction of the impact of atmospheric deposition on marine biogeochemistry.

4.5.3 Dissolution-Scavenging Processes

In recent years, an abundant literature has been published on the effect of dust deposition on the biogeochemical functioning of the surface ocean (e.g., Landing and Paytan 2010). Even if the assumption is rough, it can be considered that microorganisms preferentially take up elements in the dissolved form. Therefore, from a (bio)-geochemical point of view, for a given chemical element, a key issue is to assess the impact of atmospheric particle deposition on the dissolved pool of such elements in the ocean. Atmospheric deposition can transport a large amount of essential macro and micro-nutrients to the ocean (see Sect. 4.5.1). Due to the large scientific debate on the role of atmospheric dust iron deposition to the surface ocean on the climate variability at millennium time scales (Martin 1990), an extensive set of studies have been produced on the impact of dust deposition on iron stocks. Due to its importance in oligotrophic oceanic areas, an abundant literature has also been produced for phosphorus in the last two decades. However, some recent studies suggest a potential control of biological activity by other trace elements of atmospheric origin (Paytan et al. 2009; Ridame et al. 2011) in large oceanic areas. It is therefore important to emphasise that, even if most of the examples hereafter are based on iron or phosphorus chemistry, the concepts introduced have a wider importance than just for these elements.

This section will focus on the “post-depositional” processes, which include all processes that occur at the surface of aerosol particles once they have deposited at the ocean surface. The impact of atmospheric particles on elemental stocks in the ocean will be controlled by the balance between dissolution and scavenging at the surface of the atmospheric particles which settle through the water column. For a given elemental stock, dissolution will constitute a source whereas scavenging will be a sink.

A large set of literature exists on the dissolution of nutrients or trace metals from atmospheric particles, with an important emphases on iron (Baker and Croot 2010). A number of these studies focus on atmospheric processes. They have demonstrated that the solubility of different elements from atmospheric particles is controlled by the nature, origin, size and mineralogy of the particles and by the complex processes that affect particles during atmospheric transport (see Sect. 4.2.3).

Once atmospheric particles deposit in seawater, the solvent where the solubility processes occur changes drastically from atmospheric conditions, shifting from low pH value and low ionic strength in cloud droplets to high ionic strength and a slightly basic pH value for seawater. Recent studies have demonstrated that solubility of different trace elements is lower in seawater than in ultrapure deionized water (Buck et al. 2010; Chen et al. 2006). The main driving force for these differences is pH.

In the ocean, the thermodynamic solubility of ionic species can be very low. For example, the solubility of inorganic iron in oxic seawater is between 100 and 200 pM (Liu and Millero 2002). Higher concentrations of dissolved iron are possible in seawater through complexation by organic iron binding ligands. Indeed, more than 99% of dissolved iron is in the form of organic complexes (Hunter and Boyd 2007). In this case, the seawater binding ligand concentration may control the amount of a specific element that can dissolve in seawater. For iron, this control by specific binding ligand has been demonstrated in batch dissolution experiments with dust end-member particles (Wagener et al. 2008, 2010). Moreover, the potential of free iron binding ligand to keep iron from dust particles dissolved was demonstrated in situ during a cruise in the tropical Atlantic after a Saharan dust event (Rijkenberg et al. 2008). Other elements, such as cobalt (Saito and Moffet 2001) and copper (Buck and Bruland 2005) are also found predominantly in the form of organic complexes in seawater and the same control mechanism on dissolution as for iron could occur.

The importance of the particulate concentration in seawater on the relative solubility has been discussed in earlier studies. Bonnet and Guieu (2004) have demonstrated that the relative solubility of iron decreases when the particulate concentration increases. This trend might be explained by the iron binding capacity of seawater which limits the iron that can dissolve and therefore decreases the relative amount of dissolved iron for higher particulate concentrations (Baker and Croot 2010). However, similar trends have been demonstrated for phosphorus dissolution (Ridame and Guieu 2002) whereas
dissolved phosphorus concentrations are not demonstrated to be controlled by the solubility capacity of seawater.

Scavenging of dissolved elements on particles in the water column has been extensively studied on settling particles because this process is essential to explain the deep concentrations of different chemical elements. For some elements, scavenging on particles is even used to trace fluxes of biological particles in the water column: thorium-234 deficit in the water column is used to assess the export of organic carbon (Buesseler et al. 1992). Moreover, in the field of geochemistry, a rich literature exists on rare earth elements scavenging on pure mineral phases because of the importance of this geochemical process during sediment formation.

Only few studies exist on scavenging processes for atmospheric particles in the ocean. Zhuang and Duce (1993) performed a set of scavenging experiments with radiolabelled $^{59}$Fe on natural aerosols in seawater and demonstrated significant scavenging on dust particles. A similar type of experiments with radiolabelled $^{33}$P demonstrated scavenging of phosphorus on Saharan dust end-member particles (Ridame et al. 2003). In earlier studies, based on pure haematite particles, Honeyman and Sanchi (1991) demonstrated the scavenging of colloidal iron when freshly produced haematite particles coagulate to form larger aggregates. This points to the importance of the particle size (and certainly chemical composition) for scavenging processes.

Even fewer studies have taken into account the balance between scavenging and dissolution processes when atmospheric particles deposit to the surface ocean. In a set of batch reactor iron dissolution experiments in seawater, Bonnet and Guieu (2004) considered the importance of scavenging to suggest that the net result of dust dissolution is lower than the effective dissolution from dust particles. In a recent artificial dust seeding experiment in a large mesocosm, it was demonstrated that the net effect of dust addition was a decrease of the dissolved iron stock in the first 10 m of the water column due to scavenging on the settling dust particles (Wagener et al. 2010). The mesocosms experiment was simulated with a 1D model which takes into account dissolution and scavenging of iron on dust particles. The equilibrium between both processes allowed definition of a critical Fe concentration above which the balance between dissolution and scavenging is in favour of scavenging, resulting in a net sink of dissolved iron (Ye et al. 2011).

One of the major challenges in future studies on abiotic processes occurring when atmospheric particles deposit at the ocean surface will be to investigate the above process in a more realistic way. This implies studying the processes involved (scavenging and dissolution) at a higher temporal and vertical resolution. So far, most of the studies on the biogeochemical impact of atmospheric deposition, have assumed that once they deposit at the ocean surface, atmospheric particles are perfectly mixed through the surface mixed layer (SML) (Fig. 4.20 – Left panel). It is considered that after a certain time, a fraction of a soluble element is dissolved (or scavenged) and will increase (or decrease) the dissolved stock of the element. Based on this postulate, and in order to assess the impact of atmospheric particles, batch reactor experiments need to be conducted where atmospheric particles are in contact with seawater at the expected concentration in the SML. The net effect of atmospheric deposition for an element would then be assessed by measuring the increase or decrease of the element after a certain amount of time. However, in order to understand the atmospheric particle deposition process in a more realistic way, two main issues (among others) need to be considered:

1. When they deposit at the surface of the ocean, particles will first encounter the sea surface microlayer. This micro-layer is enriched in organic matter with a specific chemical composition (Frew 1997), which might greatly impact processes at the surface of atmospheric particles directly after deposition.

2. Once particles cross the micro-layer, the physicochemical processes that occur during settling through the water column must be considered. Through the formation of aggregates (between atmospheric particles but also with organic particles), the size distribution of the particles will change when they settle through the water column. Moreover the influence of organic matter, which may play the role of a glue during these coagulation and aggregation processes, will also change the chemical nature of the particles and in particular the surface properties (Verdugo et al. 2004). These changes will influence the settling rate of the particles, but also the scavenging or dissolution processes that may occur at the particle surface.
One challenge for future research is thus to take into account the dynamics of the particles which settle through the water column. As illustrated in Fig. 4.20 (right panel), this new approach might lead to a much more complex image of the impact of atmospheric particles in the ocean. However, to tackle these concepts, new tools able to investigate at such scales need to be developed. In particular, two major technological issues have to be solved:

1. The settling of atmospheric particles through the water column and their change in size and composition must be followed in situ with high temporal resolution. Promising results have been recently obtained in a mesocosm experiment with a combination of optical in situ measurements (Bressac et al. 2012).

2. Chemical techniques must be fast and reliable enough to investigate at these scales. Even though the recent development of new sensors for biogeochemical parameters on board new platforms (gliders, profilers, ...) is promising, there is a crucial need of chemical sensors for relevant micro and macro nutrients.

In conclusion, a major perspective in assessing the impact of atmospheric deposition on the ocean is to investigate the competition between scavenging and dissolution within a dynamical process of the settling of the particles through the water column. The debate is largely open on the relevant scales that need to be investigated.

### 4.5.4 Atmospheric Impacts in HNLC and LNLC Areas

#### 4.5.4.1 Experimental: Large Scale Fertilisation Experiments (Fe, P)

Direct assessment of the fate of atmospheric dust deposition and the subsequent biogeochemical impact on HNLC or LNLC waters has been extremely limited due to the episodic nature of such events and the need for researchers to ‘be in the right place at the right time’. Such assessments have therefore been indirect, and mainly confined to a comparison of remotely-sensed datasets from different satellite sensors (Boyd et al. 2010). The use of such indirect approaches has in many cases led to mis- attribution of cause (aerosol deposition) and effect (altered ocean biogeochemistry via an aerosol-iron mediated phytoplankton bloom) (Boyd et al. 2010).

Due to the lack of direct information on the ‘dust-nutrients-biota-biogeochemistry’ linkages, we have had to rely on experimental approaches in which a known quantity of nutrients (either iron or phosphate,
and in a few cases iron and phosphate, Boyd et al. (2007) are added to an area (generally 50–100 km²) of the surface ocean. Such experiments, referred to as in situ mesoscale ocean enrichment, provide valuable insights into the wide range of processes that are influenced by an episodic nutrient addition, and as such provide a ‘biogeochemical timeline’ of how the nutrients released from dust deposition may have myriad effects on both surface and subsequently subsurface or atmospheric processes.

Trends from over ten of these experiments reveal convergences but also differences, which in many cases are due to regional differences between the environmental characteristics of HNLC waters in tropical to polar waters (de Baar et al. 2005). Convergent results provide confidence in compiling a biogeochemical timeline of the many processes that may be altered by aerosol deposition. In the case of iron enrichment, rapid initial changes (i.e. hours to days) include altered iron chemistry, up-regulation of cellular machinery in pelagic microbes such as photosynthetic competence (Fv/Fm), increased growth rates by all phytoplankton groups which is first manifested as an increase in stocks of cyanobacteria followed by those of nanophytoplankton (such as haptophytes). This initial increase in cyanobacterial abundances is truncated within a day or so as they are grazed down to initial levels as nano-grazers respond to higher picoprey concentrations. A similar increase in haptophyte abundances lags the cyanobacteria, and then they are also brought under grazer control. In contrast the diatom stocks take longer to reveal an increase in abundances, and in many cases they escape grazing pressure resulting in an iron-mediated bloom (de Baar et al. 2005; Boyd et al. 2007).

This biological activity results in distinct biogeochemical signatures that produce feedbacks that are important for ocean–atmosphere interactions. For example, at some but not all experimental sites, the grazing of the haptophytes by microzooplankton may result in increased ocean DMSP inventories (Boyd et al. 2007) that consequently may in some cases result in elevated DMS concentrations in the upper ocean. However, in other studies such as SERIES in the NE subarctic Pacific no such increase in DMS was observed by the end of the bloom (Boyd et al. 2007). Concurrently there is widespread evidence of significant decreases in oceanic CO₂ concentrations due to enhanced C fixation by the blooming diatoms (de Baar et al. 2005) which may result, in time, in a drawdown of atmospheric CO₂. There are also knock-on effects on ocean physics (warming due to more absorption of incoming solar radiation by the higher phytoplankton stocks) and chemistry (uptake of added iron, and decrease of much of the inventories (with in some cases alteration of the stoichiometry of nutrient stocks – Boyd et al. 2004) of other plant nutrients such as silicate and nitrate). In some studies, the imprint of the iron-mediated blooms is eventually recorded (1–2 weeks) in the waters underlying the surface mixed layer, such varying degrees of enhancement of downward export of algal carbon from the bloom (Boyd et al. 2004; c.f. Smetacek et al. 2012), and elevated concentrations of other greenhouse gases such as N₂O and CH₄ probably due to remineralisation of the sinking particles (Boyd et al. 2007). However, in many experiments there were major uncertainties in estimating the ratio of iron added to additional carbon exported to depth from the base of the surface mixed layer.

Although fewer in situ nutrient enrichment studies have taken place in LNLC waters, relative to those in HNLC waters, they too provide evidence of the many effects of episodic nutrient enhancement, for example resulting in widespread foodweb effects such as the putative mechanisms of ‘ecological tunnelling’ reported for the CYCLOPS experiment in the E. Mediterranean by Thingstad et al. (2005). As there have been so few studies in LNLC waters, it is premature to comment on whether more effects are observed when an episodic pulse of nutrients is added to either HNLC or LNLC waters.

The benefits of what we have learned from these in situ mesoscale experiments for better understanding the biogeochemical effects of aerosol nutrient deposition into the ocean are twofold. Firstly, they provide us with a timeline of conspicuous changes in upper ocean properties that may help detection and attribution of the effects of episodic dust deposition events on the upper ocean using a combination of shipboard and/or satellite observations. Second, they have increased our conceptual understanding of how atmospheric processes influence those in the ocean, and how in turn those in the ocean may feedback on the lower atmosphere. However, when the magnitude, resulting elemental stoichiometry of the upper ocean, and chemistry of added nutrients of mesoscale ocean nutrient enrichment is compared with that resulting from an
aerosol deposition event it is clear that the former is much greater than the latter (see Fig. 4.21). This prevents the ready extrapolation of the results from such experiments to the natural world, and suggests that some cautious downscaling — via modelling simulations — of the observed biogeochemical signatures might provide some bounds on how an aerosol deposition event might influence the upper ocean.

4.5.4.2 Experimental: Microcosms

Microcosm experiments involve the enclosure of a water sample in a container, typically 1–10 l in volume, and its incubation under simulated in situ conditions. Microcosm experiments are often used in the study of the effects of atmospheric nutrient deposition on natural plankton communities, as they represent an easy experimental approach to monitor a wide range of chemical and biological properties and their response to controlled perturbations. Microcosm experiments have the same limitations as any approach that involves in vitro confinement of water samples, including sampling bias and the difficulty of precisely simulating in situ conditions. The composition of the community can change markedly after bottle enclosure (Massana et al. 2001; Calvo-Díaz et al. 2011) and therefore most bioassay experiments have a duration that does not exceed 3–4 days (e.g. Bonnet et al. 2005; Mills et al. 2004; Moore et al. 2008), which means the recorded changes represent short-term responses to the simulated perturbation. For all these reasons, the results obtained from bioassay experiments are best interpreted in conjunction with in situ observations collected during oceanographic cruises and time-series monitoring programmes.

Published reports show a large degree of variability in the responses of surface plankton communities during microcosm fertilisation experiments intended to simulate the effects of atmospheric deposition. Part of this variability stems from the fact that the materials used to amend the water samples differ widely among studies, as they may consist of collected aerosols (Herut et al. 2005), collected rainwater (Klein et al. 1997), unprocessed desert soils (Mills et al. 2004), and atmospherically processed soils (Ternon et al. 2011). In addition to the geographical variability in the composition and solubility of natural aerosols, the relative abundance of anthropogenic particles varies widely in both space and time, and plays a crucial role in determining the biological effects of atmospheric deposition. An additional source of variability is the fact that different communities inhabiting the surface ocean have distinct community structures and experience different types and degrees of nutrient limitation (Moore et al. 2013), all of which result in diverging responses to a given perturbation. In spite of all these sources of variability, the microcosm experiments conducted during the last decade have yielded consistent patterns regarding the responses of surface plankton to atmospheric inputs in terms of biomass and abundance, community structure, and metabolic activity.

Main Results Obtained from the Microcosm Approach

Phytoplankton biomass, estimated from chlorophyll $a$ concentration, typically increases after the addition of aerosols, although the reported increases are usually modest, e.g. around 50 % or less (Mills et al. 2004; Bonnet et al. 2005; Marañón et al. 2010). In LNLC waters, the potential of atmospheric deposition to cause phytoplankton blooms (e.g. resulting in chlorophyll $a$ concentrations of 1 $\mu$g L$^{-1}$ or more) is limited because, after taking into account nutrient content and solubility as well as dilution over the upper mixed layer, even large deposition events such as strong dust storms are unlikely to increase nitrate and phosphate concentrations by more than approximately 0.2 $\mu$M (Guieu et al. 2002; Ridame and Guieu 2002; Mills et al. 2004). As an example, if in a nitrogen-limited system nitrate concentration is increased by 0.2 $\mu$M and one assumes a molar C:N ratio of 6.6 for phytoplankton biomass production and a carbon to chlorophyll $a$ ratio (g:g) of 100, the resulting maximum increase in chlorophyll $a$ concentration will be only 0.16 $\mu$gL$^{-1}$. It must be taken into account, however, that LNLC waters cover vast expanses of the ocean, such as the subtropical gyres, which means that even small areal increases in biomass and productivity can have significant global impacts. The situation is different in the case of HNLC regions, where iron limits both phytoplankton standing stocks and primary production rates, and an excess of macronutrients is available. A strong dust deposition event (delivering 2 mg L$^{-1}$ of aerosols to the upper mixed layer) can release around 2 nM Fe (Bonnet and Guieu 2004; Mills et al. 2004). If we assume that 10 % of this dissolved iron is bioavailable (Wu et al. 2001)
Fig. 4.21  A comparison for Southern Ocean waters of mechanisms responsible for perturbations in Fe supply. Numbers in each panel: (1) Fe*, the relative magnitude of Fe supply relative to macronutrient supply (Parekh et al. 2005); (2) the mode of Fe supply; (3) the time scale over which surface waters receive increased Fe supply; and (4) the length scales of Fe supply events. 

(a) Satellite image of a purposeful in situ Southern Ocean FeAX (Mesoscale iron addition experiments) [SOIREE (Boyd et al. 2000)]. (b) An FeNX (Fe natural enrichment experiments) near Crozet within the HNLC Southern Ocean, where naturally occurring blooms are evident from remote sensing (Boyd et al. 2007 and references given therein). (c) An atmospheric dust deposition event (dust units are g m–2 year–1) in the modern Southern Ocean [e.g. from Patagonia (Jickells et al. 2005)]. (d) Fe supply to the Southern Ocean during the last glacial maxima from direct [i.e. higher dust deposition (Martin 1990; Wolff et al. 2006)] and/or indirect [i.e. upwelling of waters with higher Fe concentrations (Lefevre and Watson 1999)] sources. The magnitude of this supply is unknown; hence, Fe* is expressed as < 0. Fe* is defined as Fe* = [Fe] – [(Fe/P) algal uptake ratio × [PO43–]]. (Parekh et al. 2005). If Fe* > 0, primary production is ultimately macronutrient-limited; if Fe* < 0, production is ultimately Fe-limited. The width of red arrows denotes the relative magnitude of changes in Fe supply; the hatched arrows in (d) denote uncertainties about whether Fe supply in the geological past was episodic or sustained. In (b) to (d), downward- and upward-pointing arrows represent atmospheric and oceanic (upwelling) supply, respectively (Reproduced from Boyd et al. 2007 by permission of American Association for the Advancement of Science).
and take a molar C:Fe ratio of $10^5$ for surface phytoplankton (Boyd et al. 2007), the resulting estimated chlorophyll $a$ increase would be 2.4 $\mu$g L$^{-1}$. Thus, stoichiometric constraints and the different nutrient limitation conditions dictate that dust deposition events have a much larger potential for stimulation of phytoplankton biomass and production in HNLC regions than they do in LNLC regions.

Bacterial abundance and biomass have also been reported to increase after the addition of atmospheric aerosols (Herut et al. 2005; Pulido-Villena et al. 2008; Marañón et al. 2010). It is now well established that bacterial metabolism can be limited by inorganic nutrients in very oligotrophic regions (Rivkin and Anderson 1997; Mills et al. 2008) and atmospheric inputs therefore have the potential to stimulate bacterial growth. In most cases, however, the observed increases of bacterial abundance in the amended treatments, compared with the controls, are modest (<20%). A recurrent pattern in microcosm experiments is that the response of phytoplankton and bacterioplankton to the addition of aerosols or individual nutrients is much stronger in terms of metabolic activity that in terms of abundance or biomass (see Fig. 4.22). In oligotrophic environments, a tight trophic coupling exists between picoplankton and their unicellular grazers, which means that a stimulation of production rates translates only partially, if at all, into an increase of population abundance.

In addition to considering the bulk biomass of bacterioplankton and phytoplankton, it is also important to take into account community structure and how the relative abundance of different taxonomic groups changes in response to atmospheric deposition. There is growing evidence that within both the phytoplankton and the bacterioplankton different taxonomic groups respond differently to a given input. In particular, the abundance of the cyanobacterium *Prochlorococcus* has been shown to decrease in response to the addition of Saharan soils and collected aerosols (Hill et al. 2010; Marañón et al. 2010) and also during natural deposition events (Herut et al. 2005). Adverse effects of some aerosols have also been reported for *Synechococcus* and the picoeukaryotes (Paytan et al. 2009; Marañón et al. 2010). The toxicity of some aerosols for certain groups of phytoplankton may be related to the presence of high levels of copper (Paytan et al. 2009). A negative
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response by some groups can be compensated by an increase in other groups, such that the bulk biomass does not change markedly. For instance, during a set of eight dust addition experiments conducted in the Atlantic Ocean it was found that both Prochlorococcus and Synechococcus decreased in the presence of dust, whereas the opposite was true for the picocyanophytes (Marañón et al. 2010) (Fig. 4.22). Less is known about the response of bacterioplankton community structure to atmospheric deposition, but again contrasting changes in different groups have been observed. In the Atlantic Ocean, the abundance of the SAR11 lineage, which is dominant in ultraoligotrophic environments (Morris et al. 2002), tends to decrease in treatments amended with Saharan dust (Hill et al. 2010; Marañón et al. 2010), whereas the opposite is true for gammaproteobacteria, a group known to respond to increased nutrient concentrations (Horňák et al. 2006).

Metabolic rates are usually more responsive than standing stocks to aerosol additions and nutrient amendments. Phytoplankton primary production and N2 fixation can show marked increases, by a factor of 2 or more, which are due to the fertilising effect of N, P and Fe (Mills et al. 2004; Bonnet et al. 2005; Herut et al. 2005; Blain et al. 2004; Marañón et al. 2010; Law et al. 2011; Ternon et al. 2011). Factorial nutrient addition experiments have demonstrated that N is the primary limiting nutrient for carbon fixation in LNLC waters (Moore et al. 2008), whereas P and Fe co-limit N2 fixation in the Atlantic Ocean (Mills et al. 2008). Thus, desert dust has the potential to stimulate autotrophic productivity in the ocean through an increase in both carbon and N2 fixation, therefore favouring CO2 sequestration by the biological pump. However, recent evidence indicates that heterotrophic processes such as bacterial production and bacterial respiration are in fact stimulated by atmospheric deposition to a larger degree than autotrophic processes. In the NW Mediterranean Sea, it has been reported that bacterial respiration can increase by a factor of 3 in response to Saharan dust inputs (Pulido-Villena et al. 2008). Similarly, bacterial production was shown to increase by a factor of 8 during microcosms dust addition experiments in the Eastern Mediterranean Sea (Herut et al. 2005). In a set of eight dust addition experiments conducted in the Atlantic Ocean, the largest increases in metabolic rates (up to 700%) were reported for bacterial production and community respiration (Marañón et al. 2010) (Fig. 4.22). Whether phytoplankton or bacterioplankton dominate the metabolic response to atmospheric inputs has important biogeochemical implications. If bacteria outcompete phytoplankton in using the newly supplied nutrients, and increase their production and respiration rates, the net result may be the remineralisation of dissolved organic carbon, the release of CO2 and a weakening of the potential for biological CO2 sequestration. This is a paradoxical outcome if we consider that atmospheric deposition is commonly regarded as a process that fertilises the open ocean. However, only a handful of studies have addressed concurrently the metabolic rates of both phytoplankton and bacteria to atmospheric inputs, and therefore more studies are needed in order to understand how competitive interactions within the planktonic community modulate the overall response in terms of the balance between CO2 fixation and respiration. Another priority for future studies is to conduct repeated microcosm addition experiments over time and in different locations, in order to obtain general patterns that relate the initial characteristics of the community, in terms of taxonomic composition and type and degree of limitation by different nutrients, to its response to a given perturbation.

### 4.5.4.3 Experimental: In Situ Mesocosms

Although in situ mesocosms have been widely used to study biological responses to changes in nutrient conditions (e.g. Duarte et al. 2000) or environmental conditions such as increasing levels of atmospheric carbon dioxide on carbon uptake import or export from the upper ocean (e.g. Riebesell et al. 2007), impacts of actual atmospheric deposition on ecosystems was only performed recently (Guieu et al. 2010). In situ marine manipulation, although being a technical challenge, represents a significant progress compared to the approach using microcosms. Indeed, mesocosms have the potential to allow controlling physical and chemical forcing, including atmospheric deposition, and the advantage of following simultaneously the whole ecosystem and the export of matter (Fig. 4.23) the biogeochemical modelling in a 1-D model taking into account the role of atmospheric inputs on the biological carbon pump can thus be done. Such experiments remain challenging first because of the difficulty to reproduce an actual atmospheric deposition event, meaning that enough representative atmospheric material has to be produced and second because contamination has to be
avoided during the different steps of the experiments. As a matter of fact, the water tested for their response to atmospheric inputs has usually low concentrations of (micro)nutrients (typically iron and phosphorus are at nanomolar levels) and the induced changes in the biogeochemical cycle of those elements is one of the objectives of such large mesocosm experiments. In the recent experiment reported by Guieu et al. 2010, large (52 m³) mesocosms containing no metallic part and with as little as possible induced perturbation during the sampling sequence have been used and the required conditions for biogeochemical studies in oligotrophic environments have been reproduced (Fig. 4.24). Such large clean mesocosms have been thus proven to be highly relevant tools to study in situ the response of an oligotrophic ecosystem to atmospheric deposition. Mesocosms present the advantage of enabling studies of processes both as a function of time and depth while the atmospheric particles are sinking. According to what was pointed out in Sect. 4.5.3, this is a very important consideration, in particular regarding adsorption/desorption processes and aggregation mediated by the introduction of lithogenic particles (Bressac et al. 2012 and Sect. 4.5.5). Mesocosms are thus much more representative of the reality of the atmospheric deposition to the surface of the ocean and results obtained can be more easily extrapolated than results obtained in microcosms that rely on a fixed and homogeneously-distributed concentration of particles that can alter the dust dissolution kinetics and does not account for particle migration through the water column, precluding any estimation of C export induced by atmospheric deposition.

Those recent mesocosm experiments confirm that significant changes in the cycling of chemical elements are induced by the deposition of dust particles, and that there are strong responses of the ecosystem at different trophic levels. Pulido-Villena et al. (2010) provided a quantitative confirmation of the fertilising potential of mineral dust as a significant increase in phosphate concentration was observed soon after seeding. The dissolved inorganic phosphorus (DIP) released was completely lost after 24 h and no further increase was observed during the experiment. DIP loss might thus have been dominated by biological uptake, in agreement with the observed rapid response of both bacteria and phytoplankton. The iron cycle was also profoundly

**Fig. 4.23** Stocks (*in green*) and fluxes (*in blue*) that can be measured in a mesocosm experiment after the simulation of a realistic atmospheric input in a water body large enough to be representative of natural processes. As the particles are naturally sinking, those changes are closer to the ‘real’ processes occurring in the open ocean, compared to microcosms approaches where the particles are homogenised and not allowed to sink. Sampling in quick succession at different depths of the mesocosms allows for parameterising the complex processes involved. Sedimentation, including carbon export, can be quantified and this represents a major step forward of that methodology.
affected by the dust input to the surface seawater, as a dissolved iron (DFe) scavenging was observed rapidly after the seeding, withdrawing almost 1 nM DFe from the whole water column inside the three mesocosms amended with dust while the atmospheric particles are settling (Wagener et al. 2010). Those results were satisfactorily simulated with a one-dimensional model of the Fe biogeochemical cycle, coupled with a simple ecosystem model (Ye et al. 2011). When a second dust wet deposition was simulated, iron dissolution from the dust particles was then evidenced due to the excess Fe binding ligand concentrations produced by the enhanced biological activity (Wuttig et al. 2013). When simulating dust wet deposition at least a doubling of Chla (mainly attributed to small phytoplankton (<3 μm); Giovagnetti et al. 2013) was observed but the Chla concentrations remained very low (maximum values 0.22 μg L−1) maintaining the oligotrophic status of the tested waters (Guieu et al. 2013). Laghdass et al. (2011) investigated the effect of dust deposition on the diversity of the heterotrophic bacterial community. Combining several molecular biology approaches, the results indicate that besides a natural temporal trend observed inside and outside the mesocosms, dust deposition affected the particle-attached bacterial community. In particular, Alteromonas macleodii made a higher contribution to the active particle-attached bacterial community in the dust-amended than in the control mesocosms. Bacterial respiration and primary production both increased very rapidly after the seeding (by a factor of 2 and 3, respectively), showing a competition for the new nutrients between heterotrophic bacteria and phytoplankton (Guieu et al. 2012). Among phytoplankton, diazotrophs – although only responsible for few percent of the induced new production – were strongly stimulated by the atmospheric input (Ridame et al. 2013). Coupling geochemical and optical measurements have demonstrated that rapid particulate carbon export was in part due to aggregation processes between organic matter and lithogenic
particles (Bressac et al. 2012). Results from mesocosm approaches indicate that the role of atmospheric deposition on oligotrophic areas cannot be seen solely as a simple fertilisation effect because (1) both autotrophs and heterotrophs are stimulated (confirming on longer time scales the findings from microcosm experiments described in Sect. 4.5.4.2) and (2) a significant export of particulate organic carbon to the deep ocean is attributed to aggregation processes (Bressac et al. 2013).

Although they represent a powerful tool to handle the complex question of the role of atmospheric deposition on ecosystem functioning, the use of such large, clean and pelagic mesocosm in the open ocean remains a difficult task for obvious logistical reasons. So far, the only two experiments conducted have been done in coastal areas chosen for being representative of waters with comparable chemical and biological characteristic to open waters. Future development could be the feasibility of identical experiments in the open ocean. Another disadvantage of the mesocosm approach is that only few treatments can be handled (during the DUNE (A DUst experiment in a low Nutrient, low chlorophyll Ecosystem) experiment, triplicates of controls and triplicates of dust deposition were the only treatments considered), contrary to microcosm approach where a lot of different treatments can easily be used.

4.5.4.4 Modelling

In the past two decades, ocean biogeochemical models (e.g. Maier-Reimer 1993) have been used to study the response of marine biogeochemistry to a variety of forcings. Many studies have focussed in particular on the response of ocean carbon storage (Sarmiento and Le Quéré 1996) and marine productivity (Bopp et al. 2001) to anthropogenic climate change. Among the various forcings employed, the impact of changes in atmospheric deposition on marine biota and marine biogeochemistry has received much less attention. One reason for this relative lack of attention is linked to the very large uncertainties in future changes of atmospheric nutrient deposition to the ocean due to climate change, as exemplified by simulated future changes in dust deposition (e.g. Mahowald and Luo 2003; Mahowald et al. 2006; Tegen et al. 2004).

Early studies have focussed on the role of changes in dust deposition on the marine carbon pump and atmospheric CO₂ during glacial times. Watson et al. (2000) used a box model of the ocean carbon cycle forced with atmospheric iron fluxes derived from the Vostok ice-core dust record (Petit et al. 1999). They showed that changes in the Southern Ocean biota caused by iron deposition could explain only a maximum of 40 ppmv drawdown of atmospheric CO₂ at the glacial maximum, half of the observed glacial-interglacial CO₂ change. Other modelling studies, however, using general circulation models and more complex biogeochemistry (including a explicit representation of the ocean iron cycle) converge towards a more moderate effect; the impact of changes in dust deposition on marine biota at glacial maximum could drive a ~15 ppm reduction in atmospheric CO₂ (e.g. Archer et al. 2000; Bopp et al. 2003).

Similar models have been used to quantify or predict the effect of changing dust deposition on marine biota and the global carbon cycle in the recent past and in the near future. Over the twentieth century, increase in dust deposition inferred from observations has been estimated to be responsible for an increase in marine productivity and an additional drawdown of carbon into the ocean (Mahowald et al. 2010). This additional drawdown could amount to 8 Pg C, more than 5 % of total anthropogenic carbon stored in the ocean over the industrial period.

While future projections of desert dust deposition over the ocean are still largely uncertain, even as regards the sign of changes (Tegen et al. 2004; Mahowald et al. 2009), several ocean modelling studies have addressed its potential impact on marine biogeochemistry. Changes in dust deposition may force changes in ocean productivity, as large as the changes in productivity forced by CO₂ increases and the resulting climate change (Mahowald et al. 2011). But there is only relatively little impact of varying aeolian Fe input on cumulative ocean CO₂ fluxes and atmospheric pCO₂ over 2000–2100 (Tagliabue et al. 2008).

The simulated sensitivity of marine biota to iron deposition is, however, largely dependent on processes that are or not explicitly included in models. Complex iron chemistry in the ocean (Tagliabue et al. 2009), adsorptive scavenging of dissolved iron and solubilisation of particulate iron (Ye et al. 2011), varying iron content of dust particles as well as varying iron solubility in seawater (Luo et al. 2006) have been investigated in individual modelling studies but an explicit representation of these processes is still lacking in most of the biogeochemical models that
do include an explicit representation of the iron cycle. In addition, Krishnamurthy et al. (2009) have shown that increasing iron deposition could not only lead to increasing marine productivity in HNLC regions, but also significantly enhance N-fixation in subtropical regions if iron limitation of N-fixation is included. Finally, iron mobilisation from sediments has been suggested to be of the same magnitude as dust deposition and its inclusion in models significantly reduces the response to changes in atmospheric iron deposition (Moore and Braucher 2008).

Apart from the effect of iron deposition, few studies have focussed on the role of atmospheric deposition of other elements on marine biota and ocean biogeochemical cycles. Using a coupled ocean general circulation/biogeochemical model, Krishnamurthy et al. (2010) have shown that atmospheric Si and P depositions have only a weak effect on marine productivity and biogeochemical cycles, as these depositions are small relative to the flux of these nutrients from below. They would contribute only to a very small fraction of export production (Fig. 4.25). Even if atmospheric nitrogen inputs have only a weak effect on marine biota and productivity at the global scale, they can contribute significantly (up to 25%) to export production at the regional scale, especially in subtropical oligotrophic gyres (Krishnamurthy et al. 2009, 2010). The impacts of changes in N, P and Si deposition in the near future on marine biota are largely unknown.

In addition to the direct effect of nutrient deposition on the marine biota through a fertilisation effect, Doney et al. (2007) have shown that atmospheric inputs of reactive sulphur and nitrogen could potentially alter seawater alkalinity and pH. They show that inputs of strong acids such as HNO₃ and H₂SO₄ could lead to a decrease in pH. The alterations in surface water chemistry however are only a few percent of the acidification due to the oceanic uptake of anthropogenic CO₂. The impacts could be more substantial in coastal waters.

### 4.5.5 Particulate Matter and Carbon Export

Depending on the source of the aerosols, atmospheric deposition to the ocean is of very variable intensity, the
most spectacular atmospheric fluxes being associated with lithogenic particles from the different deserts of the continents. Indeed, strong dust events can bring large amounts of particulate matter to the ocean surface in a few hours and fluxes as high as 25 g m\(^{-2}\) per event have been reported in the Mediterranean Sea (Ternon et al. 2010), see Fig. 4.26. This lithogenic material is transferred to the deep ocean and contributes significantly to sedimentation in areas such as the tropical North Pacific, the North Atlantic and the Mediterranean Sea, which are well impacted by dust deposition (Uematsu et al. 1985; Prospero et al. 2002; Loïé-Pilot et al. 1986). But not only lithogenic export is associated with those important atmospheric depositions.

As shown in previous sections, aerosols from different sources do bring to the ocean a significant amount of elements of biogeochemical interest that feed the pool of nutrients and micronutrients in the ocean surface layer. When the body of water impacted by atmospheric deposition is depleted in those (micro) nutrient(s) brought by atmospheric deposition, (micro) nutrient(s) limited organisms such as bacteria and phytoplankton will feed on this new resource. In such conditions, atmospheric deposition has a ‘fertilising’ effect (see references in Sect. 4.5.4) and carbon fixation by autotrophic organisms should be followed by particulate organic carbon fluxes to the deep ocean. Although the link between addition of aerosol iron and export production was emphasised by Cassar et al. 2007, the quantification of such induced export of particulate carbon was difficult to assess in the numerous iron fertilisation experiments reported in de Baar et al. (2005) where it was only firmly proven in two of the reported experiments for which it was shown to be quite modest. Differently, Smetacek et al. (2012) concluded that following the EIFEX ocean iron fertilisation experiment a substantial portion of the induced bloom likely reached the sea floor. According to Blain et al. (2007) carbon export from such artificially induced short-term blooms are at least an order of magnitude lower than carbon export induced by natural iron fertilisation in the Southern Ocean.

On the other hand, several studies have shown the importance of lithogenic particles for the export of organic matter through an aggregation process (Hamm 2002; Passow and De la Rocha 2006; Ploug et al. 2008) and the export in this case is not related to a fertilisation effect. During 4 years of simultaneous measurements of atmospheric deposition and export
of material in the water column in the NW Mediterranean Sea, Ternon et al. 2010 found a series of “lithogenic events” corresponding to both high POC and high lithogenic marine fluxes (originating mainly from either recent Saharan fallout events, or from ‘old’ Saharan dust ‘stored’ in the upper water column layer). Such “lithogenic events”, are believed to result in part from organic-dust aggregation inducing a ballast effect. The most remarkable event was in February 2004 when an extreme Saharan event exported ~45 % of the total annual POC (Fig. 4.26), compared to an average of ~25 % for the bloom period, at a time of the year when the organisms are not limited by the concentrations of nutrient in the upper ocean and thus such high POC flux couldn’t be the consequence of a fertilisation by the dust. Zooplankton activity and the incorporation of mineral particles into faecal pellets have also been proposed as a mechanism to explain such lithogenic events (e.g. Fowler et al. 1987; Buat-Menard et al. 1989). Ternon et al. also found another ‘lithogenic event’, in summer when the surface mixed layer is depleted in nutrients, where only 20 % of the POC exported could be explained by fixation of carbon induced by atmospheric fertilisation, the rest being assumed to be due to the incorporation of mineral particles acting as ballast in organic aggregates formed by the dissolved and colloidal organic matter present in the water column prior to the event.

From those few examples, we can stipulate that dust deposition can have two main effects: a POC export directly linked to the carbon fixation induced by the fertilisation via atmospheric nutrients and the POC export ‘mediated’ by the introduction of lithogenic particles with a ballast effect on organic matter, leading to the formation of large aggregates. As mentioned above, both effects can be combined and this was recently observed by Bressac et al. (2012) following an artificial dust addition in a large clean mesocosm: it was observed, with optical measurements, that particulate export following a strong dust deposition (10 g m⁻²) was a nonlinear multi-step process composed of particle populations with different size distributions and composition as a function of time and depth. Interestingly, it was shown that the pattern of the size distribution and composition of particles in the mesocosm was strongly influenced by the formation of organic-mineral aggregates and that the fresh organic matter produced by the fertilisation induced by the dust deposition lead to organic-mineral aggregates with the fastest settling velocities compared to the other particles populations. Bressac et al. measured organic-mineral aggregate populations (>61.2 μm) having settling velocities of the order of 24–86 m d⁻¹. Such rapid transfer following a dust event with settling velocity of at least 100 m d⁻¹ has been observed for ‘lithogenic events’ from sediment trap data (Ternon et al. 2010). Such fast sinking particles would be less prone to remineralisation while transferring to the deeper layers (Hedges et al. 2000) and this may have important consequences regarding carbon sequestration. Those different recent studies have shown that lithogenic particles do not sink following Stokesian settling calculations and that atmospheric particles may have a very important role in transferring rapidly particulate organic matter to the deep ocean but, so far, no quantification of this role in carbon export and budget has been performed.

The parameterisation of the complex processes involved in the sinking of both lithogenic and organic particles following an intense dust event will only be possible by realising a combination of optical, biological and chemical measurements in the upper water column when dust deposition occurs. This could be done by a combination of in situ measurements (including in situ mesocosms) and in large tanks in the laboratory (both in biotic and abiotic conditions) with approaches allowing the actual sinking of the particles. The characterisation of organic matter is very much needed in such combined approaches as organic-mineral aggregation depends mainly on the quantity and quality of the organic matter (Passow and De La Rocha 2006) meaning that the biogeochemical conditions of the water body in which the deposition occurs may be a crucial factor for the fate of particulate matter following a dust event.

### 4.6 Summary and Outlook

Aerosol particles in the marine atmosphere are produced either directly at the sea surface, as sea spray aerosol particles, or over land from where they can be subsequently transported over the ocean. Secondary production takes place in the atmosphere from precursor gases which are emitted either from the sea surface or from a variety of sources over land. The direct production of sea spray aerosol was recently reviewed by de Leeuw et al. (2011a) and conclusions presented
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there still hold. Results in the last decade show the large contribution of organic substances to SSA particles especially in locations of high biological activity, which dominates the chemical composition for particles with $r_{80} < 0.25 \mu m$. The consequences for hygroscopic properties of SSA particles and thus their effect on climate via light scattering and their influence on cloud properties has been recognised and is still an important topic for research. Meskhidze and co-workers (Gantt et al. 2011; Meskhidze et al. 2011) have shown the effect of wind speed on the fraction of organic matter in SSA particles in addition to the dependence on particle size (Facchini et al. 2008a). Ovadnevaite et al. (2011) show the importance of organic matter for the ability of SSA particles to act as CCN.

Production fluxes have been determined for particles with $r_{80}$ as small as 0.01 $\mu m$, which is also important for the assessment of the role of SSA particles on climate using large-scale models. However, de Leeuw et al. (2011a) concluded that the uncertainties in the production fluxes are still very large. For particles with $r_{80} > 1 \mu m$ the uncertainty is a multiplicative factor of 4 (Lewis and Schwartz 2004). Recent research by Jaeglé et al. (2011) confirms the large importance of the effect of SST (Mårtensson et al. 2003) on the production fluxes of coarse particles (those with $r_{80} > 1 \mu m$), with consequences for the effect of SSA particles on the direct radiative effect on climate.

For particles with $0.3 < r_{80} < 1 \mu m$ and smaller all flux estimates published after Lewis and Schwartz (2004) appear to be higher than the range of values discussed by these authors. These high production fluxes would result in unrealistically large number concentrations of SSA particles in the marine atmospheric boundary layer (de Leeuw et al. 2011a) but the reason for these high production fluxes is not clear. There is no convincing reason to discard the Lewis and Schartz (2004) production flux estimates and their uncertainties, which are based on numerous observations, but the more recent formulations not only produce larger production fluxes but they also seem to converge to values which differ by about a factor of 2–3 (Clarke et al. 2006).

For SSA particles with $r_{80} < 0.3 \mu m$ the production flux estimates rely on the whitecap method, i.e. estimates of the whitecap fraction and on the particle production flux per unit area of whitecap. The latter is mainly obtained from laboratory experiments and comparisons by de Leeuw et al. (2011a) show the large difference in the shape and magnitude of the SSA particle size spectra produced in such experiments, with a large dependence on experimental conditions (e.g. Fuentes et al. 2010). This puts into question the validity of one of the underlying assumptions of the whitecap method, i.e. that the production per unit whitecap area can be independently determined and that the total production flux is given by the product of the production per unit whitecap area and the whitecap fraction. The whitecap fraction in turn varies over a very wide range between different observations (Lewis and Schwartz 2004; Anguelova and Webster 2006) and all the most recent determinations, using novel methods, appear to result in smaller whitecap fractions than the most commonly used function by Monahan and O’Muirchaertaigh (1986) which is based on numerous previous observations. Furthermore the whitecap fraction appears not to be unambiguously determined by wind speed and depends on wind speed history (Callaghan et al. 2008).

Most of these studies use a combination of different techniques and novel technology developments. These techniques include combinations of advanced modelling using different information sources based on results from laboratory and field experiments, long term observations or intensive field campaigns at coastal locations or open ocean, using advanced techniques such as AMS, HTDMA, CCNC and shipborne eddy covariance measurements. Many of the recent studies rely on the use of earth observation (EO), i.e. satellite-based instruments, to obtain information on aerosol concentrations, forcing parameters and aerosol effects. EO is increasingly used in studies on sea spray aerosols and their effects. Nevertheless, remote sensing results also show rather large ambiguities such as in the determination of the aerosol optical depth (AOD) as determined by different remote sensing methods (Smirnov et al. 2012). The use of EO in air-sea interaction studies and effects on SSA production and their effects on climate and biogeochemical cycles has an important place in the SOLAS community.

In spite of recent progress based on combinations of modelling, EO and in situ observations, a large drawback put forward in the literature is the lack of reliable experimental data for a wide variety of conditions.
Another question posed in the literature concerns the reliability and accuracy of EO products which are further developed based on new insights and improved EO instrumentation leading to improvement of data quality and development of new products. However, satellite data alone cannot be used to assess SSA production and needs to be used in combination with other techniques such as modelling and in situ or ground-based remote sensing.

The contribution of land-based aerosol particles and precursor gases is another issue which is extremely important for the assessment of atmospheric inputs into the ocean and their biogeochemical effects (see below). These studies rely to a large extent on models to determine aerosol transport. The models in turn utilise emission data bases as input and they are often based on bottom-up emission inventories for a certain period or year and therefore represent mean emissions. Often the inventories lack detail on seasonal or diurnal variations and do not include actual episodic emission strengthes of species which are important for biogeochemical cycles such as dust, volcanic ash and biomass burning aerosol. Earth Observation (satellites) may contribute to improvement of emission estimates and several studies have recently been published on the use of EO data with advanced modelling techniques to provide this information for emissions of e.g. volcanic ash, VOCs and NO₂.

Numerous studies have been conducted to establish links between atmospheric deposition and biogeochemical cycles in the past 20 years, increasing exponentially with recent developments of new sophisticated methodologies (in particular the use of clean sampling techniques in the field and the generalisation of expertise in low levels determination of chemicals in seawater).

Studies on effects of atmospheric iron on biogeochemical processes have been an important research activity for more than 20 years because of, its recognised importance as a limiting nutrient in the large HNLC ocean. These studies no longer focus only on iron in dust but also the biogeochemical impact of other recently recognised important sources – such as volcanic ash – are now considered. Other studies have recently focussed on LNLC areas where microbes can be limited or co-limited by deposition of atmospheric inorganic nitrogen and phosphorus. In terms of biotic response to episodic atmospheric nutrient inputs, the large scale experiments conducted over the past 20 years have mainly focussed on the role of iron in HNLC areas. Although responses differ due to regional differences between the environmental characteristics of HNLC waters, such experiments have allowed simultaneous observation of the wide range of processes involved by such inputs of new nutrients, how these change the upper ocean properties and how the ocean feedbacks on the lower atmosphere. Microcosm experiments show the response of microorganisms to deposition of aerosol particles to LNLC areas. Such experiments also show consistent patterns in terms of biomass and abundance, community structure, and metabolic activity revealing that both autotrophs (including diazotrophs) and heterotrophs can be significantly stimulated. This is confirmed by mesocosm experiments where both chemical and biological processes can be studied simultaneously over longer time scales while accounting for the vertical dimension as well. In situ observations and mesocosm approaches indicate that atmospheric deposition, in particular dust, can result in carbon export through two types of processes: export directly linked to carbon fixation induced by the fertilization via atmospheric nutrients and export by carbon ballasting by the lithogenic particles. Ocean biogeochemical models to study the response of marine biota and biogeochemistry to atmospheric deposition have mainly focussed so far on dust (iron) deposition over glacial times, recent past and near future, showing moderate effects on reduction of atmospheric CO₂. The few modelling studies which recently focussed on the role of atmospheric deposition of other elements than iron have shown that atmospheric N, P and Si deposition have a weak effect on marine productivity and biogeochemical cycles contributing only to a very small fraction of export production.

All those different approaches indicate that extrapolation of the results to the ‘real world’ is not easy and that further studies using a combination of the different approaches are necessary to quantify the present picture and how it will change in the future. A number of research directions have been recommended, such as specific studies to understand the role of the microlayer, to establish the partitioning between organic and inorganic forms of atmospheric nutrients and their link with bioavailability, to consider the balance between scavenging/dissolution taking into account the dynamics of the particles while they settle...
through the water column (Law et al. 2013). Studies considering a wide range of in situ conditions should be conducted in order to understand the competition for the new nutrient resources among planktonic organisms and how the balance between CO₂ fixation and respiration impact the carbon budget. The balance between POC export linked to carbon fixation induced by the atmospheric nutrient fertilisation, and the POC export mediated by the introduction of atmospheric particles through aggregation processes, have to be better constrained. Another challenge is to correctly model the complex biogeochemical processes involved in order to quantify the impacts on biota and global carbon cycle and to predict the changes induced by the evolution of emission/deposition in the future.
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