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Preface

“The decomposition of the difficulties to be resolved, or the objects to be known, should be pushed up to the simplest elements … Such elements are seized directly and completely by the intuition.”

René Descartes, Discours de la méthode (1637)

Wireless sensor networks have received significant attention because of their important role and many conveniences in our lives. Indeed, the recent and fast advances in inexpensive sensor technology and wireless communications have made the design and development of large-scale wireless sensor networks cost-effective and appealing to a wide range of mission-critical situations, including civilian, natural, industrial, and military applications, such as health and environmental monitoring, seism monitoring, industrial process automation, and battlefields surveillance, respectively. A wireless sensor network consists of a large number of tiny, low-powered devices, called sensors, which are randomly or deterministically deployed in a field of interest while collaborating and coordinating for the successful accomplishment of their mission. These sensors suffer from very scarce resources and capabilities, such as bandwidth, storage, CPU, battery power (or energy), sensing, and communication, to name a few, with energy being the most critical one. The major challenge in the design process of this type of network is mainly due to the limited capabilities of the sensors, and particularly, their energy, which makes them unreliable.

This book aims to develop a reader’s thorough understanding of the opportunities and challenges of k-covered wireless sensor networks, where each point in a deployment field is covered (or sensed) by at least k sensors. Following René Descartes’ most elegant methodology of dividing each difficulty into as many parts as might be possible and necessary to best solve it (Discours de la Method, 1637), this book presents a variety of theoretical studies based on percolation theory and computational geometry as well as protocols that lead to the design of a unified framework, where connected k-coverage, sensor scheduling, and data routing and dissemination are jointly considered. I have written this book given the tremendous interest of numerous researchers in k-covered wireless sensor networks, which has been expressed by their very active and productive research for the last 6 years and until now. Indeed, several protocols have been proposed to solve problems related to the design and implementation of energy-efficient k-covered wireless sensor networks that span a variety of topics, such as sensor deployment, network connectivity, sensing coverage, sensor scheduling (or duty-cycling), and data routing and dissemination.

This text is mainly based on my research work that has been focused so far on the study of k-covered wireless sensor networks, which has been the main contribution
of my Ph.D. Dissertation. This is one of the major topics covered in both of the introductory and advanced courses on wireless sensor networks that I have taught at Hofstra University. This book will be useful to senior undergraduate and graduate students in computer science, computer engineering, and any related discipline. It will also be of interest to computer scientists, researchers, and practitioners in both academia and industry with interest in \( k \)-covered wireless sensor networks from their deployment until data gathering.

**Book Organization**

The book is divided into four parts which are described as follows.

In Part 1, we introduce wireless sensor networks as a new emerging technology and the background necessary. Chapter 1 gives a brief introduction to wireless sensor networks and presents the major challenging problems in their design. Also, it describes a sample of their potential applications as well as a key set of design requirements of the protocols proposed in this book. Moreover, it states the problems being investigated in this book along with a brief description of their solutions. Chapter 2 introduces the background that is necessary for the description of all the protocols discussed in this book.

In Part 2, we address the problem of *almost sure* integrated coverage and connectivity in wireless sensor networks from the perspective of percolation theory. Specifically, we are interested in finding the critical sensor density above which the network is *almost surely* connected and the deployment field is *almost surely* covered. Chapter 3 proposes our solution to this problem in two-dimensional deployment fields using a probabilistic approach. Chapter 4 discusses our solution to the same problem in three-dimensional deployment fields using an approach that is not a generalization of the one proposed for a two-dimensional space.

In Part 3, we focus on the problem of connected \( k \)-coverage in densely deployed wireless sensor networks. Precisely, we are interested in achieving connected \( k \)-coverage with a minimum number of sensors. Chapter 5 describes our solution to this problem under the assumption of static and homogeneous sensors while considering a deterministic sensing model. Chapter 6 extends our above solutions to account for heterogeneous \( k \)-covered wireless sensor networks. Also, it introduces our solution to the same problem in the context of mission-oriented wireless sensor networks while considering sensor mobility. Chapter 7 addresses the problem of connected \( k \)-coverage using a more realistic, stochastic sensing model. Moreover, it investigates the problem of connected \( k \)-coverage in three-dimensional wireless sensor networks using a deterministic sensing model. Chapter 8 gives our measures of unconditional and conditional connectivity and fault tolerance of \( k \)-covered wireless sensor networks while considering two-dimensional deployment fields.

In Part 4, we are interested in the problem of energy-efficient data forwarding in wireless sensor networks. Chapter 9 describes our solution to this problem for always-on wireless sensor networks using both short-range and long-range data forwarding schemes. Chapter 10 presents our solution to the problem of finding a trade-off between energy and delay when forwarding data to a central gathering point, such as the *sink*. Chapter 11 proposes our solution to the energy sink-hole
problem, which is inherent to static, always-on wireless sensor networks. Chapter 12 discusses our energy-efficient, unified framework for geographic forwarding in duty-cycled, $k$-covered wireless sensor networks while using deterministic sensing and communication models. Furthermore, it considers both two-dimensional and three-dimensional deployment fields.

In Part 5, we conclude and extend our measures of network and fault tolerance in Chap. 8 to account for three-dimensional settings. Chapter 13 focuses on the future trends in connected $k$-covered wireless sensor networks. Precisely, it concludes this book with both a summary and a discussion of potential future work and open problems that deserve more attention. Appendix provides measures of unconditional and conditional connectivity and fault tolerance of $k$-covered wireless sensor networks deployed in three-dimensional fields.
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Chapter 1
Overview of Wireless Sensor Networks

This chapter gives a brief introduction to wireless sensor networks (WSNs) and presents the major challenging problems in their design. Moreover, it describes a sample of their potential applications as well as a key set of design requirements of the protocols proposed in this book. Furthermore, it states the problems being investigated in this book along with a brief description of their solutions.

1.1 Introduction

Recent advances in miniaturization, low-cost and low-power circuit design, and wireless communications have led to the development of low-cost, low-power, and tiny communication devices, called sensors. Like nodes (or computers, laptops, etc.) in traditional wireless networks, such as mobile ad hoc networks, the sensors have data storage, processing, and communication capabilities. Unlike those nodes, the sensors have an extra functionality related to their sensing capability. However, the sensors suffer from severe limitations of several resources and capabilities, such as battery power (or energy), storage, processing, sensing, and communication, compared to personal computers, for instance, with energy being the most crucial one. For an excellent survey on sensor networks, the interested reader is referred to [6, 7].

A wireless sensor network is composed of a large number of sensors that are densely deployed in a field of interest to monitor specific phenomena. The sensors can be engaged in a variety of sensing tasks, such as temperature, sound, vibration, light, humidity, etc. These sensors sense specific environment phenomenon and perform in-network processing on the sensed data before sending their results to a central gathering node, called the sink. In this type of network, sensors communicate with each other (possibly) through multi-hop wireless communication links and forward sensed data on behalf of others so the sink can receive them on-time for further processing and analysis. WSNs can be used for a wide variety of applications dealing with monitoring (health environments monitoring, seism monitoring, etc), control (object detection and tracking), and surveillance (battlefields surveillance).

Compared to traditional wireless networks, such as mobile ad hoc wireless networks, WSNs have several inherent characteristics. First, the sensors are very tiny and hence more susceptible to hardware failure. It is worth mentioning that battery power (or energy) is the most crucial resource, and hence sensors can also fail due to low energy. Second, the sensors are deployed in a field with high density to extend the network lifetime. Indeed, using a large number of sensors
facilitates multi-hop communication between them, and hence the sensors can save their energy by transmitting or forwarding their sensed data through short distances. Third, the network topology may change very frequently as sensors join and/or leave the network. Thus, protocols designed for WSNs should account for all these features, which are inherent to these types of networks so they remain operational as longer as possible.

The remainder of this chapter is organized as follows. Section 1.2 gives the challenges that face the design of WSNs while Sect. 1.3 describes a sample of their potential applications. Section 1.4 presents the motivations of the work in this book. Section 1.5 describes the major requirements driving the design of the protocols that we propose in this book. Section 1.6 discusses the major contributions of this book by stating the main problems that are addressed in this book along with a brief overview of the proposed solutions. Section 1.7 summarizes this chapter.

1.2 Major Challenges

The design of network protocols for WSNs, including those for coverage configuration and data dissemination, is a challenging problem due to several constraints. Next, we describe these constraints that are imposed not only by the characteristics of the individual sensors, the behaviour of the network, and the nature of physical environments (or deployment fields) but also by the requirements of the sensing applications in terms of some desirable metrics.

1.2.1 Limited Resources and Capabilities

Because of their inherent characteristics, the design of WSNs for different applications running in different deployment fields is facing several challenges. First of all, energy efficiency is the primary concern in the design of WSNs. Indeed, the sensors forming a network suffer from the limitations of several resources, such as storage, CPU, bandwidth, communication, sensing, and battery power (or energy). In particular, energy is the most crucial resource as it determines the lifetime of the sensors and hence the lifetime of the entire network. Energy poses a serious problem for network designers especially in hostile environments, such as battlefields, where it is difficult or even impossible to access the sensors and recharge or renew their batteries. Furthermore, when the energy of the sensors reaches a certain threshold, they become unreliable (or faulty) and would not be able to function properly. As a consequence, the behaviour of those faulty sensors will have a major impact on the network performance. Thus, network protocols and algorithms designed to be run by the sensors should be as energy efficient as possible to extend their lifetime and hence prolong the network lifetime while guaranteeing good performance overall.
1.2.2 Location Management

Sensor location management is another major challenge in the design of deployment strategies to achieve a certain degree of coverage. In most of the protocols designed for WSNs, the sensors are aware of their locations through either the use of global positioning system (GPS) receivers or some localization technique, such as the ones proposed by Bulusu et al. [52] and Ji and Zha [114]. On one hand, a GPS receiver-based solution provides the sensors with highly accurate locations but is not cost-effective for densely deployed sensors given that each sensor should be equipped with a GPS receiver. On the other hand, the use of a localization technique does not require any additional cost but may not guarantee high sensor location accuracy.

1.2.3 Sensor Deployment

As mentioned earlier, a deployment field may cause a problem not only to access the sensors for replacing and/or recharging their batteries but also for their deployment. Thus, a deterministic sensor deployment strategy is not always possible. Such a strategy would help cover the field appropriately and minimize the total number of sensors required to achieve the specific needs of sensing applications in terms of their expected type of coverage. Indeed, an application may demand partial coverage where only a certain percentage of the field is covered; full coverage, where the entire field is covered; or redundant coverage, where every location in the field is covered by multiple sensors simultaneously. In the case where the sensors cannot be deployed deterministically because of the field nature, random deployment is the only remaining strategy. However, there is no guarantee that the coverage required by the application would be satisfied. There might be some areas that are not covered well or even not covered at all and this would lead to a problem, known as coverage hole. Moreover, all the deployed sensors are not guaranteed to be connected to each other or to the sink. This would lead to another problem, known as connectivity hole. These are two of the reasons why most of time WSNs are designed with densely deployed sensors. Thus, the nature of the field has an influence on the network and this is a challenge for the designer and the investing party at least cost-wise. As will be discussed later, one of the most widely used assumption in the design of routing and data dissemination protocol is highly sensor density. Although highly dense deployed WSNs involve more than necessary sensors, they help guarantee network connectivity and achieve the coverage demanded by the application.

1.2.4 Time-Varying Network Characteristics

The topology of a wireless sensor network, which is defined by the sensors and communication links between them, changes frequently due to sensor addition and deletion. When new sensors decide to join the network, the neighbour sets of some sensors have to be updated. Indeed, it may seem necessary to add more sensors to
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maintain certain properties of coverage of the deployment field and network connectivity. Similarly, when the sensors deplete all their energy, they are considered faulty and no longer belong to the network. Thus, the neighbour sets of the fault sensors’ neighbours should be updated. Also, in mobile WSNs, the network topology gets updated as the sensors move in the deployment field. Consequently, any topology change in the network will have an impact on the communication paths (or routes) between the sensors in the network. Therefore, routing and data dissemination paths should consider network topology dynamics due to limited energy and mobility of the sensors as well as increasing the size of the network to maintain specific application needs in terms of coverage and connectivity. It is worth noting that connectivity to the sink is very important. In fact, coverage would be meaningless if the sensed data cannot reach the sink, i.e., there is no communication paths between the source sensors (or data generators) and the sink. Thus, connectivity between all source sensors and the sink either directly or indirectly should be guaranteed for the correct operation of the network.

1.2.5 Network Scalability, Heterogeneity, and Mobility

The design of protocols for connected k-covered WSNs should consider network scalability. In other words, these protocols should scale with the number of sensors in the network, sensor mobility, and the size of the deployment field. For large-size networks, the number of sensors could be on the order of thousands. Also, the sensors may not necessarily be static given that sensor mobility helps achieve better quality of coverage [76, 144]. Furthermore, the sensors could be heterogeneous with regard to their storage, processing, communication, sensing, and energy capabilities and resources. In real-world applications, WSNs are composed of heterogeneous sensors that have a potential to increase the network lifetime and reliability without causing significant increase in its cost [209]. Indeed, deploying heterogeneous sensors reduces the probability of simultaneous failure of the entire neighbour set of a sensor [13].

1.2.6 Sensing Application Requirements

In most sensing applications, the sensed data should be as accurate as possible to assure better decision making by the sink. Moreover, the sensed data needs to reach the sink in a timely manner. Thus, the delay metric should also be considered in the design process of WSNs; otherwise, the underlying network may not be useful. Also, for several sensing applications, data redundancy is desirable in that it increases data accuracy. For instance, in an intruder detection and tracking application, multiple sensors should be active at the same time to gather enough information about the intruder and track its motion accurately. Therefore, the design of coverage configuration and routing and data dissemination protocols should guarantee data delivery and accuracy so the sink can gather the required knowledge about the physical phenomenon on time. Furthermore, the sensors may
deplete their energy before expected and become faulty. As discussed earlier, a deployment field may not be accessible and thus replacing those faulty sensors would be impossible. Hence, a wireless sensor network should tolerate the presence of faulty sensors and remain functional in spite of those failures. The degree of fault tolerance of a network depends on the underlying sensing application. Thus, coverage configuration and routing and data dissemination protocols for WSNs should be fault tolerant for this type of sensor failure. It is worth noting that the link and sensing unit failures may also occur during the operation of a wireless sensor network. While sensing unit failure are due to imperfections in manufacturing or aging, link failures are caused by sensor failures and sensor mobility. In this book, however, we only consider sensor failures due to low battery.

1.3 Sample Sensing Applications

The design of WSNs should also be guided by the very specific requirements of the target applications. The knowledge gathered about the underlying application would help a network designer deploy more appropriate types of sensors and develop algorithms and protocols that meet the needs of the application. In this section, we describe some potential applications of WSNs spanning health, home, environmental, and military areas [6, 7].

- **Tracking and monitoring a hospital:** Sensors may be attached to patients and doctors. For a patient, specific sensors are used to perform a particular task. For instance, to detect the heart rate, a special sensor needs to be used. Also, to detect the blood pressure, another specific type of sensor has to be used. For a doctor, sensors may be used to track their locations in the hospital to facilitate their mission.
- **Smart environment:** One of the home applications is the design and development of a smart home (or environment), where a wireless sensor network can be deployed to satisfy the specific needs of habitants. The sensors could be embedded anywhere in a room (or apartment) and communicate with each other to offer services desired by habitants. For instance, for saving energy, the light and temperature in a room could be controlled by the sensors. In this case, the light is on only when the habitants are in the room and the temperature should be set to an appropriate value depending on the time and season, for instance. The goal of this type of network is to provide habitants with the level of comfort they wish to have without any human intervention.
- **Forest fire detection:** The sensors could be randomly and densely deployed in a forest to detect the origin of a fire and report this information in a timely fashion to the end users to act accordingly before the fire spreads. This helps avoid catastrophic situations that may result. In this type of application, the sensors may be used for a long period of time, and hence have to be equipped with a continuous source of energy, such as solar cells. Furthermore, the sensors need to collaborate with each other in their
sensing activity to overcome several problems, such as obstacles. Also, the sensors should be densely deployed for a quick and accurate detection.

- **Intruder detection and tracking**: Business stores, for instance, could be covered with special sensors to detect and track the motion of intruders. To achieve high accuracy of detection and tracking of an intruder, sensor redundancy is desirable and hence a dense network should be deployed. When an intruder is detected by some sensors, several other sensors become awake to cover the trajectories of the intruder. The collected information about an intruder is reported to end users for analysis and processing.

- **Battlefield surveillance**: A wireless sensor network can be deployed in a battlefield for performing detection and tracking of target objects, such as tanks and vehicles, and sending real-time information about the enemy mobility to a central control unit. Precisely, a network should be able to detect and classify multiple targets, such as vehicles and troop movements, using sensors that are capable of sensing acoustic and magnetic signals generated by different target objects.

### 1.4 Motivations of This Book

There are several critical applications, such as intruder detection and tracking, where WSNs need to be deployed in a field in such a way that every point is sensed (or covered) by at least one sensor. In particular, it is sometimes desirable to deploy a dense wireless sensor network to achieve redundant coverage of a deployment field, where every point in the field is guaranteed to be covered by at least $k$ sensors simultaneously and we say that the network is configured to provide $k$-coverage.

Our main interest in writing this book on $k$-covered WSNs is motivated by at least the following three applications, which require a degree of coverage that is at least equal to three, i.e., $k \geq 3$.

First, to cope with the problem of sensor failures due their fragility, the design of sensor networks for planet exploration [184] should be as reliable as possible since failed sensors in space cannot be easily diagnosed and replaced. Sun et al. [184] simulated a Confidence Weighted Voting technique on top of a $k$-cover deployment strategy. They showed that $k$-cover deployment with $k \geq 3$ is necessary to guarantee data redundancy, which improves data reliability and fault tolerance of sensing applications. Indeed, high coverage degree helps achieve higher sensing accuracy and stronger robustness against sensor failures. Second, multiple-sensor data fusion [121] was found to be useful for at least a three-sensor system, i.e., system whose degree of coverage is $k \geq 3$. Klein [121] discussed how this type of system helps detect, classify, and track the target objects. Since at least all the three sensors participate in the decision, it is unlikely that a false target would be detected as a true target. Third, the design of triangulation-based positioning systems [162] requires that each point in a target field be covered by at least three sensors. Nicules and Nath [162] showed that this type of positioning system helps increase the accuracy of the positions of the sensors.
The design of network configuration protocols for WSNs faces a challenging problem, namely energy conservation, due to the constrained battery power of the sensors. Several energy conservation protocols for WSNs networks have been proposed at the MAC and network layers, such as the ones suggested by Biswas and Morris [43], Casari et al. [56], and Zorzi and Rao [226, 227]. Moreover, a variety of energy-efficient coverage configuration schemes have been suggested, such as the ones proposed by Wang et al. [197], Xing et al. [205], and Zhang and Hou [218]. In general, the sensors are deployed with high density, and hence the design of network configuration protocols should benefit from this fact to provide k-coverage. It is well known that the best approach to save the energy of the sensors is duty-cycling so the sensors remain operational for as long as possible. Using a duty-cycling approach, the sensors can be turned on (i.e., active) or off (i.e., inactive) according to some sleep–wakeup scheduling protocol while guaranteeing k-coverage all the time. Achieving k-coverage becomes difficult especially in hostile environments, such as battlefields, where access to the sensors is not feasible or even impossible. This implies that the sensors cannot be always on but rather duty-cycled. Otherwise, they will deplete their energy and die quickly. Also, k-coverage of a field should use as minimum number of active sensors as possible to extend the network lifetime.

Before all, the main goal of sensor deployment is to monitor a field and report data to the sink for further analysis and processing. Hence, the sensors should also be able to forward data on behalf of each other. More importantly, the load of data forwarding should be evenly distributed amongst all the active sensors, which currently k-cover the field, so all the sensors have the same chance to relay data for others. This implies that the network of active sensors should be connected. Otherwise, the sensed data will not reach the sink. Indeed, network connectivity is required for data routing and information dissemination. Therefore, it is important that the network provide k-coverage while maintaining connectivity between all active sensors. In addition, it is well known that geographic forwarding is an energy-efficient and practical scheme for WSNs. Indeed, the sensors are not required to maintain global and detailed information on the topology of the entire network. The sensors need to only maintain local knowledge on their one-hop neighbours. Thus, for more effective sensor deployment, the load of k-coverage and data forwarding should be evenly distributed amongst all the sensors to maximize the network lifetime.

1.5 Design Requirements

In this section, we summarize the major requirements driving the design, analysis, and development of protocols for k-covered WSNs. Particularly, we identify those requirements that are necessary for building our unified framework, where coverage, duty-cycling, and geographic forwarding are jointly considered. These requirements are summarized as follows:

- **Energy Awareness**: The sensors have severe limitations in terms of storage, computational, communication, and sensing capabilities. In particular,
the sensors have scarce battery power (or energy). Thus, prolonging the
network lifetime is the major challenge in the design and development of
WSNs. With this in mind, it is essential that we design energy-aware proto-
cols in all facets of the network operations, including sensor deployment,
coverage and connectivity, scheduling, and data routing and dissemination.

- **On-Demand-Connected k-Coverage:** Several sensing applications prefer
collecting redundant data to guarantee the most accurate decision-making
process. Indeed, intruder detection and tracking applications may require
more than one sensor to be active to collect information about the intruder
(or malicious node) and track its motion accurately. Also, the sensors may
die quickly because of their low energy, and thus, the network should be
fault tolerant. Unlike most related work that focused on connected
k-coverage with static sensors and fixed degree k of coverage, where each
point in a field is covered (or sensed) by at least k sensors, our proposed
framework supports mobile connected k-coverage, where a region of in-
terest is k-covered using mobile sensors and k may change over time. Al-
so, the degree k of coverage of a region of interest may not be the same for
another region in the field. We call this on-demand connected k-coverage.
Our framework adopts centralized and distributed strategies to ensure mo-
bile connected k-coverage of a region of interest in a deployment field
while maintaining network connectivity.

- **Autonomous and Purposeful Mobility:** In addition to their mobility, the
sensors are autonomous, and thus are able to make their own decision
based on the information they receive from the rest of the network. Par-
ticularly, these sensors should be able to move to designated locations in a
region of interest whenever necessary to ensure its k-coverage and accom-
plish the target mission that has been determined by the sink. To account
for mission-oriented WSNs, where the mobility of the sensors is controlled
by the underlying mission, our framework enables purposeful mobility of
the sensors and this mobility must be traded-off against the goals of the
missions.

- **Situation Awareness and Intelligent Collaboration:** Situation awareness is
an essential and critical foundation for successfully accomplishing all mis-
sions, and this requires intelligent collaboration between the sensors. Thus,
all the sensors should be aware of any mission that has to be accom-
plished. This situation awareness assumes that there is a central entity,
such as the sink, which decides the type of mission that has to be accom-
plished and in which region in the deployment field. This information
should be propagated within the network while minimizing the total en-
ergy consumption needed to advertise this information about the mission.

- **Self-Organization:** The sensor mobility and scheduling may affect the to-
poLOGY of the network, which could possibly result in a connectivity-hole
problem and/or a coverage-hole problem. One of the goals of our pro-
posed framework is to make the sensors self-organizing and adaptive so
they guarantee network connectivity, which is required for communication
between the sensors, data forwarding from the sensors to the sink, and data
dissemination from the sink to the sensors. Also, it enables the sensors to achieve any degree of coverage needed by an application for a mission.

- **Fault Tolerance:** In most sensing applications, the sensed data should be accurate to ensure better decision making by the sink. Also, data redundancy is desirable in that it increases data accuracy. For instance, in the intruder detection and tracking application, multiple sensors should be active to gather enough information about the intruder (or malicious node) and track its motion accurately. *Redundant coverage* (or *k*-coverage) ensures higher data redundancy and accuracy. Indeed, sensor nodes may deplete their energy and die. Hence, a network should tolerate the presence of faulty sensors and remains functional. Thus, *k*-coverage provides a high degree of fault tolerance of the network, where the value of *k* depends on the requirements of the application in terms of coverage.

- **Heterogeneity:** Unlike most related work that considered *k*-coverage with homogeneous sensors, our framework focuses on heterogeneous sensors, which do not necessarily have the same capabilities in terms of computation, storage, sensing and communication ranges, and initial energy. In real-world applications, WSNs are composed of heterogeneous sensors that have a potential to increase the network lifetime and reliability without causing significant increase in its cost. Indeed, as we mentioned earlier, the use of heterogeneous sensors helps reduce the probability of simultaneous failure of all the neighbours of a sensor [29].

- **Dimensionality:** In the literature, most of the works on WSNs dealt with two-dimensional settings, where sensors are deployed in a planar field. However, there exist several applications that cannot be effectively modeled in a two-dimensional space. For instance, sensors deployed on the trees of different heights in a forest, or in a building with multiple floors, or underwater applications [4, 5] require the design in a three-dimensional space. Moreover, oceanographic data collection, pollution monitoring, offshore exploration, disaster prevention, and assisted navigation are typical applications of underwater sensor networks [5], which have to be designed using three-dimensional settings, which represent more accurately the network design for real-world applications.

- **Stochastic Features:** Although the majority of studies on wireless sensor networks considered the disk sensing model, where all sensor readings are assumed to be precise and have no uncertainty, the signal attenuation and the presence of noise associated with sensor readings require the use of a more realistic sensing model that reflects the real properties of the sensors. Precisely, the sensing capability of a sensor must be modeled as the probability of successful detection of an event, and hence should depend on the distance between it and the event as well as the type of propagation model being used (free-space vs. multi-path). Indeed, it has been shows that the probability that an event in a distributed detection application can be detected by an acoustic sensor depends on the distance between the event and the sensor [77]. Thus, the protocols designed for WSNs should account for the probabilistic nature of the sensor capabilities, and particularly, their sensing and communication ranges.
Data Delivery: The main goal of the design of WSNs is to monitor a phenomenon in a field of interest and collect data related to that specific phenomenon. It is very important that the sensed data reach the sink for further processing. The accuracy of the decisions and actions taken by the sink depends on the availability of the data. Thus, the sensors should be able to use robust protocols that will enable them to deliver the data they have collected to the sink with high data delivery ratio. This issue depends on the data forwarding and dissemination capabilities of the sensors, which are in turn strongly dependent on the efficiency of the design of the corresponding routing protocols.

Delay: For some time-critical sensing applications, such as forest fire detection and tracking, the sink should receive the sensed data collected by the sensors in a timely manner to avoid any undesirable consequence. It is necessary that the design of protocols for these types of sensing applications be conducted under the delay constraint so that the sensed data reach the sink within a certain time bound. In case the sensors are always on (or active), the data forwarding and dissemination protocol are responsible for meeting this delay constraint. However, when the sensors are duty-cycled, the duty-cycling protocols are also responsible to meet this delay bound.

1.6 Contributions of This Book

This book aims at investigating the following research problems, which are not totally disjoint. Each of these problems is introduced by a brief statement that is accompanied by a brief solution statement.

- Almost Sure Connected Coverage: What is the critical sensor spatial density above which a deployment field (respectively, network) is \textit{almost surely} covered (respectively, connected)?

  We propose continuum percolation-based approaches to study phase transitions in coverage and connectivity in static WSNs in an integrated fashion. Precisely, we propose probabilistic approaches to compute the critical sensor spatial density above which a field is \textit{almost surely} covered and the network is \textit{almost surely} connected. Our proposed solutions consider both two-dimensional and three-dimensional deployment of the sensors. These solutions help the network designers achieve full coverage of a field with a minimum number of connected, active sensors, thus maximizing the network lifetime.

- Connected k-Coverage: What is a sufficient condition of the sensor spatial density for full \(k\)-coverage of a two-dimensional (respectively, three-dimensional) deployment field, where each point in the field is guaranteed to be covered by at least \(k\) sensors while maintaining network connectivity using static homogeneous sensors only under the assumption of a deterministic sensing model?
To solve this problem, thus supporting different applications and environments with diverse requirements in terms of coverage and connectivity using static sensors only, we extend our above analysis to $k$-coverage using a deterministic approach so the network self-configures to meet these requirements while considering a deterministic sensing model. To this end, we compute the active sensor spatial density that is necessary to achieve full $k$-coverage of a field while guaranteeing connectivity between all active sensors. Our analysis is based on Helly’s Theorem [44] and the geometric properties of the Reuleaux triangle (respectively, Reuleaux tetrahedron) in two-dimensional (respectively, three-dimensional) deployment fields. Using this analysis, we design randomized centralized protocols, pseudo-distributed protocols as well as fully-distributed protocols for connected $k$-coverage configurations in WSNs.

- **Heterogeneous Connected $k$-Coverage**: Given a field to be monitored, a positive integer $k \geq 3$, and a set $S$ of heterogeneous sensors, select a minimum subset of sensors $S' \subseteq S$ to stay on (or active) such that each point in the field is $k$-covered while the network induced by all the sensors in $S'$ is guaranteed to be connected.

  We exploit the results obtained with the homogeneous model to solve the connected $k$-coverage problem for heterogeneous WSNs, where the sensors do not necessarily have the same sensing range, communication range, and initial energy. We show that while it is possible to design distributed protocols to guarantee connected $k$-coverage of a field using heterogeneous sensors while achieving good performance overall, it is impossible that a centralized protocol could be designed efficiently due to sensor deployment randomness and sensor heterogeneity. Thus, we propose a pseudo-random deployment approach, where the sensors are deployed in different layers in a circular deployment field with respect to the sink according to the strengths of their sensing and communication ranges as well as their initial energy. Based on this deployment strategy, we propose centralized and distributed protocols for generating energy-efficient connected $k$-coverage configurations using heterogeneous sensors.

- **Mobile Connected $k$-Coverage**: How to guarantee connected $k$-coverage in mission-oriented mobile WSNs under the following requirements? (i) **On-demand $k$-coverage**: A region of interest in a field should be $k$-covered whenever needed, where $k \geq 3$. Consequently, a region of interest to be $k$-covered does not have to be the same all the time and hence may change. (ii) **Network connectivity**: The sensors should be maintained connected for the correct network operation. (iii) **Sensor mobility**: The sensors should be able to move to designated locations in a region of interest to ensure its $k$-coverage whenever necessary.

  We divide the problem of $k$-coverage in mission-oriented mobile WSNs into two sub-problems, namely sensor placement and sensor selection. The sensor placement problem is to compute the minimum number of sensors and their locations in a region of interest so that this region is $k$-covered. The sensor selection problem is to determine which sensors should move to the above-computed locations in the region while minimizing the total
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Energy consumption due to the mobility of the sensors and their communication. Specifically, we propose centralized and distributed approaches to solve the \( k \)-coverage problem in mission-oriented mobile WSNs. In the centralized approach, the sink designates a set of sensors to move towards specific locations in the region of interest to be \( k \)-covered. These locations are computed by the sink. In the distributed approach, the sensors compute the target locations, where the sensors should move to, and coordinate between themselves to \( k \)-cover a region of interest with \textit{as small number of sensors as possible} (or simply \textit{small number of sensors}). Our approach enables the sensors to move towards a region of interest and \( k \)-cover it while minimizing their mobility energy based on their closeness to the target locations in the region and the availability of other sensors.

- **Stochastic Connected \( k \)-Coverage**: Find a tight sufficient condition so that every point in a field is probabilistically covered by at least \( k \) sensors with a probability no less than \( p_{th} \), called \textit{threshold probability}, under a stochastic sensing model and compute the required number of sensors. Then, select and schedule the sensors while providing stochastic \( k \)-coverage of a two-dimensional deployment field as well as connectivity between all the selected sensors.

We adapt the results of the sensor scheduling problem for \( k \)-coverage of a two-dimensional deployment field under the deterministic sensing model, which is discussed earlier, to solve the sensor scheduling problem for stochastic \( k \)-coverage under \textit{probabilistic} (or \textit{stochastic}) sensing and communication models. It has been found that a stochastic sensing mode is more realistic than a deterministic (or binary) sensing model. Indeed, the former takes into account not only the distance between the sensors and the target locations but also the type of propagation model being used, i.e. free-space model or multi-path model. Under a stochastic sensing model, a point \( p \) in a field is said to be \textit{probabilistically \( k \)-covered} if the detection probability of an event occurring at \( p \) by at least \( k \) sensors is at least equal to some \( \textit{threshold probability} \), \( 0 < p_{th} < 1 \). We propose a distributed stochastic \( k \)-coverage protocol, where each sensor runs a \( k \)-coverage candidacy algorithm to check whether it is eligible to turn itself on (or active). This helps us design a global framework for \( k \)-coverage in WSNs that considers both of the deterministic and stochastic sensing models.

- **Geographic Forwarding on Always-on Sensors**: How can data be forwarded in always-on WSNs while minimizing the total energy consumption of the sensors, thus maximizing the network lifetime?

There is an ongoing debate on short-range versus long-range data forwarding in multi-hop wireless networks. This book supports the short-range data forwarding strategy for WSNs, where energy should be given the highest priority. More precisely, we propose an energy-efficient data forwarding protocol for WSNs so they remain operational as long as possible. Our protocol, called \textit{Weighted Localized Delaunay Triangulation-based data forwarding} (WLDT), uses 1-lookahead scheme to guarantee data delivery to the sink. WLDT aims to minimize the average energy consumption of the sensors during data forwarding towards the sink. It ex-
exploits the geometric properties of the Delaunay triangulation [36] to build an energy-efficient path between a source and the sink as a sequence of sub-paths whose endpoints are called checkpoints. These checkpoints are selected based on their locations in the field and their remaining energy. A sub-path between a pair of checkpoints consists of a series of forwarders, which are the endpoints of short Delaunay edges and are selected based on their locations and remaining energy to forward the data between their corresponding checkpoints.

• **Energy-Delay Trade-off in Geographic Forwarding**: How to achieve minimum energy consumption of the sensors while ensuring uniform battery power (or energy) depletion of the sensors and meeting the required delay constraints in geographic forwarding in static WSNs?

  We propose a communication range slicing-based approach to trade-off between conflicting objectives of sensing applications, namely minimum energy consumption, minimum delay, and uniform energy depletion. Our approach aims to slice the communication range of the sensors into concentric circular bands and classify them with a goal to satisfy specific requirements of sensing applications in terms of energy consumption, delay, and energy depletion. First, we formulate the trade-off between these three conflicting goals as a multi-objective optimization problem which is solved using a weighted scale-uniform-unit sum approach. Then, we propose a data forwarding protocol for WSNs, which exploits our solution to the multi-objective optimization problem to find an optimum trade-off between three conflicting goals. For tractability, we consider a unit-disk communication model, where the communication ranges of the sensors are supposed to be circular and have the same radius. Then, we will discuss ways of relaxing these assumptions.

• **Energy Sink-Hole**: How and to what extent can a uniform energy depletion of all the sensors be guaranteed so as to avoid the energy sink-hole problem in always-on, static WSNs, where the sensors nearer the sink are heavily used in forwarding data to the sink on behalf of all other sensors, thus depleting their energy very quickly compared to all other sensors in the network? How can this problem be addressed in homogeneous, always-on WSNs?

  We show that static WSNs suffer from the energy sink-hole problem regardless of how efficient a geographic forwarding protocol is. We propose a solution to this problem by enabling sensors to adjust their transmission range when sending/forwarding sensed data to the sink. However, we prove that this solution imposes a severe restriction on the size of the deployment field. To alleviate this shortcoming, we propose another solution that suggests a sensor deployment strategy exploiting energy heterogeneity with a goal that the sensors in the network deplete their energy uniformly. When all the sensors have the same initial energy, we propose greedy, localized protocol, called energy aware Voronoi diagram-based data forwarding (EVEN), which exploits sink mobility and uses our proposed new concept of Voronoi diagram, called energy aware Voronoi diagram, where the locations of the sensors are time varying and are locally and virtually computed based on their remaining energy.
- **Geographic Forwarding on Duty-Cycled Sensors**: How to design energy-efficient geographic forwarding protocols with and without data aggregation in duty-cycled, $k$-covered WSNs in two-dimensional and three-dimensional deployment fields?

  We design a unified framework for geographic forwarding on duty-cycled sensors. More specifically, we propose different approaches for both cases of two-dimensional and three-dimensional sensor deployment. In the former case, using a potential fields-based approach, we propose energy-efficient clustering-based geographic forwarding protocols for duty-cycled, $k$-covered WSNs with different levels of data aggregation. In the latter case, we focus on finding a trade-off between uncertainty due to duty-cycling with deterministic forwarding and contention due to opportunistic forwarding. Then, we propose a hybrid forwarding approach based on this trade-off. Indeed, in deterministic forwarding, a next best forwarder is determined *a priori*. Hence, duty-cycling introduces uncertainty at the sender side which is not totally certain that its selected next best forwarder would remain awake after data is being forwarded. In opportunistic forwarding, however, a next best forwarder is decided on-the-fly and after the data is transmitted. Thus, several active sensors may hear the transmitted data, thus creating high contention at the receiver side to select a next best forwarder.

- **Network Connectivity and Fault-Tolerance Measures**: What are the unconditional and conditional network connectivity and fault tolerance of $k$-covered WSNs that are deployed in two-dimensional and three-dimensional fields?

  We benefit from our characterization of $k$-coverage in WSNs stated earlier and compute the traditional (or unconditional) connectivity of $k$-covered WSNs. Furthermore, we compute the conditional connectivity of $k$-covered WSNs based on the concept of forbidden faulty set. The latter shows that the classical connectivity used to capture network fault tolerance underestimates the resilience of large-scale networks, such as $k$-covered WSNs. Our measures consider both two-dimensional and three-dimensional deployment fields. We show that our measures of connectivity for the latter case are not a straightforward generalization of those for the former case.

### 1.7 Summary

In this chapter, we reviewed the main challenges in the design of WSNs as well as their potential applications. Then, we described the design metrics that drive the design process of these types of networks. Moreover, we presented the motivations behind writing this book. Furthermore, we gave an overview of the main contributions of this book by stating the research problems being investigated along with a brief description of our proposed solutions.
Chapter 2
Background and Fundamentals

This chapter introduces the terminology and background that are necessary for the description of all the protocols discussed in this book. Precisely, it gives some key definitions and describes a percolation model to study coverage and connectivity in two-dimensional and three-dimensional wireless sensor networks. In addition, it presents an energy consumption model and defines the default network model.

2.1 Introduction

In this book, we use some terminology and different models, such as Voronoi diagram model, energy model, sensing model, and continuum percolation model, to describe our proposed approaches and protocols for connected \( k \)-coverage, duty-cycling, and geographic forwarding in wireless sensor networks. Furthermore, our work is based on a specific network model. The goal of this chapter is to present the different terms and models we use in this book.

The remainder of this chapter is organized as follows: Section 2.2 presents the key definitions and fundamental concepts that are used in this book. Section 2.3 presents deterministic and stochastic sensing models. Section 2.4 discusses different types of network connectivity. Section 2.5 describes the energy model while Sect. 2.6 presents the percolation model. Section 2.7 presents the network model that we use in the design of our energy-efficient framework for joint \( k \)-coverage, duty-cycling, and geographic forwarding in wireless sensor networks. Section 2.8 summarizes the chapter.

2.2 Terminology

In this section, we give the key definitions and describe some fundamental concepts used throughout this book.

Definition 2.1: The sensing range (or detection range) of a sensor \( s_i \) is a region where every event that takes place in this region can be detected by \( s_i \). The sensing neighbour set of a sensor \( s_i \), denoted by \( SN(s_i) \), is the set of all the sensors that are located in its sensing range.

Definition 2.2: The communication range of a sensor \( s_i \) is a region such that \( s_i \) can communicate with any sensor located in this region. The communication
neighbour set of a sensor $s_i$, denoted by $CN(s_i)$, is a set of all the sensors that are located in its communication range.

Throughout this book, we use communication range and transmission range interchangeably. To illustrate the following definitions, we assume that the sensing ranges and communication ranges of the sensors in a two-dimensional (respectively, three-dimensional) wireless sensor network are represented by disks (respectively, spheres). Furthermore, the sensors are assumed to have the same sensing range and the same communication range. Figure 2.1 shows the sensing and communication ranges of the sensors of radii $r$ and $R$, respectively.

**Definition 2.3:** Two sensors $s_i$ and $s_j$ in a two-dimensional (respectively, three-dimensional) wireless sensor network are said to be **collaborating** if the Euclidean distance between the centres of their sensing disks (respectively, spheres) satisfies $|\xi_i - \xi_j| \leq 2r$, where $r$ is the radius of the sensing disks (respectively, spheres) of
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Fig. 2.1 Schematic of overlapping concentric disks (respectively, spheres)

**Fig. 2.2** (a) Collaborating, (b) communicating, and (c) coordinating sensors

*Definition 2.3:* Two sensors $s_i$ and $s_j$ in a two-dimensional (respectively, three-dimensional) wireless sensor network are said to be **collaborating** if the Euclidean distance between the centres of their sensing disks (respectively, spheres) satisfies $|\xi_i - \xi_j| \leq 2r$, where $r$ is the radius of the sensing disks (respectively, spheres) of
the sensors. Intuitively, the two sensing disks (respectively, spheres) centred at $\xi_i$ and $\xi_j$ are either tangential or overlapping (see Fig. 2.2a). The collaborating set of a sensor $s_j$, denoted by $Col(s_j)$, includes all the sensors it can collaborate with, i.e., $Col(s_j) = \{ s_j : |\xi_i - \xi_j| \leq 2r \}$.

**Definition 2.4:** Two sensors $s_i$ and $s_j$ in a two-dimensional (respectively, three-dimensional) wireless sensor network are said to be communicating if the Euclidean distance between the centres of their communication disks (respectively, spheres) satisfies $|\xi_i - \xi_j| \leq R$, where $R$ is the radius of the communication disks (respectively, spheres) of the sensors (see Fig. 2.2b). The communicating set of a sensor $s_i$ is the set of sensors it can communicate with, i.e., $Com(s_i) = \{ s_j : |\xi_i - \xi_j| \leq R \}$.  

---

Fig. 2.3 (a) Covered, (b) connected, and (c) coordinated components
Definition 2.5: Two sensors $s_i$ and $s_j$ in a two-dimensional (respectively, three-dimensional) wireless sensor network are said to be coordinating if and only if they both collaborate and communicate (Fig. 2.2c). The coordinating set of a sensor $s_i$ is the set of sensors it can collaborate and communicate with at the same time.

Definition 2.6: A covered component (or covered region) in a two-dimensional (respectively, three-dimensional) wireless sensor network is a maximal set of sensing disks (respectively, spheres), i.e., not included in any other subset except when it is equal to the original entire set of sensing disks (respectively, spheres) whose corresponding sensors are collaborating directly or indirectly (Fig. 2.3a shows three covered components). A covered $k$-component, denoted by $CC_k$, is a covered component having $k$ sensing disks (respectively, spheres).

Definition 2.7: A connected component in a two-dimensional (respectively, three-dimensional) wireless sensor network is a maximal set of communication disks (respectively, spheres) whose corresponding sensors are communicating directly or indirectly (Fig. 2.3b shows three connected components). A connected $k$-component, denoted by $CC_k$, is a connected component with $k$ communication disks (respectively, spheres).

Definition 2.8: A coordinated component in a two-dimensional (respectively, three-dimensional) wireless sensor network is a maximal set of concentric sensing and communication disks (respectively, spheres) whose corresponding sensors are coordinating directly or indirectly (Fig. 2.3c shows three coordinated components).

Definition 2.9: A wireless sensor network is said to be connected if there is a communication path between any pair of sensors. In other words, any pair of sensors can communicate with each other either directly or indirectly.

Definition 2.10: A two-dimensional (respectively, three-dimensional) wireless sensor network is said to be homogeneous if all of it sensors have the same storage, processing, battery power, sensing, and communication capabilities. In particular, all deployed sensors have the same radius $r$ of their sensing disks (respectively, spheres) and the same radius $R$ of their communication disks (respectively, spheres). Otherwise, the network is said to be heterogeneous.

Definition 2.11: The width of a closed convex area is the maximum distance between parallel lines that bound it.

Definition 2.12: The breadth of closed convex volume is the maximum distance between tangential planes on opposing faces or edges of the volume.

Definition 2.13: The largest enclosed disk (respectively, sphere) of closed convex area (respectively, volume) $A$ is a disk (respectively, sphere) that lies inside $A$ and whose diameter is equal to the minimum distance between any pair of points on the boundary of $A$. 
The Voronoi diagram [36], also known as Dirichlet tessellation, represents one of the most fundamental data structures in computational geometry. It has interesting mathematical and algorithmic properties and potential applications.

**Definition 2.14:** Let $S = \{s_1, \ldots, s_n\}$ be a finite set of $n$ sites (or points) in the plane. The Voronoi diagram of $S$, denoted by $\text{Vor}(S)$, is a subdivision of the plane containing $S$ into $n$ cells $\text{VC}(s_i)$, $1 \leq i \leq n$, such that each cell $\text{VC}(s_i)$ includes only one site $s_i$ with the property that any point $p$ located in $\text{VC}(s_i)$ is closer to $s_i$ than any other site in $S$. The cell $\text{VC}(s_i)$ corresponding to site $s_i$ is called the Voronoi cell of $s_i$, which is a (possibly unbounded) open convex polygonal region. The edges of a Voronoi cell are called Voronoi edges and its endpoints are called Voronoi vertices. The Voronoi diagram of $S$ is the union of the Voronoi cells of all sites in $S$. The Delaunay triangulation, denoted by $\text{DT}(S)$, is the dual of the Voronoi diagram $\text{Vor}(S)$ [36]. A $\text{DT}(S)$ graph has an edge between two sites $s_i$ and $s_j$ if and only if their Voronoi cells $\text{VC}(s_i)$ and $\text{VC}(s_j)$, respectively, share a common edge.  

Notice that $\text{DT}(S)$ is a planar graph whose Delaunay edges are orthogonal to their corresponding Voronoi edges. Figure 2.4 shows a Voronoi diagram while Fig. 2.5 shows a Voronoi diagram and its dual, i.e., Delaunay triangulation.
Let $CN(s_i)$ be the communication neighbour set of a sensor $s_i$, which are located in its communication disk whose radius is equal to $R_i$. From $CN(s_i)$, the sensor $s_i$ considers only a subset of sensors, denoted by $SCN(s_i,s_m)$, located between $s_i$ and the sink $s_m$ to act as data forwarders to the sink.

**Definition 2.15:** Let $s_j \in SCN(s_i,s_m)$. The Voronoi diagram computed by $s_i$, denoted by $Vor([s_i,s_m] \cup SCN(s_i,s_m))$, is said to be localized. A Voronoi cell $VC(s_m)$ of the sink $s_m$ is said to be adjacent to the sensor $s_j$ if $VC(s_m)$ and $VC(s_j)$ of $s_m$ and $s_j$, respectively, have at least one common Voronoi edge.

**Definition 2.16:** A localized Delaunay triangulation of a sensor $s_i$, denoted by $LDT(s_i)$, is the Delaunay triangulation computed by $s_i$ with respect to $SCN(s_i) \cup \{s_i,s_m\}$.

**Definition 2.17:** The candidate checkpoints of a sensor $s_i$, denoted by $CCP(s_i,s_m)$, are the sensors that are adjacent to the sink $s_m$ in the localized Delaunay triangulation of $s_i$, $LDT(s_i)$.

**Definition 2.18:** Let $s_j \in SCN(s_i,s_m)$. A sensor $s_j$ is said to be a candidate forwarder of $s_i$ if $VC(s_m)$ is adjacent to $s_j$, where $VC(s_m) \in Vor([s_i,s_m] \cup SCN(s_i,s_m))$. The set of candidate forwarders of $s_i$ is denoted by $CF(s_i,s_m)$.

Assume that a source $s_0$ wishes to disseminate its data to the sink $s_m$. Fig. 2.6 shows the localized Voronoi diagram of $s_0$, where $SCN(s_0,s_m) = \{s_i | 1 \leq i \leq 18\}$. Notice that $CF(s_0,s_m) = \{s_9,s_{10},s_{15},s_{17},s_{18}\}$, where the Voronoi cell of each of

![Fig. 2.6 Localized Voronoi diagram](image-url)
those sensors shares one Voronoi edge with that of $s_m$. These Voronoi cells are shaded in green.

**Definition 2.19:** Let $s_{\text{ref}} \in \text{SCN}(s_i,s_m)$. A sensor $s_{\text{ref}}$ is said to be a *reference sensor* of $s_i$ if $s_{\text{ref}}$ has the highest remaining energy amongst all sensors in $\text{SCN}(s_i,s_m)$.

**Definition 2.20:** A *data forwarding path* is a path that is traversed by a data packet originated from a source sensor (or simply *source*) and destined to the sink. It includes all the sensors (including the source) that forwarded the data packet to the sink on behalf of the source.

**Definition 2.21:** A forwarding scheme is said to be *long range* if each sensor in any data forwarding path can use *at most one* of its one-hop neighbours to forward a data packet towards its ultimate destination. A forwarding scheme is said to be *short range* if each sensor in any data forwarding path can use *multiple* one-hop neighbours to forward a data towards its destination.

## 2.3 Deterministic and Stochastic Sensing Models

In the *deterministic sensing model* (also known as *binary*), a point (or event) $p$ in a field is sensed/covered (or detected) by a sensor $s_i$ based on the Euclidean distance $\delta(p,s_i)$ between $p$ and $s_i$. Throughout this chapter, we use “coverage of a point” and “detection of an event” interchangeably. Formally, the coverage $\text{Cov}(p,s_i)$ of a point $p$ by a sensor $s_i$ under the deterministic sensing model is defined as follows:

$$\text{Cov}(p,s_i) = \begin{cases} 1 & \text{if } \delta(p,s_i) \leq r \\ 0 & \text{otherwise} \end{cases}$$

(2.1)

As can be seen, the deterministic sensing model for two-dimensional (respectively, three-dimensional) wireless sensor networks considers the sensing range of a sensor as a disk (respectively, sphere), and hence all sensor readings are precise and have no uncertainty. However, it has been found that the communication range of the radios is highly probabilistic and irregular [224]. Thus, the deterministic sensing model does not reflect the real behaviour of the sensing units of the sensors, which are irregular in nature. Hence, given the signal attenuation and the presence of noise associated with sensor readings, it is necessary to consider a more realistic sensing model by defining the coverage $\text{Cov}(p,s_i)$ using some probability function. In other words, the sensing capability of a sensor needs to be modelled as the probability of successful detection of an event. Specifically, the sensor’s sensing capability should depend on the distance between it and the event as well as the type of propagation model being used (free-space vs. multi-path). Indeed, it has been demonstrated that the probability that an event in a distributed detection application can be detected by an acoustic sensor depends on the distance between the event and sensor [77]. A realistic sensing model for passive infrared (PIR) sensors that reflects their non-isotropic range is presented in [54].
This sensing irregularity of PIR sensors has been verified by simulations [54]. Thus, in a stochastic sensing model, the coverage $Cov(p, s_i)$ is defined as the probability of detection $P(p, s_i)$ of an event occurring at point $p$ by sensor $s_i$ as follows:

$$P(p, s_i) = \begin{cases} e^{-\beta \delta\xi s_i^a} & \text{if } \delta(p, s_i) \leq r \\ 0 & \text{otherwise} \end{cases}$$ (2.2)

where $\beta$ represents the physical characteristic of the sensing units of the sensors and $2 \leq a \leq 4$ is the path-loss exponent. Precisely, $\beta$ measures the uncertainty introduced by the sensing unit of the sensors. Also, for the free-space model, we have $a = 2$ and for the multi-path model, $2 < a \leq 4$. Our stochastic sensing model is motivated by the one introduced by Elfes [80], where the sensing capability of a sonar sensor is modeled by a Gaussian probability density function. Moreover, a probabilistic sensing model for coverage and target localization in wireless sensor networks is proposed in [229]. This sensing model is similar to ours except that it considers $\delta(p, s_i) - (r - r_e)$ instead of $\delta(p, s_i)$, where $r$ is the detection range of the sensors and $r_e < r$ is a measure of uncertainty in the sensor detection capability. Our stochastic sensing model is also similar to the one in [228], except that ours uses $a$, and reduces to the deterministic sensing model if we set $\beta = 0$.

**Definition 2.22:** Under the deterministic sensing model, a point $p$ in a field is said to be $k$-covered if it belongs to the intersection of the sensing ranges of at least $k$ sensors.

**Definition 2.23:** Under the stochastic sensing model, a point $p$ in a field is said to be probabilistically $k$-covered if the detection probability of an event occurring at $p$ by at least $k$ sensors is at least equal to some threshold probability $0 < p_{th} < 1$.

**Definition 2.24:** For both sensing models, a region $A$ is said to be $k$-covered if every point $p \in A$ is $k$-covered. A $k$-covered wireless sensor network is a network that fully $k$-covers a field.

**Definition 2.25:** We call degree of coverage provided by a wireless sensor network the maximum value of $k$ such that a field is fully $k$-covered.

**Definition 2.26:** A given $k$-coverage is said to be connected if the network induced by all the sensors that are selected to achieve $k$-coverage is connected.

**Definition 2.27:** A region of interest $A$ is said to be energy-efficiently $k$-covered if a small number of sensors is selected to $k$-cover $A$.

**2.4 Network Connectivity and Fault Tolerance**

**Definition 2.28:** A communication graph of a homogeneous (respectively, heterogeneous) wireless sensor network is an undirected (respectively, directed) graph, $G = (S, E)$, where $S$ is a set of sensors and $E$ is a set of edges (respectively, arcs) between them such that for all $s_i, s_j \in S$, $(s_i, s_j) \in E$ if $\delta(p_i, p_j) \leq R_i$, where $p_i$ and $R_i$ stand for the location and radius of the communication disk of sensor $s_i$, respectively.
respectively. The vertex connectivity (or simply, connectivity) of $G$ is equal to $K$ if $G$ can be disconnected by the removal (or failure) of at least $K$ nodes. The fault tolerance of the underlying network is equal to $K - 1$.

**Definition 2.29:** A forbidden faulty set of a graph $G = (S,E)$ of a wireless sensor network is a set of sensors $F \subseteq S$ that cannot fail at the same time.

Let $P$ be “The faulty set cannot include the neighbour set of any sensor”, $F_P \subseteq S$ a faulty set satisfying property $P$, and $G = (S,E)$ a communication graph representing a wireless sensor network.

According to our conditional fault-tolerance model, a faulty sensor set $F_P$ is given by $F_P = \{ U \subseteq S | \forall s_i \in S: CN(s_i) \not\subseteq U \}$, where $CN(s_i)$ is the communication neighbour set of sensor $s_i$. Thus, the communication neighbour set of a sensor cannot fail simultaneously, and hence it is a forbidden faulty set. More precisely, any faulty sensor set that includes the communication neighbour set of at least one sensor $s_i$ is considered as a forbidden faulty set.

**Definition 2.30:** The conditional connectivity of $G = (S,E)$ with respect to the property $P$, denoted by $\kappa(G : P)$, is the minimum size of $F_P$ such that the resulting graph $G_{\text{dis}} = (S - F_P, E_{\text{dis}})$ is disconnected into components each satisfying $P$.

Another generalization of connectivity, called restricted connectivity, was proposed by Esfahanian [81] in which the restriction is on the faulty set (i.e., set of nodes that can fail). Restricted connectivity uses the concept of forbidden faulty set in which the entire neighbour set of a node cannot be faulty at the same time.

**Definition 2.31:** The conditional fault tolerance of $G = (S,E)$ with respect to the property $P$ is given by $\eta(G : P) = \kappa(G : P) - 1$.

### 2.5 Energy Consumption Model

The energy consumption of the sensors is dominated by data transmission and reception. Let $s_i$ and $s_j$ be two neighbouring sensors. According to the energy consumption model specified by Heinzelman et al. [102], when data is sent from a transmitter to a receiver, there is energy consumption incurred at both ends (i.e., transmitter and receiver). While at the receiver end, the energy consumption is due to only one component, called the transceiver, the energy consumption at the transmitter end depends on two components, namely the transceiver and the transmitter amplifier. The energy consumed by the latter component depends on the size of the data packet that has been sent, the distance between the transmitter and the receiver, and another constant, called transmitter amplifier and denoted by $\varepsilon$. The value of this constant depends on whether the free-space or the multipath model is being considered. Formally, according to [102], the energy spent in data transmission and reception are given by $E_{\text{tx}}(s_i,s_j) = a (E_{\text{elec}} + \varepsilon \delta^\alpha(s_i,s_j))$ and $E_{\text{rx}}(s_i) = a E_{\text{elec}}$, respectively, where $\delta$ is the Euclidean distance function, $a$ is data size in bits, $E_{\text{elec}}$ is the electronics energy and is equal to 50 nJ/bit,
is the transmitter amplifier in the free-space ($\varepsilon_{fs} = 10\, pJ/\text{bit/m}^2$) or the multi-path ($\varepsilon_{mp} = 0.013\, pJ/\text{bit/m}^2$) model, and $2 \leq \alpha \leq 4$ is the path-loss exponent. When the identities of sender and receiver are not important, we simply write $E_{tx} = a(E_{elec} + \varepsilon d^\alpha)$ and $E_{rx} = aE_{elec}$, where $d$ stands for the transmission distance used by a sender.

**Definition 32:** The delay is defined as the time elapsed between the departure of the data from a source $s_0$ and its arrival to the sink $s_m$. This delay is given by

$$D(s_0, s_m) = (qd + td + pd) N_f(s_0, s_m)$$

where $qd$ is the average queuing delay per intermediate forwarder, $td$ is the average transmission delay, $pd$ is the average propagation delay, and $N_f(s_0, s_m)$ is the number of intermediate forwarders between $s_0$ and $s_m$.

Given that the size of the field is in the order of a few miles, the average propagation delay is negligible. Thus, the delay $D(s_0, s_m)$ is proportional to $N_f(s_0, s_m)$, i.e.,

$$D(s_0, s_m) = cN_f(s_0, s_m) \propto N_f(s_0, s_m)$$

where $c = qd + td$. A similar result can be found in [120].

### 2.6 Percolation Model

Assume that the sensing and communication ranges of the sensors in a two-dimensional (respectively, three-dimensional) wireless sensor network are modelled by disks (respectively, spheres).

Let $X = \{\xi_i : i \geq 1\}$ be a two-dimensional (respectively, three-dimensional) homogeneous Poisson point process of density $\lambda$, where $\xi_i$ represents the location of a sensor $s_i$. Let $X_\lambda(A)$ be a random variable representing the number of points in an area (respectively, volume) $A$. The probability that there are $k$ points inside $A$ is computed as

$$P(X_\lambda(A) = k) = \frac{\lambda^k |A| \lambda}{k!} e^{-\lambda |A|}$$

for all $k \geq 0$, where $|A|$ is the size of the area (respectively, volume) of $A$.

**Definition 2.33:** In a two-dimensional (respectively, three-dimensional) wireless sensor network, the covered area (respectively, volume) fraction of a Poisson Boolean model ($X_\lambda, \{B_i(r) : i \geq 1\}$) given by $A(r) = 1 - e^{-b\lambda}$ [100] is the mean fraction of area (respectively, volume) covered by the sensing disks (respectively, spheres) $B_i(r)$, for $i \geq 1$, in a region of unit area (respectively, volume), where
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\[ b = \pi r^2 \] (respectively, \( b = 4\pi r^3 / 3 \)) is the area (respectively, volume) of the sensing disks (respectively, spheres) of the sensors and \( \lambda \) is the density of the Poisson point process \( X_\lambda \).

Assume that \( \lambda \) is not a constant as the sensors could appear and disappear independently of one another. We want to compute the density \( \lambda_c \), called critical percolation density (or critical density) such that there exists an infinite covered component when \( \lambda > \lambda_c \), and hence the Boolean model \( (X_\lambda, \{D_i(r) : i \geq 1\}) \) is said to be percolating. Otherwise, there is no infinite covered component and hence the Boolean model \( (X_\lambda, \{D_i(r) : i \geq 1\}) \) does not percolate.

**Definition 2.34:** The critical covered area (respectively, volume) fraction of \( (X_\lambda, \{D_i(r) : i \geq 1\}) \), computed as \( A_c(r) = 1 - e^{-\lambda_c} \), is the fraction of area (respectively, volume) covered at critical percolation, where \( \lambda_c \) is the associated density of \( X_\lambda \).

Percolation processes were introduced by Broadbent and Hammersley [51] to model the random flow of a fluid through a medium. Because of their simplicity of description and display of critical behaviour, where the behaviour of a model changes abruptly (phenomenon known as phase transition) as the value of a parameter crosses a threshold, percolation models are attractive in several areas of mathematics, physical science, and engineering. A percolation model can be viewed as an ensemble of points distributed in space, where some pairs are adjacent (or connected) [83]. We consider a Boolean model [155] which is defined as follows:

**Definition 2.35:** A Boolean model consists of two components, namely point process \( X_\lambda \) and connection function \( h \). The set \( X_\lambda = \{\xi_i : i \geq 1\} \) is a homogeneous Poisson point process of density \( \lambda \) in a two-dimensional Euclidean plane \( \mathbb{R}^2 \) (respectively, three-dimensional Euclidean space \( \mathbb{R}^3 \)), where the elements of \( X_\lambda \) are the locations of the sensors used to cover a field. The connection function, \( h \), is defined such that two points \( \xi_i \) and \( \xi_j \) are adjacent with probability \( h(|\xi_i - \xi_j|) = 1 \) independent of all other points if \( |\xi_i - \xi_j| \leq d \) and \( h(|\xi_i - \xi_j|) = 0 \) if \( |\xi_i - \xi_j| > d \), where \( d \geq 0 \) and \( |\xi_i - \xi_j| \) is the Euclidean distance between \( \xi_i \) and \( \xi_j \). In other words, \( h(|\xi_i - \xi_j|) \) given by

\[
h(|\xi_i - \xi_j|) = \begin{cases} 
1 & \text{if } |\xi_i - \xi_j| \leq d \\
0 & \text{otherwise}
\end{cases}
\]

**2.6.1 Why a Continuum Percolation Model?**

We consider a continuum percolation model rather than a discrete percolation model for the following reason. In discrete percolation [95], also known as lattice
model, the sites, which are randomly occupied in a discrete lattice, may have different configurations, namely square, triangle, honeycomb, etc. In continuum percolation [155], the positions of the sites are randomly distributed and thus there is no need to have different analysis for each of these regular lattices. Precisely, we consider a continuum percolation model, which consists of homogeneous disks (respectively, spheres) whose centres representing the locations of the sensors are randomly distributed in two-dimensional (respectively, three-dimensional), according to a spatial Poisson point process of density $\lambda$. In percolation theory, we are interested in the critical density $\lambda_c$ above which an infinite cluster of overlapping disks (respectively, spheres) first appears. The density $\lambda_c$ is the critical value for the density $\lambda$ such that there exists no infinite cluster of overlapping disks (respectively, spheres) almost surely when $\lambda < \lambda_c$, but there is an infinite cluster of overlapping disks (respectively, spheres) almost surely when $\lambda > \lambda_c$ and we say that percolation occurs.

2.7 Network Model

In this section, we specify the default network model used in this book unless stated otherwise.

We assume that all the sensors in a two-dimensional (respectively, three-dimensional) wireless sensor network are static and isotropic. In other words, all the sensors do not move and have the same sensing and communication ranges. Furthermore, the latter follow the unit disk model (respectively, sphere model). That is, the sensing range of a sensor $s_i$ is modelled by a disk (respectively, sphere) whose radius is $r$, and its communication range is represented by a disk (respectively, sphere) with radius equal to $R$. Moreover, both of the sensing and communication ranges of the sensor $s_i$ are centred at $p_i$, i.e., the location of the sensor $s_i$. Therefore, each sensor $s_i$ is characterized by two concentric disks (respectively, spheres) associated with its sensing and communication ranges, respectively, as shown in Fig. 2.1.

Moreover, all the sensors are always-on, meaning that they constantly report their sensed data to a single static sink. Hence, the sensors cannot be turned off while monitoring a physical phenomenon. Also, each sensor has a unique id (an integer, for instance) and is aware of its own location information through Global Positioning System (GPS) or some localization technique [114]. The sensors advertise their location information only once when they start their sensing task. In addition, each sensor advertises its remaining energy by piggybacking it on the data sent to the sink. The sensors are randomly, uniformly deployed in a field whose size is much larger than that of the sensing and communication ranges of the sensors. Moreover, the sensors are supposed to be densely deployed. As indicated in Chap. 1, the limited battery power of the sensors and the difficulty of replacing and/or recharging batteries on the sensors in hostile environments require that the sensors be deployed with high density to extend the network lifetime. Also, we assume that each sensor has transmit-power control and hence can adjust its transmission distance so it can transmit its data over a distance that is
less than or equal to the radius of its communication range. The communication links between the sensors are perfectly reliable while the sensors can fail or die independently due to low battery power.

We should mention that some of these assumptions will be further relaxed so as to promote the use of our proposed protocols in real-world sensing applications. These relaxations will be discussed later.

2.8 Summary

In this chapter, we defined useful terms that are used throughout this book. Also, we discussed the notion of unconditional (or traditional) connectivity as well as conditional connectivity, and derived the network connectivity and fault tolerance. Moreover, we described the energy consumption and percolation models. Furthermore, we specified our default network model, which is used in the design and description of all the protocols proposed in this book.
Chapter 3
Phase Transitions in Coverage and Connectivity in Two-Dimensional Deployment Fields

This chapter addresses the problems of almost sure integrated coverage and connectivity in two-dimensional wireless sensor networks from the perspective of percolation theory. Specifically, it focuses on finding the critical sensor density above which the network is almost surely connected and the deployment field is almost surely covered. It proposes our solution to this problem using a probabilistic approach. Precisely, each of the above problems is discussed separately. Then, both are investigated in an integrated manner using a suitable integration model.

3.1 Introduction

In wireless sensor networks, sensing coverage reflects the surveillance quality provided by active sensors in a field, whereas network connectivity enables active sensors to communicate with each other in data forwarding to a central gathering node, called the sink. For the correct operation of the network, it is necessary that both sensing coverage and network connectivity be maintained. Assuming perfectly reliable wireless links, both sensing coverage and network connectivity are affected by the sensor spatial density. In this chapter, we compute the value of this sensor density to provide sensing coverage and network connectivity.

Given a field that is initially uncovered, as more and more sensors are continuously added to the network, the size of the partially covered areas increases. At some point, the situation abruptly changes from small fragmented covered areas to a single large covered area in the field. We call this abrupt change as the sensing-coverage phase transition (SCPT) [16]. The SCPT problem can be stated as follows:

Given a field that is initially uncovered, what is the sensor spatial density corresponding to the first appearance of a single large covered component that spans the entire network?

Likewise, given a network that is originally disconnected, the number of connected components changes with the addition of sensors such that the network suddenly becomes connected at some point. We call this sudden change in the network topology as the network-connectivity phase transition (NCPT) [16]. The NCPT problem can be expressed as follows:

Given a network that is initially disconnected, what is the sensor spatial density corresponding to the first appearance of a single large connected component that spans the entire network?
The nature of such phase transitions is a central topic in percolation theory of Boolean models. The process of the ground getting wet during a period of rain [155] gives us a better analogy with the SCPT and NCPT problems. A circular wet patch forms whenever a point of the ground is hit by a raindrop. At the start of the rain, one can see a small wet area within a large dry area. After some time and as many raindrops continue to hit the ground, the situation suddenly changes and one can see a small dry area within a large wet area. This phase transition phenomenon occurs at a given density of the raindrops. This example helps us approach the SCPT and NCPT problems from a perspective of continuum percolation. In this chapter, we propose a probabilistic approach to compute the covered area fraction at critical percolation for both the SCPT and NCPT problems. Then, we derive the corresponding critical sensor density for each of these problems taken separately. In addition, we compute the critical sensor density when both these problems are considered together in an integrated manner. In [12], we propose a different percolation theory-based approach to study coverage and connectivity for three-dimensional wireless sensor networks. This study will be discussed in Chap. 4.

As will be discussed later, the specific connection function used in the NCPT problem has not been studied before and hence no bound on the critical covered area fraction is known. Furthermore, given that sensing coverage and network connectivity are not totally orthogonal [30, 205], we propose a new model for percolation in wireless sensor networks, called correlated disk model, which
allows network connectivity and sensing coverage to be studied together in an integrated fashion. We show that the SCPT and NCPT problems have the same solution (i.e., same critical covered area fraction). Precisely, we solve the SCPT and NCPT problems together, where the radii of the sensing disks \( r \) of the sensors and the radii of their transmission disks \( R \) are related by \( R = \alpha r \) with \( \alpha \geq 1 \). We show that network–connectivity phase transition occurs provided that sensing–coverage phase transition arises and the ratio \( R/r \) has certain value.

This study is of practical use for WSN designers to build up more reliable sensing applications in terms of their sensing coverage and network connectivity. For several real-world sensing applications, and in particular, intruder detection and tracking, it is required that each location in a target field be covered (or sensed) by at least one sensor. This would definitely imply better information gathering about the intruder, thus leading to accurate analysis and processing of the situation. On one hand, sensing coverage is associated with all locations in a target field, and hence would guarantee that any event about the intruder is sensed by sensors. On the other hand, network connectivity would enable gathered data about an intruder to reach a central control unit for further analysis and processing. Thus, both sensing coverage and network connectivity should be maintained for high intruder detection and tracking accuracy. Network connectivity, however, depends on sensing coverage. Thus, it is necessary to compute the critical sensor spatial density above which the target field is almost surely guaranteed to be covered and the network is almost surely guaranteed to be connected.
It is worth noting that the exact value of the critical density at which an infinite (or single large) cluster of overlapping disks first appears is still an open problem, and its approximation is either predicted by simulations [166, 173, 188] or computed analytically [86]. From now on, “infinite” means “single large”.

The remainder of this chapter is organized as follows. Section 3.2 solves the SCPT problem. Section 3.3 solves the NCPT problem. Section 3.4 discusses our results. Section 3.5 reviews related work. Section 3.6 summarizes the chapter.

3.2 Phase Transition in Sensing Coverage

This section discusses the SCPT problem and solves it using a percolation-theoretic approach.

Let } 1: { \geq iX i \xi \lambda be a two-dimensional homogeneous Poisson point process of density \( \lambda \), where \( \xi \) represents the location of a sensor.

Given an initially uncovered field, the SCPT problem is to compute the probability of the first appearance of an infinite (or single large) covered component that spans the entire network. In particular, we are interested in the limiting case of an infinite field, where there exists no single large covered component for sufficiently small density \( \lambda \) and it suddenly appears at a critical percolation density \( \lambda_c \).

3.2.1 Estimation of the Shape of Covered Components

Each covered \( k \)-component \( CC_k \) (Chap. 2, Definition 2.6) is characterized by a reference point, called centre and denoted by \( \xi(k) \). Figure 3.1 shows various covered components of different sizes. Using the Poissonness argument stated in [100, pp. 200–202], as the centres \( \{ \xi_i : i \geq 1 \} \) form a Poisson process with density \( \lambda \), the centres of all covered \( k \)-components also form a Poisson process with density \( \lambda(k) \). In other words, the covered components are randomly and independently distributed according to a Poisson process with a density of \( \lambda(k) \) centres per unit area. We want to determine the smallest shape enclosing a covered \( k \)-component. In fact, the shape of the covered components varies depending on the number of its overlapping sensing disks. For tractability of the problem, we assume that the geometric form that encloses a covered \( k \)-component is a circle (Fig. 3.2), which tends to minimize the area of uncovered region around the covered component. Indeed, the circle is the most compressed shape. Let \( R_k \) be the radius of a circle, denoted by \( C(R_k, k) \), which encloses a covered \( k \)-component. Thus, there is no other sensing disk that could overlap with the boundary of the circle. In other words, the concentric circular band of width \( r \), denoted by \( CCB(r) \) and which surrounds the circle, should not include any other sensing disk. Hence, the annulus between radii \( R_k \) and \( R_k + r \) around the centre \( \xi(k) \) must be empty.
Let $P(k)$ be the conditional probability that the circle encloses only one covered $k$-component. This probability is given by

$$P(k) = \text{Prob}[\ C(R_k, k) \ | \ CCB(r) \text{ empty}]$$

By definition, this conditional probability is computed as

$$P(k) = \frac{\text{Prob}[\ C(R_k, k) \land CCB(r) \text{ empty}] - \text{Prob}[\ CCB(r) \text{ empty}]}{\text{Prob}[\ CCB(r) \text{ empty}]}$$

(3.1)

where $\text{Prob}[\ C(R_k, k) \land CCB(r) \text{ empty}]$ can be interpreted as the probability that the circle of radius $R_k + r$ encloses only one covered $k$-component. Thus,

$$\text{Prob}[\ C(R_k, k) \land CCB(r) \text{ empty}] = \text{Prob}[\ C(R_k + r, k)]$$

Using Eq. 2.3 (see Chap. 2), we obtain the following results:

$$\text{Prob}[\ C(R_k + r, k)] = \frac{(\lambda \pi (R_k + r)^2)^k}{k!} e^{-\lambda \pi (R_k + r)^2}$$

$$\text{Prob}[\ CCB(r) \text{ empty}] = e^{-\lambda \pi ((R_k + r)^2 - r^2)}$$

Therefore, Eq. 3.1 becomes

$$P(k) = \frac{(\lambda \pi (R_k + r)^2)^k}{k!} e^{-\lambda \pi R_k^2}$$

(3.2)

It is worth mentioning that the analysis of SCPT and NCPT problems will be based on the form of conditional probability given in (3.2).

### 3.2.2 Critical Density of Covered Components

Although there exists a few definitions of the average distance between clusters (i.e., covered components), one of them is more appropriate. It is defined as the average of the minimum distance between all pairs of sensing disks, each from one covered component. Indeed, two covered components could be merged together into a single one if there is at least a pair of sensing disks, one from each covered component, such that the distance between their centres is at most equal to $2r$. Lemma 3.1 computes the mean distance between neighbouring covered $k$-components at critical percolation.

**Lemma 3.1:** Let $\{CC_k\}$ be a set of covered $k$-components with density $\lambda(k)$ and $Y$ a random variable representing distances between them. The mean distance $d_{avg}$ between two neighbouring covered components at critical percolation is computed as follows:
where $\lambda_c(k)$ is the density of $\{CC_k\}$ at critical percolation.

**Proof:** Let $\omega_k$ be the mean number of covered $k$-components in a circular field of radius $\Re$. Denote by $p(\sigma)$ the probability that there is a covered component whose centre is located at a distance upper bounded by $\sigma$ from the centre, say $\xi(k)$, of a given covered component. We denote by $P(\sigma)d\sigma$ the probability that a nearest centre of a covered component to a given centre $\xi(k)$ is located at a distance between $\sigma$ and $\sigma + d\sigma$. Hence, $P(\sigma)d\sigma$ can be viewed as the probability that there exists one of the $\omega_k - 1$ covered components at a distance between $\sigma$ and $\sigma + d\sigma$ from the centre $\xi(k)$ and the other $\omega_k - 2$ covered components are at a distance larger than $\sigma$ from $\xi(k)$. Thus,

$$P(\sigma) \; d\sigma = \left(\omega_k - 1\right) \frac{\frac{\partial p(\sigma)}{\partial \sigma}}{d\sigma} \sigma (1 - p(\sigma))^{(\omega_k - 2)}$$

where $\frac{\partial p(\sigma)}{\partial \sigma} \; d\sigma$ stands for the probability that there is a covered component whose centre lies within a circular band located at a distance $\sigma$ from the centre $\xi(k)$ and whose width is $d\sigma$. Notice that $p(\sigma)$ can be computed as the ratio of the number of covered components within the circle of radius $\sigma$ to the total number of covered components within the field. Thus, we obtain:

$$p(\sigma) = \frac{\lambda_k \pi \sigma^2}{\lambda_k \pi \Re^2} = \frac{\sigma^2}{\Re^2}$$

and

$$\frac{\partial p(\sigma)}{\partial \sigma} = \frac{2 \sigma}{\Re^2}$$

Substituting Eq. 3.3 in Eq. 3.4 gives

$$P(\sigma) \; d\sigma = (\omega_k - 1) \frac{2 \sigma}{\Re^2} \sigma (1 - \frac{\sigma^2}{\Re^2})^{(\omega_k - 2)}$$

where $\omega_k = \lambda_k \pi \Re^2$. We assume that the circular field contains all covered components. Now, the mean distance between two covered $k$-components can be computed as
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\[ E[Y] = \int_0^\infty \sigma P(\sigma) d\sigma \]
\[ = \frac{2(\omega_k - 1)}{\mathcal{R}^2} \int_0^\infty \sigma^2 \left( 1 - \frac{\sigma^2}{\mathcal{R}^2} \right)^{\omega_k - 2} d\sigma \]

Using the variable change \( T = \frac{\sigma^2}{\mathcal{R}^2} \), we obtain

\[ E[Y] = (\omega_k - 1) \mathcal{R} \int_0^1 \sqrt{T} (1 - T)^{(\omega_k - 2)} dT \]

Recall that the beta function [231] is defined by

\[ B(m, n) = \int_0^1 u^{m-1} (1 - u)^{n-1} du \]

Thus,

\[ E[Y] = (\omega_k - 1) \mathcal{R} B(3/2, \omega_k - 1) \] \hspace{1cm} (3.6)

where

\[ B(m, n) = \frac{\Gamma(m) \Gamma(n)}{\Gamma(m + n)} \]

\[ \Gamma(m) = (m - 1) \Gamma(m - 1) = (m - 1)! \]

Hence, Eq. 3.6 becomes

\[ E[Y] = (\omega_k - 1) \mathcal{R} \frac{\Gamma(3/2) \Gamma(\omega_k - 1)}{\Gamma(\omega_k + 1/2)} = \mathcal{R} \frac{\Gamma(3/2) \Gamma(\omega_k)}{\Gamma(\omega_k + 1/2)} \]

However, Graham et al. [94] proved that

\[ \frac{\Gamma(x + 1/2)}{\Gamma(x)} = \sqrt{x} \left( 1 - \frac{1}{8x} + \frac{1}{128x^2} + \frac{5}{1024x^3} - \frac{21}{32768x^4} + ... \right) \]

Thus,

\[ \lim_{x \to \infty} \frac{\Gamma(x + 1/2)}{\Gamma(x)} = \sqrt{x} \]

Notice that at critical percolation, the value of \( \omega_k \) should be large enough \( (\omega_k \to \infty) \) so an infinite covered component spanning the network could form.

Since \( \Gamma(3/2) = \frac{\sqrt{\pi}}{2} \) and \( \omega_k = \lambda_k \pi \mathcal{R}^2 \), the mean distance \( d_{avg}^1 \) between two neighbouring covered \( k \)-components at critical percolation is given by
\[ d_{\text{avg}}^1 = \lim_{\omega_k \to \infty} \mathbb{E}[Y] = \mathcal{R} \Gamma(3/2) \frac{1}{\sqrt{\omega_k}} = \frac{1}{2\sqrt{\lambda_c(k)}} \]

where \( \lambda_c(k) \) is the critical density of covered \( k \)-components.

Lemma 3.2 computes the average distance between neighbouring covered \( k \)-components at critical percolation using another approach. As can be seen later, Lemma 3.2 will help us compute the density of covered \( k \)-components at critical percolation.

Lemma 3.2: Let \( \{CC_k\} \) be a set of covered \( k \)-components with density \( \lambda(k) \), and \( Y \) a random variable associated with the distances between them. The mean distance \( d_{\text{avg}}^2 \) between two neighbouring covered components at critical percolation is computed as

\[
d_{\text{avg}}^2 = \frac{\text{erf}(2\sqrt{\lambda_c \pi r}) - 4\sqrt{\lambda_c} r e^{-4\lambda_c \pi r^2}}{2\sqrt{\lambda_c}}
\]

where \( \lambda_c \) is the density of a set of sensing disks \( \{D_i(r) : i \geq 1\} \) at critical percolation.

Proof: For a homogeneous Poisson point process, the probability that there is no neighbour within distance \( \sigma \) of an arbitrary point is given by \( e^{-\lambda \pi \sigma^2} \) [68]. Therefore, the probability that the distance between a point and its neighbour is less than or equal to \( \sigma \) is given by

\[
P[Y \leq \sigma] = 1 - e^{-\lambda \pi \sigma^2}
\]

Hence, the corresponding probability density function is given by

\[
f(Y \mid Y \leq \sigma) = 2\lambda \pi \sigma e^{-\lambda \pi \sigma^2}
\]

The mean distance \( d_{\text{avg}}^2 \) between two neighbouring covered \( k \)-components of \( \{CC_k\} \) at critical percolation is obtained when the distance \( \sigma \) between two sensing disks, say \( D_i(r) \) and \( D_j(r) \), each from one covered component, belongs to the interval \( [0, 2r] \). Therefore,

\[
d_{\text{avg}}^2 = \mathbb{E}[Y \mid Y \leq 2r] = \int_{0}^{2r} \sigma \times f(Y \mid Y \leq \sigma) d\sigma = \frac{\text{erf}(2\sqrt{\lambda_c \pi r}) - 4\sqrt{\lambda_c} r e^{-4\lambda_c \pi r^2}}{2\sqrt{\lambda_c}}
\]

where \( \text{erf}(x) \) is the error function [232].

Lemma 3.3, which follows from Lemmas 4.1 and 4.2, computes the density of covered \( k \)-components at critical percolation.
Lemma 3.3: The critical density of a set of covered $k$-components $\{CC_k\}$ is computed as follows:

$$\lambda_c(k) = \frac{\lambda_c}{\left( \text{erf}(2\sqrt{\lambda_c \pi r}) - 4\sqrt{\lambda_c \pi r} e^{-4\lambda_c \pi r^2} \right)^2}$$  

(3.8)

where $\lambda_c$ is the density of sensing disks at critical percolation and $\text{erf}(x)$ is the error function [232].

**Proof:** From Lemma 3.1 (Eq. 3.3) and Lemma 3.2 (Eq. 3.7), the mean distance between two covered $k$-components at critical percolation should verify the following equality $d_{\text{avg}}^1 = d_{\text{avg}}^2$, which implies that the density of covered $k$-components at critical percolation $\lambda_c(k)$ is given by

$$\lambda_c(k) = \frac{\lambda_c}{\left( \text{erf}(2\sqrt{\lambda_c \pi r}) - 4\sqrt{\lambda_c \pi r} e^{-4\lambda_c \pi r^2} \right)^2}$$

3.2.3 Critical Radius of Covered Components

There is a particular value of the radius $R_k$ of the circular shape enclosing a covered component that *almost surely* guarantees the formation of special class of covered $k$-components, called *critical covered $k$-components*. Any non-empty circle of radius $2r$ should enclose a covered $k$-component. In other words, regardless of the number of sensing disks of radius $r$ located in a circle of radius $2r$, these sensing disks should definitely form a covered $k$-component. Moreover, this covered $k$-component is a *complete graph* in that each pair of sensors, say $s_i$ and $s_j$, whose sensing disks are included in this circle of radius $2r$ are collaborating given that $|\xi_i - \xi_j|_{\max} \leq 2r$. Lemma 3.4 computes the density of critical covered $k$-components at critical percolation.

**Lemma 3.4:** At critical percolation, the density of covered $k$-components, which are enclosed in circles whose radii is equal to $2r$, is given by

$$\lambda_c(k) = \lambda_c \frac{(9\lambda_c \pi r^2)^k}{k!} e^{-4\lambda_c \pi r^2}$$

(3.9)

where $\lambda_c$ and $\lambda_c(k)$ are the densities of sensing disks and covered $k$-components at critical percolation, respectively.

**Proof:** Let $N$ be the total number of sensing disks that are randomly deployed in a circular field of radius $R$ according to a spatial Poisson process with density equal to
\[ \lambda = \frac{N}{\pi R^2} \]  

(3.10)

Using \( \omega_k = \lambda(k) \pi R^2 \), which represents the mean number of covered \( k \)-components in the circular field, and Eq. 3.10, we obtain

\[ \lambda(k) = \lambda \frac{\omega_k}{N} \]  

(3.11)

We can approximate \( \frac{\omega_k}{N} \) by the probability \( P[rad(CC_k) = 2r] \) of finding a covered \( k \)-component whose radius is equal to \( 2r \). Hence, we have

\[ P[rad(CC_k) = 2r] = \frac{\omega_k}{N} \]  

(3.12)

Substituting Eq. 3.12 in Eq. 3.11 gives

\[ \lambda(k) = \lambda P[rad(CC_k) = 2r] \]  

(3.13)

Following the same reasoning as in Sect. 3.2.1, \( P[rad(CC_k) = 2r] \) is the conditional probability of finding \( k \) sensing disks enclosed in a circle with radius \( 2r \) and centred at \( \xi(k) \) such that the annulus between circles of radii \( 2r \) and \( 2r + r \) around the centre \( \xi(k) \) is empty. Substituting \( R_k = 2r \) into Eq. 3.2 gives

\[ P(k) = \frac{(9\lambda \pi r^2)^k}{k!} e^{-4\lambda \pi r^2} \]

and hence Eq. 3.13 becomes

\[ \lambda_c(k) = \lambda_c \frac{(9\lambda_c \pi r^2)^k}{k!} e^{-4\lambda_c \pi r^2} \]

where \( \lambda_c \) and \( \lambda_c(k) \) are the critical densities of sensing disks and covered \( k \)-components, respectively.

3.2.4 **Characterization of Critical Percolation**

Now, we generate an equation that characterizes a set of covered \( k \)-components at critical percolation. By equating Eqs. 3.8 and 3.9, we obtain a new equation \( g_1(\lambda_c, r, k) = 0 \), where

\[ g_1(\lambda_c, r, k) = (\text{erf}(2\sqrt{\lambda_c \pi r}) - 4\sqrt{\lambda_c \pi r} e^{-4\lambda_c \pi r^2})^2 \]

\[ \times \frac{(9\lambda_c \pi r^2)^k}{k!} e^{-4\lambda_c \pi r^2} - 1 \]  

(3.14)
3.2 Phase Transition in Sensing Coverage

Fig. 3.3 No critical percolation at $k = 2$

Fig. 3.4 No critical percolation at $k = 3$
Instead of focusing on finding the critical value of the density $\lambda_c$ of sensing disks at which an infinite covered component first appears, we consider a dimensionless metric, i.e., the covered area fraction at critical percolation given by

$$A_c(r) = 1 - e^{-\lambda r^2}$$

The benefits of using $A_c(r)$ instead of $\lambda_c$ are two fold: first, the number of unknown parameters is reduced to two, namely $A_c(r)$ and $k$, thus removing any direct dependency of $g_1(\lambda_c, r, k)$ on $r$. Hence, the parameter $r$ will not have any direct impact on the critical percolation density. Second, we know the exact domain of $A_c(r)$ is $[0,1]$, which helps us study exactly the entire behaviour of the function $g_1(\lambda_c, r, k) = 0$ for all values of $A_c(r)$. Substituting $A_c(r)$ into Eq. 3.14 and let $\mu = -\log(1-A_c(r))$ gives a new function $g_1(A_c(r), k)$ given by

$$g_1(A_c(r), k) = \left( \text{erf}(2\sqrt{\mu}) - \frac{4\sqrt{\mu}e^{-4\mu}}{\sqrt{\pi}} \right)^2 \times \frac{(9\mu)^k}{k!} e^{-4\mu} - 1$$

(3.15)

Fig. 3.5 Critical percolation at $k = 4$ and $A_c(r) = 0.575$
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3.2.5 Numerical Results

Figures 3.3–3.5 plot the function \( g_1(A_c(r), k) \) given in Eq. 3.15 with respect to different values of \( k \) and \( A_c(r) \). Notice that for \( k < 4 \), the function \( g_1(A_c(r), k) \) cannot be equal to zero (Figs. 3.3 and 3.4). Thus, percolation first occurs at \( k = 4 \) and \( A_c(r) = 0.575 \) (Fig. 3.5), which is a bit smaller than the values 0.688 of Vicsek and Kertesz [188], 0.68 of Pike and Seager [166], and 0.62 of Roberts [173] (all predicted by Monte Carlo experiments), and the value 0.67 as calculated by Fremlin [86] for studying the percolation of overlapping homogeneous disks. Thus, when the number of collaborating sensors of a sensor is larger than four \( (k \geq 5) \), it is almost surely that an infinite covered component that spans the entire network will appear for the first time.

3.3 Phase Transition in Network Connectivity

Let \( X_\lambda = \{\xi_i : i \geq 1\} \) be a two-dimensional homogeneous Poisson point process of density \( \lambda \), where \( \xi_i \) represents the location of sensor \( s_i \).

Given a network that is originally disconnected, the network-connectivity phase transition (NCPT) problem is to compute the sensor spatial density corresponding to the first appearance of an infinite (or single large) connected component that spans the network.

Notice that both of the SCPT and NCPT problems have similar structure although the difference of the concepts of collaboration (SCPT) and communication (NCPT) between the sensors in the SCPT and SCPT problems, respectively, as stated earlier in Sect. 2.2 (see Chap. 2). In the SCPT problem, two sensing disks belong to the same covered component if the distance between them is at most equal to one diameter \( (2r) \). However, the NCPT problem requires that two communication disks be at a distance of at most half their diameter (i.e., \( R \)) from each other so they belong to the same connected component, where \( r \) and \( R \) stand for the radii of the sensing and communication disks of the sensors, respectively. To our knowledge, the connection function of the NCPT problem has not been studied previously in the literature.

Some sensing applications require that every location in the field be covered by at least one sensor and that the active sensors be also able to communicate with each other so the sensed data could reach the sink. Indeed, sensed data would be meaningless if connectivity between the sensors is not maintained. Thus, we are mainly interested in the formation of an infinite (or single large) connected covered component that spans the entire network. Next, we study the SCPT and NCPT problems together using percolation theory.

3.3.1 Integrated Sensing Coverage and Network Connectivity

We propose a new model for percolation in wireless sensor networks, called correlated disk model. Each sensor is associated with two concentric disks of radii \( r \)
and \( R \) representing the radii of its sensing and communication disks, respectively. This kind of structure reveals a double behaviour of the sensors that can be described by their \textit{collaboration} and \textit{communication}. The collaboration between sensors depends on the relationship between the radii of their sensing disks, whereas communication is related to the relationship between the radii of their communication disks. Previous studies by Wang et al. [197] and Ammari and Das [30] showed the existence of certain dependency between the concepts of sensing coverage and network connectivity. Our proposed correlated disk model allows us to study these two concepts together from a percolation-theoretic viewpoint to account for their correlation. This problem can be viewed as a \textit{correlated continuum percolation} problem. Next, we study the simultaneous percolation of the sensing and communication disks of the sensors based on the ratio \( R/r \).

### 3.3.1.1 Simultaneous Phase Transitions When \( R \geq 2r \)

As it will be discussed later in this chapter, Wang et al. [197] proved that if a wireless sensor network is configured to be covered and the radius \( R \) of the communication disk of the sensors is at least double the radius \( r \) of their sensing disk, then the network is guaranteed to be connected. Ammari and Das [30] provided a tighter relationship between \( R \) and \( r \) while achieving network connectivity provided that sensing coverage is guaranteed. In fact, the “worst-case” behaviour is when the sensing disks of the sensors are tangential, i.e., the distance between their corresponding centres is equal to \( 2r \). Hence, when \( R \geq 2r \), there is a dependency between sensing coverage and network connectivity in that the former implies the latter. In other words, collaboration between the sensors will lead to their communication. In this case, the SCPT and NCPT problems are equivalent, and thus have the same critical covered area fraction. Thus, a set of communication disks percolates at \( k = 4 \) with a covered area fraction \( A_c(R) = 0.575 \) at critical percolation. Therefore, when the number of communicating sensors of a given sensor is larger than four \( (k = 4) \), an infinite connected component spanning the network will \textit{almost surely} form.

### 3.3.1.2 Simultaneous Phase Transitions When \( r \leq R < 2r \)

The interesting case is when the radii of the sensing and communication disks of the sensors are related by \( R = \alpha r \), where \( 1 \leq \alpha < 2 \). Precisely, we focus on the study of the percolation of the sensing disks of the sensors, where two sensors collaborate if and only if the distance between the centres of their sensing disks is equal to \( \alpha r \), where \( 1 \leq \alpha < 2 \). The communication disks of the sensors will also percolate given that \( R = \alpha r \). Thus, our goal is to compute the critical covered area fraction above which both the sensing and communication disks of the sensors percolate when \( r \leq R < 2r \). It is a valid assumption that the radius of the communication disks of the sensors cannot be less than the radius of their sensing disks as shown in Tables 2 and 3 for a wide spectrum of sensor devices [218].
We consider the previous analysis in Sect. 3.2, where we replace $2r$ by $\alpha r$, with $1 \leq \alpha < 2$. Without repeating those details, we obtain a new equation that characterizes a set of covered $k$-components at critical percolation, which is given by $g_2(\lambda_c, r, \alpha, k) = 0$, where

$$g_2(\lambda_c, r, \alpha, k) = \left( \text{erf} \left( \sqrt{\frac{\lambda_c}{\alpha}} \pi r \alpha r - \sqrt{\lambda_c} \alpha^2 r e^{-\lambda_c \alpha^2 r^2} \right) \right)^2 \times \frac{(9 \lambda_c \pi \alpha^2 r^2 / 4)^k}{k!} \ e^{-\lambda_c \alpha^2 r^2} - 1$$

Let $\mu = -\log(1 - A_c(r))$. We substitute $A_c(r)$ in $g_2(\lambda_c, r, \alpha, k)$ to obtain a new function $g_2(A_c(r), \alpha, k)$ given by

$$g_2(A_c(r), \alpha, k) = \left( \text{erf} \left( \alpha \sqrt{\mu} \right) - \frac{\alpha^2 \sqrt{\mu e^{-\alpha^2 \mu}}}{\sqrt{\pi}} \right)^2 \times \frac{(9 \alpha^2 \mu / 4)^k}{k!} \ e^{-\alpha^2 \mu} - 1 \tag{3.16}$$

Figures 3.6–3.9 show the plots of the function $g_2(A_c(r), \alpha, k)$ given in Eq. 3.16 for different values of $k$ and $\alpha$, where $2 \leq k \leq 5$ and $1 \leq \alpha < 2$. As can be seen from Figures 3.6 and 3.7, the function $g_2(A_c(r), \alpha, k)$ cannot be
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**Fig. 3.6** Plot of the function $g_2(A_c(r), \alpha, k)$ for different values of $\alpha$ ($1 \leq \alpha < 2$). No critical percolation occurs at $k = 2$.
equal to zero for $k < 4$, regardless of the value of $\alpha$. Furthermore, a set of sensing disks percolates (which occurs when $g_2(A_c(r), \alpha, k) = 0$) faster for large values of $\alpha$. For instance, when $\alpha = 1$ (which corresponds to $R = r$), critical percolation occurs at $k = 5$ and $A_c(r) = 0.925$ (Fig. 3.9). Thus, when $\alpha = 1$, it is almost surely that an infinite covered component spanning the entire network will appear when the number of collaborating sensors of a sensor is larger than five ($k \geq 6$). However, when $\alpha = 1.5$ (i.e., $R = 1.5 \cdot r$), critical percolation occurs at $k = 4$ and $A_c(r) = 0.580$ (Fig. 3.8).

![Fig. 3.7 Plot of the function $g_2(A_c(r), \alpha, k)$ for different values of $\alpha$ (1 ≤ $\alpha$ < 2). No critical percolation occurs at $k = 3$](image)

Finally, for $\alpha = 1.25$ (i.e., $R = 1.25 \cdot r$), critical percolation occurs at $k = 4$ and $A_c(r) = 0.760$ (Fig. 3.8). For the last two cases ($\alpha = 1.25$ and $\alpha = 1.5$), it is almost surely that an infinite covered component that spans the entire network will appear when the number of collaborating sensors of a sensor is larger than four ($k \geq 5$). Given the connection function defined for the collaboration between the sensing disks, percolation should be quicker for large disks than for smaller ones. In all cases, the value of the corresponding critical covered area fraction will almost surely guarantee the appearance of an infinite connected component that spans the underlying network provided that an infinite covered component arises and spans the entire network. Moreover, the value of critical covered area fraction depends on the ratio $R/r$. 

---

*Fig. 3.7* Plot of the function $g_2(A_c(r), \alpha, k)$ for different values of $\alpha$ (1 ≤ $\alpha$ < 2). No critical percolation occurs at $k = 3$.
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Fig. 3.8 Plot of the function $g_2(A_c(r), \alpha, k)$ for different values of $\alpha$ ($1 \leq \alpha < 2$). For $k = 4$, critical percolation depends on the value of $\alpha$.

Fig. 3.9 Plot of the function $g_2(A_c(r), \alpha, k)$ for different values of $\alpha$ ($1 \leq \alpha < 2$). For $k = 4$, critical percolation depends on the value of $\alpha$. 
3.4 Discussion

It is worth noting that both values of critical covered area fractions for sensing coverage and network connectivity represent only lower bounds. In other words, if the actual covered area fraction is higher than $A_c(r)$, it is *almost surely* that there exists an infinite (or single large) covered component that spans the entire network. That is, a large portion of the deployment field is guaranteed to be covered. Otherwise, there are only a few small fragmented regions of the field that are covered. However, there is no guarantee on the size of the region of the field being covered. Similarly, if the actual covered area fraction is higher than $A_c(R)$, it is *almost surely* that there exists an infinite connected component that spans the entire network. Otherwise, it is *almost surely* that the network is disconnected. However, there is no guarantee neither on the number of nodes being connected in this infinite component nor whether the sink belongs to the infinite connected component.

There appears to be little disagreement between our theoretical calculation of the critical covered area fraction $(A_c(r)=0.575)$ compared to the values previously obtained by approximate calculation and Monte Carlo simulation (between 0.62 and 0.688). Our analysis of phase transitions in both sensing coverage (respectively network connectivity) is mainly based on an estimation of the smallest shape enclosing a covered (respectively connected) $k$-component. We assumed that this shape is a circle. Although it may not be always true that a circle is the smallest shape enclosing covered (and connected) $k$-component, we used it to simplify the analysis enough and make it mathematically tractable. Also, we considered this shape as an ellipse with minor axis $a_k$ and major axis $b_k$. Maximizing $P(k) = \frac{(\lambda \pi (a_k + r)(b_k + r))^k}{k!} e^{-\lambda \pi a_k b_k}$, the probability that an ellipse encloses a covered $k$-component, leads however to a unique solution $a_k = b_k$ representing a degenerate ellipse or circle.

3.5 Related Work

Adlakha and Srivastava [2] showed that the number of sensors required to cover an area of size $A$ is in the order of $O(A/\hat{r}_2^2)$, where $\hat{r}_2$ is a good estimate of the radius $r$ of the sensing disk of the sensors. Specifically, $r$ lies between $\hat{r}_1$ and $\hat{r}_2$, where $\hat{r}_1$ overestimates the total number of sensor required to cover an area of size $A$ while $\hat{r}_2$ underestimates it. Franceschetti et al. [85] investigated the number of disks of given radius $r$, centered at the vertices of an infinite square grid, which are required to entirely cover an arbitrary disk of radius $r$ placed on the plane. Their result depends on the ratio of $r$ to the grid spacing.

Kumar et al. [128] proved that for random deployment with uniform distribution, if there exists a slowly growing function $\phi(np)$ such that
3.5 Related Work

\[ np \pi r^2 \geq \log(np) + k \log \log(np) + \phi(np), \]

then a square unit area is \( k \)-covered with high probability when \( n \) sensors are deployed in it, where \( p \) is the probability that a sensor is active. It is worth noting that \( n \) also represents the sensor spatial density given that the area of the square region is equal to 1. Hence, the above inequality can be written as \( np \geq \frac{\log(np) + k \log \log(np) + \phi(np)}{\pi r^2} \), which means that the minimum sensor density required for \( k \)-coverage of a unit square region is equal to \( \frac{\log(n) + k \log \log(n) + \phi(n)}{\pi r^2} \). If we set \( p = 1 \) (i.e., every sensor is active), we obtain \( \frac{\log(n) + k \log \log(n) + \phi(n)}{\pi r^2} \). Recently, Balister et al. [38] computed the sensor density necessary to achieve both sensing coverage and network connectivity in finite region, such as thin strips (or annuli) whose lengths are finite. Balister et al. [38] applied this result to achieve barrier coverage [127] and connectivity in thin strips. In this type of deployment, the sensors act as a barrier to ensure that any moving object or phenomenon that crosses the barrier of sensors will be detected.

Zhang and Hou [217, 219] proved that the required density for \( k \)-coverage of a square field, where sensors are distributed according to a Poisson point process and always active, depends on both the side length of the field and \( k \). Precisely, Zhang and Hou [217, 219] found that a necessary and sufficient condition of complete \( k \)-coverage of a square field with side length \( l \) is that the sensor density is equal to \( \lambda = \log l^2 + (k + 1) \log \log l^2 + c(l) \), where \( c(l) \to +\infty \) as \( l \to \infty \). Also, given a wireless sensor network deployed as a Poisson point process with density \( \lambda \) and every sensor is active, Zhang and Hou [216] provided a sufficient condition for \( k \)-coverage of a square region with area \( A \). Precisely, they proved that assuming \( \lambda = \log A + 2k \log \log A + c(A) \), if \( c(A) \to \infty \) as \( A \to \infty \), then the probability of \( k \)-coverage of the square region approaches 1. Furthermore, Zhang and Hou [216] provided the same result in the case where sensors are deployed according to a uniformly random distribution. Both results are based on the following statement: the square region is divided into square grids with side length \( s = \frac{\sqrt{2} r}{\log A} \), where \( r \) stands for the radius of the sensing range of the sensors. For a grid \( i \) to be completely \( k \)-covered, it is sufficient that there are at least \( k \) sensors within a disk centred at the centre of the grid and with radius \((1-u)r\), denoted by \( B_i((1-u)r) \), where \( u = 1/\log A \).

Wan and Yi [189] showed that with boundary effect, the asymptotic \((k+1)\)-coverage of a square with area \( s \) by Poisson point process with unit-area coverage range requires that the sensor density be equal to \( \log s + 2(k + 1) \log \log s + \xi(s) \) with \( \lim_{s \to \infty} \xi(s) = \infty \). Without the boundary effect, however, the asymptotic \((k+1)\)-coverage requires that the sensor density be computed as \( \log s + (k+2) \log \log s + \xi(s) \) with \( \lim_{s \to \infty} \xi(s) = \infty \).
The concept of *continuum percolation* originally due to Gilbert [91], is to find the critical density of a Poisson point process at which an unbounded connected component *almost surely* appears so the network can provide long-distance multi-hop communication. For random plane networks, Gilbert claimed that the filling factor, representing the critical value of the expected number of points in a circle of radius $R$ should be around 3.2. Since then, Gilbert’s model has become the basis for studying continuum percolation in wireless networks. Booth et al. [45] discussed different classes of covering algorithms and determined the critical density of a Poisson point process (centres of spheres of radius $r$) above which an unbounded connected component arises. They also discussed the almost sure existence of an unbounded connected component based on the ratio of the connectivity range of the base stations to the connectivity range of the clients. Bertin et al. [42] proved the existence of site percolation and bond percolation in the Gabriel graph [87] for both Poisson and hard-core stationary point processes. The critical bounds corresponding to the existence of a path of opens sites and a path of open bonds were found by simulation. Glauche et al. [92] proposed a distributed protocol, which guarantees strong connectivity *almost surely* of ad hoc nodes. They translated the problem of finding the critical communication range of mobile devices to that of determining the critical node neighbourhood degree above which an ad hoc network graph is *almost surely* connected. To achieve a little above this degree, each node needs to adjust its transmission power locally. Jiang and Bruck [115] proposed the concept of monotone percolation based on the local adjustment of the communication radii of the nodes for efficient topology control of the network. Their proposed algorithms guarantee the existence of relatively short paths between any pair of source and destination nodes, which makes monotonic progress. Liu and Towsley [146] considered both Boolean and general sensing models, each with a variety of network scenarios, to characterize fundamental coverage properties of large-scale sensor networks, namely area coverage, node coverage, and detectability. According to their simulation setting, the critical density is about $3.53 \times 10^{-3}$.

### 3.6 Summary

In this chapter, we investigated two phase transition problems for *sensing-coverage* and *network-connectivity* in wireless sensor networks using a probabilistic approach [16]. Our goal is to determine when an infinite covered component (SCPT problem) and an infinite connected component (NCPT problem) could form for the first time. To achieve this objective, we computed the covered area fraction for SCPT and NCPT problems at critical percolation. The problem of overlapping disks has been studied extensively in percolation theory and is similar to the SCPT problem. We found that the value of the covered area fraction is close to the one found by Monte Carlo simulations. The specific connection function of the Boolean model associated with the NCPT problem, however, has not been studied
before and hence no bound exists in the literature. We proposed a \textit{correlated disk model} to study SCPT and NCPT problems in an integrated way from a continuum percolation perspective. Precisely, we considered the physical correlation between them, which is based on the ratio of the radius of the communication disks of the sensors to the radius of their sensing disks. Thus, when an infinite covered component arises for the first time, an infinite connected component will \textit{almost surely} appear based on the ratio $\alpha = R/r$. 

\textit{Summary}
Chapter 4
Phase Transitions in Coverage and Connectivity in Three-Dimensional Deployment Fields

This chapter focuses on the problem of almost sure integrated coverage and connectivity in three-dimensional wireless sensor networks. Precisely, it investigates the critical sensor density above which coverage percolation and connectivity percolation in three-dimensional deployment fields will almost surely occur. It discusses our solution to this problem using an approach that is totally different from the one we proposed for two-dimensional deployment fields. Also, it addresses the problem of integrated coverage and connectivity in a two-dimensional space.

4.1 Introduction

Although most of the studies on coverage and connectivity in wireless sensor networks considered two-dimensional settings, such networks can in reality be accurately modelled in a three-dimensional space. While extensive work has been done on coverage and connectivity in two-dimensional wireless sensor networks, the analysis for three-dimensional wireless sensor networks has hardly received any sustained attention. In particular, only a few references on three-dimensional wireless sensor networks exist in the literature [8, 132, 167, 169, 172], although there are several scenarios of real-world set up where the sensors are deployed in the space rather than in a planar field. For instance, sensor networks deployed on the trees of different heights in a forest, in a building with multiple floors, and underwater, require design in three-dimensional rather than two-dimensional space.

While coverage creates collaboration between the sensors in covering a target field for monitoring specific phenomena, connectivity enables communication between them. The concepts of continuum percolation theory best fit the problem of connectivity in wireless sensor networks that aims to find out whether the network can provide long-distance multi-hop communication [155]. We say the network exhibits coverage percolation when a giant covered region almost surely spans the entire deployment field for the first time. Also, we say the network presents connectivity percolation when a giant connected component almost surely spans the entire network for the first time. While coverage depends on the sensing capability of the sensors, connectivity depends on their communication capability. However, these two concepts are not totally independent of one another and thus can be studied in combination from a perspective of percolation theory. Indeed, it has been proved that when a wireless sensor network is configured to provide coverage and the radius of the communication ranges of the sensors is at least
double the radius of their sensing ranges, the network is guaranteed to be connected [205].

This chapter investigates the problems of coverage percolation, connectivity percolation, and integrated coverage and connectivity percolation in three-dimensional wireless sensor networks using a continuum percolation theory-based approach [12]. In particular, we want to address the following questions:

- What is the critical density above which a giant covered region of a field will \textit{almost surely} appear for the first time? What is the corresponding critical network degree?
- What is the critical density above which a giant connected component will \textit{almost surely} appear for the first time? What is the corresponding critical network degree?
- What is the critical density above which a giant covered region of a field and a giant connected component will \textit{almost surely} appear simultaneously for the first time? What is the corresponding critical network degree?

As described in Chap. 3, a few approaches for studying coverage and connectivity in wireless networks, including two-dimensional wireless sensor networks, and using percolation theory have been proposed [42, 45, 91, 92, 115, 146]. In this chapter, we investigate the critical density for percolation in coverage and connectivity in three-dimensional wireless sensor networks as well as the corresponding critical network degree. Our proposed approach is based on Baxter’s factorization [40] of Ornstein–Zernike equation [165] and the pair-connectedness theory [65], which were initially proposed to understand the structure and dynamics of simple liquids.

The remainder of this chapter is organized as follows. Section 4.2 introduces our \textit{integrated-concentric-sphere model}, discusses coverage percolation, connectivity percolation, and integrated coverage and connectivity percolation problems in three-dimensional wireless sensor networks, and computes their corresponding critical density. It also computes their corresponding network degree. Section 4.3 discusses the results presented in Sect. 4.2 and generalizes them by relaxing some widely used assumptions in coverage and connectivity in wireless sensor networks. Section 4.4 reviews related work and Sect. 4.5 summarizes the chapter.

### 4.2 Three Percolation Problems

In this section, we discuss coverage percolation, connectivity percolation, and integrated coverage and connectivity percolation problems in three-dimensional wireless sensor networks. Precisely, we compute their corresponding critical densities and network degrees.

Let \( X_\lambda = \{\xi_i : i \geq 1\} \) be a homogeneous Poisson point process of density \( \lambda \) in \( \mathbb{R}^3 \), where \( \xi_i \) represents the center of two concentric spheres corresponding to the sensing and communication spheres of a sensor \( s_i \). Assume that \( \lambda \) is not a constant as the sensors could appear and disappear independently of one another.
### 4.2.1 Sensing Coverage Percolation

**Problem formulation:** The coverage percolation (COVP) problem can be stated as follows: Given a field that is initially uncovered (or consists of small fragmented covered areas), compute the density $\lambda_c^{\text{cov}}$, called critical percolation density (or critical density) such that there surely exists a giant covered region that spans the entire deployment field when $\lambda > \lambda_c^{\text{cov}}$, and hence the Boolean model $(X_A, \{B_i(r) : i \geq 1\})$ percolates. Otherwise, there is no giant covered region and hence $(X_A, \{B_i(r) : i \geq 1\})$ does not percolate.

Precisely, we are interested in the limiting case of an infinite or very large field, where at a density lower than some density, called critical percolation density $\lambda_c$, there are several small covered regions in a deployment field and that at a density higher than $\lambda_c^{\text{cov}}$, there appears a giant covered region. In this problem, we only consider the sensing spheres of the sensors of radius $r$.

The concept of physical clustering of particles was first investigated by Hill \[106\]. In this section, the sensors will be identified with particles. According to Hill \[106\], the probability of connectedness and disconnectedness depends on the Boltzmann factor $e(\sigma)$ that is separated into connected and disconnected parts $e^+(\sigma)$ and $e^*(\sigma)$, respectively, such that

$$e(\sigma) = e^+(\sigma) + e^*(\sigma) = e^{-\beta u(\sigma)}$$

where

$$e^+(\sigma) = e^{-\beta u^+(\sigma)}$$
$$e^*(\sigma) = e^{-\beta u^*(\sigma)}$$

$$u^+(\sigma) : \text{interaction potential for connected pair of particles separated by a distance, } \sigma, \text{ apart}$$
$$u^*(\sigma) : \text{interaction potential for disconnected pair of particles separated by a distance, } \sigma, \text{ apart}$$

and $\beta = 1/(k_B T)$, where $T$ is the temperature and $k_B$ the Boltzmann constant. Following Hill’s definition of physical clusters based on inter-particle distance \[106\], we set up the interaction potentials $u^+(\sigma)$ and $u^*(\sigma)$ as follows:

$$u^+(\sigma) = u(\sigma) \quad \text{and} \quad u^*(\sigma) = +\infty \quad \text{for } 0 < \sigma < 2r$$
$$u^+(\sigma) = +\infty \quad \text{and} \quad u^*(\sigma) = u(\sigma) \quad \text{for } \sigma > 2r$$

Hill’s work was the basis for other theories, such as theory of percolation in liquids \[72, 73\] and theory of pair connectedness \[65\]. Coniglio et al. \[64\] extended Hill’s work with a general theory of the equilibrium distribution of physical clusters, which was then extended with a theory of the pair connectedness. The
pair-connectedness function \[65\] \( H(\sigma) \) is defined so that \( \lambda^2 H(\sigma) d^2 \sigma \) is the probability of finding a pair of particles (or sensors) in the same cluster (or covered component) and separated by a distance \( \sigma \) apart, where \( \lambda \) is the particle density. Our correlated continuum percolation-based approach is driven by the concept of physical clustering \([106]\) and can be formulated in terms of an integral equation of Ornstein–Zernike \([165]\). Hence, we need to compute the pair-connectedness function \( H(\sigma) \). It is worth mentioning that the Ornstein–Zernike relation was originally proposed for a homogeneous fluid to deal with inter-particle correlation in order to find out how the position of a particle affects that of its neighbours by virtue of inter-particle interaction \([105, 106]\). Coniglio et al. \([65]\) considered another metric, namely connectedness, and proposed an Ornstein–Zernike equation for the pair-connectedness function in analogy with that for the pair-correlation function \([165]\). According to Coniglio et al. \([65]\), the Ornstein–Zernike relation can be established from the pair-connectedness function \( H(\sigma) \) and the direct pair-connectedness function \( C^+(\sigma) \) as follows:

\[
H(\sigma) = C^+(\sigma) + \lambda \int C^+(\sigma') H(\sigma - \sigma') d\sigma'
\]  

(4.5)

Following Baxter’s transformation \([40]\), Eq. 4.5 can be formulated as

\[
\tilde{H}(k) = \tilde{C}^+(k) + \lambda \tilde{C}^+(k) \tilde{H}(k)
\]

(4.6)

where

\[
\tilde{H}(k) = 4\pi k^{-1} \int_0^\infty d\sigma \sin(k\sigma) \sigma H(\sigma)
\]

and

\[
\tilde{C}^+(k) = 4\pi k^{-1} \int_0^\infty d\sigma \sin(k\sigma) \sigma C^+(\sigma)
\]

are the Fourier transforms of \( H(\sigma) \) and \( C^+(\sigma) \), respectively. Equation 4.6 implies that

\[
\tilde{H}(k) (1 - \lambda \tilde{C}^+(k)) = \tilde{C}^+(k)
\]

and

\[
\tilde{C}^+(k) (1 + \lambda \tilde{H}(k)) = \tilde{H}(k)
\]

Thus, it follows that

\[
1 + \lambda \tilde{H}(k) = \frac{1}{1 - \lambda \tilde{C}^+(k)}
\]

(4.7)

Using Baxter’s factorization \([40]\), we introduce a new function \( Q(\sigma) \) such that

\[
\tilde{Q}(k) \tilde{Q}(-k) = 1 - \lambda \tilde{C}^+(k)
\]

(4.8)

where
\[ \tilde{Q}(k) = 1 - 2\pi \lambda \int_0^{2r} d\sigma e^{ik\sigma} Q(\sigma) \]  

and

\[ Q(\sigma) = 0 \quad \text{for} \quad \sigma > 2r \]

Hence, the Ornstein–Zernike relation for the pair-connectedness function (Eq. 4.5) can be written as follows [40]:

\[
\begin{align*}
\sigma C^+(\sigma) & = -\frac{\partial Q(\sigma)}{\partial \sigma} + 2\pi \lambda \int_\sigma^{2r} dt \frac{\partial Q(t)}{\partial t} Q(t - \sigma) \quad \text{for} \quad 0 < \sigma < 2r \\
\sigma H(\sigma) & = -\frac{\partial Q(\sigma)}{\partial \sigma} + 2\pi \lambda \int_0^{2r} dt (\sigma - t) H(1 - \sigma - t) Q(t) \quad \text{for} \quad \sigma > 0
\end{align*}
\]

where

\[ Q(\sigma) = 0 \quad \text{for} \quad \sigma < 0 \quad \text{and} \quad \sigma > 2r \]

Notice that the direct pair-connectedness function \( C^+(\sigma) \) vanishes outside the associated range parameter \( (C^+(\sigma) = 0) \) for \( \sigma > 2r \) (\( 2r \) is the diameter of sensing spheres). Furthermore, Coniglio et al. [65] showed that

\[ H(\sigma) = e^{-\beta u^*(\sigma)} g(\sigma) e^{\beta u(d)} + e^{-\beta u^*(\sigma)} (H(\sigma) - C^+(\sigma)) \]

Substituting Eq. 4.4 for \( \sigma \leq 2r \) in Eq. 4.12 implies

\[ H(\sigma) = g(\sigma) \]

where \( g(\sigma) = g_s(\sigma) = 1 - \omega_s \) [65] stands for the Percus–Yevick approximation [41] of the pair-connectedness function, and \( \omega_s \) is the minimum overlap volume fraction between two sensing spheres whose range is given by \( 0 < \omega_s < 1 \). Indeed, two collaborating sensing spheres need only intersect. Thus, \( H(\sigma) = 1 - \omega_s \). Substituting the value of \( H(\sigma) \) in Eq. 4.7 for \( 0 < \sigma < 2r \), it follows that

\[
\sigma (1 - \omega_s) = -\frac{\partial Q(\sigma)}{\partial \sigma} + 2\pi \lambda \int_\sigma^{2r} dt (\sigma - t) (1 - \omega_s) Q(t) \quad \text{for} \quad 0 < \sigma < 2r
\]

That is,

\[
\frac{\partial Q(\sigma)}{\partial \sigma} = \left\{ (\omega_s - 1) + 2\pi \lambda (1 - \omega_s) \int_0^{2r} Q(t) dt \right\} \sigma
\]

\[
+ 2\pi \lambda (\omega_s - 1) \int_0^{2r} t Q(t) dt = a \sigma + b
\]

where \( a \) and \( b \) are constant determined by \( Q(\sigma) \) and given by
\[ a = (\omega_s - 1) + 2\pi \lambda (1 - \omega_s) \int_0^{2r} Q(t) \, dt \]
\[ b = 2\pi \lambda (\omega_s - 1) \int_0^{2r} tQ(t) \, dt \]

(4.16)

The integration of Eq. 4.15 under the assumption that \( Q(\sigma) = 0 \) for \( \sigma < 0 \) and \( \sigma > 2r \) gives

\[ Q(\sigma) = \frac{a}{2} (\sigma^2 - 4r^2) + b (\sigma - 2r) \]

(4.17)

Substituting Eq. 4.17 in Eq. 4.16 for \( a \) and \( b \), and solving them, produces a unique solution given by

\[ a = \frac{-12 (1-\omega_s)(3-\lambda \pi (1-\omega_s)(2r)^3)}{\lambda^2 \pi^2 (1-\omega_s)^2 (2r)^6 + 12 \lambda \pi (1-\omega_s)(2r)^3 + 36} \]
\[ b = \frac{-9 \lambda \pi (1-\omega_s)^2 (2r)^4}{\lambda^2 \pi^2 (1-\omega_s)^2 (2r)^6 + 12 \lambda \pi (1-\omega_s)(2r)^3 + 36} \]

(4.18)

According to [65], the mean cluster (or covered component) size is computed as

\[ MCS = 1 + \lambda \int H(\sigma) \, d\sigma \]

(4.19)

Using the Fourier transform \( \tilde{H}(k) \) of the pair connectedness, we obtain

\[ MCS = 1 + \lambda \tilde{H}(0) \]

(4.20)

According to Eq. 4.7,

\[ MCS = \frac{1}{1 - \lambda \tilde{C}^+(0)} \]

(4.21)

At critical percolation, the cluster mean size diverges (i.e., \( MCS \to \infty \)) and this occurs only when \( \lambda_c \tilde{C}^+(0) = 1 \), where \( \lambda_c \) is the percolation critical density. Using Eq. 4.8, we find that

\[ MCS = \frac{1}{Q^2(0)} \]

(4.22)

Substituting Eq. 4.9 in Eq. 4.22 and using Eqs. 4.17 and 4.18, we find that

\[ MCS = \left( 1 - 2\pi \lambda \int_0^{2r} Q(\sigma) \, d\sigma \right) ^2 \]
\[ = \left( \frac{\lambda^2 \pi^2 (1-\omega_s)^2 (2r)^6 + 12 \lambda \pi (1-\omega_s)(2r)^3 + 36}{-12 \lambda \pi (1-\omega_s)(2r)^3 + 36} \right) ^2 \]

(4.23)
Hence, the critical percolation density $\lambda_c^{\text{cov}}(r, \omega_s)$ of the sensing spheres of radius $r$ that corresponds to the divergence of $\text{MCS}$ (i.e., $\text{MCS} \to \infty$ or $-12 \lambda \pi (1 - \omega_s) (2r)^3 + 36 = 0$) is given by

$$\lambda_c^{\text{cov}}(r, \omega_s) = \frac{0.119}{(1 - \omega_s) r^3}$$

(4.24)

where $0 < \omega_s < 1$ is the minimum overlap volume fraction between sensing spheres. Notice that $\lambda_c$ is a three-dimensional variable.

**Theorem 4.1:** The critical sensor density $\lambda_c^{\text{cov}}(r, \omega_s)$ above which a giant covered region that span a three-dimensional deployment field will *almost surely* form is given by

$$\lambda_c^{\text{cov}}(r, \omega_s) = \frac{0.119}{(1 - \omega_s) r^3}$$

where $0 < \omega_s < 1$ is the minimum overlap volume fraction between the sensing spheres of the sensors of radius $r$. ■

To remove the dependability on $r$, we consider the function

$$\mu_c(\omega_s) = \lambda_c^{\text{cov}}(r, \omega_s) r^3 = \frac{0.119}{1 - \omega_s}.$$  

Figure 4.1 shows the plot of the function, $\mu_c(\omega_s)$.
for $0 < \omega < 1$. As can be seen, the percolation density depends monotonically on the minimum overlap volume fraction $\omega$ between the sensing spheres of the sensors. Higher overlap volume fraction requires high percolation density and vice versa. Notice that the percolation density on Fig. 4.1 corresponds to the minimum density above which a giant covered component almost surely appears for the first time. However, Kong and Yeh [122] found that for three-dimensional Poisson random geometric graphs (RGGs), the analytical lower bound for the critical density is 0.4494. Although their analysis is elegant, we believe that the critical density should depend on the coverage capability of the sensors (i.e., sensing range). Let us now compute the critical network degree $\eta_c$, which in this case coincides with the average size of the collaborating sets of the sensors (Chap. 2, Definition 2.3) at the percolation density.

Fig. 4.2 Minimum overlap volume for communication

According to [105], the average network degree at percolation (or critical network degree) is given by

$$\eta_c = \text{avg}\{|\text{Col}(s_i)|: i \geq 1\} = 4\pi \lambda_c \int_0^{2r} \sigma^2 g(\sigma) d\sigma$$

(4.25)

where $g(\sigma) = g_s(\sigma) = 1 - \omega$. Using Eqs. 4.24 and 4.25, we find that $\eta_c = 4$. Thus, when the sensing spheres of the sensors percolate, every sensor’s sensing sphere overlaps with exactly other four sensing spheres. However, Dall and Christensen [69] found that in RGGs, the lowest connectivity at which the fraction of vertices in the largest cluster is larger than 0 in the macroscopic limit is equal to 2.74, which is lower than ours.

### 4.2.2 Network Connectivity Percolation

**Problem formulation:** The connectivity percolation (CONP) problem can be stated as follows: Given a network that is originally disconnected (or consists of multiple
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connected components), compute the critical percolation density $\lambda_{\text{con}}$, such that there exists a giant connected component that spans the entire network when $\lambda > \lambda_{\text{con}}$, and hence the Boolean model $(X_{\lambda}, \{B_i(R) : i \geq 1\})$ percolates. Otherwise, there is no giant connected component and hence $(X_{\lambda}, \{B_i(R) : i \geq 1\})$ does not percolate.

Specifically, we are interested in the limiting case of an infinite field, where at a density lower than $\lambda_{\text{con}}$, there are several small connected components and that at a density higher than $\lambda_{\text{con}}$, a giant connected component appears. Now, we consider the communication spheres of radius $R$.

The main difference between the COVP and CONP problems is the connection function (Definitions 2.3 and 2.4), which has an impact on the overlap volume fraction between the sensing spheres $(\omega_s)$ and between the communication spheres $(\omega_t)$ of the sensors. For the COVP problem, it is sufficient that a pair of sensing spheres intersect for collaboration to occur. Connectivity between a pair of sensors, however, requires that at least the halves of their communication spheres overlap. Let $\omega_t$ be the minimum overlap volume fraction between two communication spheres so their corresponding sensors communicate with each other. Lemma 4.1 computes this minimum overlap volume fraction.

**Lemma 4.1:** Two sensors communicate with each other if the minimum overlap volume fraction of their communication spheres is equal to

$$V_{\text{min}} = (5/12) \times \pi \times R^3$$

where $R$ is the radius of their communication spheres.

**Proof:** Let us consider the diagram in Fig. 4.2, which corresponds to the minimum overlap volume fraction of the communication spheres of two communicating sensors $s_i$ and $s_j$ when they are located at a distance $R$ from each other. Without loss of generality, assume that one of the two spheres is located at the center $(0,0,0)$ of the Euclidean space $\mathbb{IR}^3$, while the other one is located at $(R,0,0)$. Recall that the equations of these two spheres are given by $x^2 + y^2 + z^2 = R^2$ and $(x-R)^2 + y^2 + z^2 = R^2$, respectively. Substituting the result of the first equation into the second one gives $(x-R)^2 + x^2 = 0$ whose unique solution is given by $x_0 = R/2$. It means that the intersection of the two spheres is a curve, which lies in a plane parallel to the $yz$ plane at a single $x$ coordinate. Substituting the value of $x_0$ into the first equation of the sphere gives

$$y^2 + z^2 = R^2 - R^2/4 = 3R^2/4$$

which corresponds to a circle whose radius is $R_0 = \sqrt{3}R/2$. The intersection volume of the two spheres is the sum of the two spherical caps, where the distance between the center of the first sphere and the center of the intersection volume
(or base of the left spherical cap) is \( x_0 \) and the distance between the center of the second sphere and base of the right spherical cap is \( R - x_0 = x_0 \) too. Hence, the height of these spherical caps is equal to \( R - x_0 = x_0 \) and thus the volume of these two spherical caps is given by

\[
V = 2 \times (1/3) \times \pi \times (R/2)^2 \times (3R - R/2) = (5/12) \times \pi \times R^3
\]

Hence, the minimum intersection volume of the communication spheres of two communicating sensors is equal to \( V_{\text{min}} = (5/12) \times \pi \times R^3 \).

From Lemma 4.1, it follows that the minimum overlap volume fraction of the communication spheres of two communicating sensors is equal to

\[
\omega_t = V_{\text{min}} / V_0 = (5/12) \times (3/4) = 0.3125
\]

where \( V_0 = (4/3) \times \pi \times R^3 \) is the volume of a communication sphere of radius \( R \). Hence, the range of \( \omega_t \) is given by \( 0.3125 \leq \omega_t < 1 \). Following the same analysis as in the COVP problem, which is discussed in Sect. 4.2.1, we find that the critical density \( \lambda^c_{\text{con}}(R, \omega_t) \) for the CONP problem is given by

\[
\lambda^c_{\text{con}}(R, \omega_t) = \frac{0.955}{(1 - \omega_t) R^3}
\]  \hspace{1cm} (4.26)

where \( 0.3125 \leq \omega_t < 1 \).

![Plot of the function \( \mu_c(\omega_t) \) for 0.3125 \( \leq \omega_t < 1 \)](Fig. 4.3)
**Theorem 4.2:** The critical sensor density $\lambda^\text{con}_{c}(R, \omega_t)$ above which a giant connected component that span a three-dimensional wireless sensor network will almost surely form is computed as

$$\lambda^\text{con}_{c}(R, \omega_t) = \frac{0.955}{(1 - \omega_t) R^3}$$

where $0.3125 \leq \omega_t < 1$ is the overlap volume fraction between the communication spheres of the sensors of radius $R$.

Figure 4.3 shows the plot of the function $\mu_c(\omega_t) = \lambda^\text{con}_{c}(R, \omega_t) R^3 = \frac{0.955}{1 - \omega_t}$, for $0.3125 \leq \omega_t < 1$. Notice that the percolation density in the case of the CONP problem is higher than its counterpart for the COVP problem. This is mainly due to the difference in the concepts of collaboration and communication between the sensors. Recall that two collaborating sensors require that the distance between their sensing spheres be at most equal to $2r$, whereas the distance between the communication spheres of two communicating sensors should be at most equal to $R$. Thus, it is expected that the network that results from connectivity percolation be denser than the network which results from coverage percolation. Also, the critical network degree, which in this case coincides with the average size of the communicating sets of the sensors (Definition 2.4) at the percolation density, which is given by

$$\eta_c = \text{avg}\{|\text{Com}(s_i)| : i \geq 1\} = 4 \pi \lambda^\text{c} \int_0^R \sigma^2 g(\sigma) \, d\sigma$$

is equal to 4 where $g(\sigma) = g_t(\sigma) = 1 - \omega_t$. In other words, the communication sphere of a sensor overlaps with four other communication spheres at the percolation density so that communication between it and the corresponding four sensors is guaranteed.

### 4.2.3 Coverage and Connectivity Percolation

**Problem formulation:** The integrated coverage and connectivity percolation (ICCP) problem can be expressed as follows: Given a field that is initially uncovered and a network that is originally disconnected, compute the critical percolation density $\lambda^\text{cov-con}_{c}$ such that there almost surely exists a giant coordinated component that span the entire deployment field and network when $\lambda > \lambda^\text{cov-con}_{c}$, and hence the Boolean model $(X_{\lambda}, \{B_i(r) : i \geq 1\} \cup \{B_i(R) : i \geq 1\})$ percolates. Otherwise, there is no giant coordinated component and hence $(X_{\lambda}, \{B_i(r) : i \geq 1\} \cup \{B_i(R) : i \geq 1\})$ does not percolate.

In this problem, we are interested in the limiting case of an infinite field, where at a density lower than $\lambda^\text{cov-con}_{c}$, there are several small coordinated components
and that at a density higher than $\tilde{\lambda}_{\text{cov-com}}$, there appears a giant coordinated component.

### 4.2.3.1 Two-Concentric-Sphere Model

The model that we propose to address coverage and connectivity in three-dimensional wireless sensor networks in an integrated fashion is called two-concentric-sphere (TCS). Recall that each sensor is represented by two concentric spheres of radii $r$ and $R$, respectively, namely sensing sphere and communication sphere. In this section, we study a two-phase transition problem, where both coverage percolation and connectivity percolation are considered together. A dependency between both problems stems from the fact that coverage percolation is capable of leading to connectivity percolation when specific conditions, which will be discussed later, hold. Our proposed TCS model accounts for this inherent relationship. Precisely, we investigate integrated coverage and connectivity percolation of the sensing and communication spheres of the sensors based on their ratio $R/r$.

Our TCS model is different from existing models for studying two-phase systems, such as the permeable sphere model [40], the adhesive sphere model [41], and the penetrable-concentric-shell (PCS) model [187]. DeSimone et al. [72, 73] proposed a model of extended spheres, which is very similar to the PCS model. The TCS and PCS models have some similarity except that the notion of hard-core, which exists in the PCS model, does not exist in the TCS model. Indeed, according to our TCS model, any pair of sensing spheres of the sensors can be penetrable, i.e., the volume of their overlap region can be greater than zero.

### 4.2.3.2 Integrated Continuum Percolation

Our TCS model exhibits in general two types of interactions: one between the sensing spheres of the sensors and the other one between their communication spheres. Also, these interactions depend on the distance between the centers of the concentric spheres of the sensors. Lemma 4.2 states the condition under which a pair of sensor coordinates. As will be discussed, this lemma will be the basis of our study of percolation of integrated sensing coverage and network connectivity in three-dimensional wireless sensor networks.

**Lemma 4.2:** A pair of sensors, say $s_i$ and $s_j$, coordinates if $|\xi_i - \xi_j| \leq \tau r$, where $\tau = \min\{2, R/r\}$. Furthermore, the coordination process depends on the ratio $R/r$ of the radius of communication spheres $R$ to the radius of sensing spheres $r$ of the sensors.

**Proof:** By definition, two sensors $s_i$ and $s_j$ collaborate if $|\xi_i - \xi_j| \leq 2r$ and they communicate if $|\xi_i - \xi_j| \leq R$. Thus, $s_i$ and $s_j$ coordinate if $|\xi_i - \xi_j| \leq \min\{2r, R\}$, i.e., $|\xi_i - \xi_j| \leq \min\{2, R/r\} \times r$, where the values of $R$ correspond to varying...
degrees of sensing sphere overlap. For instance, if $R = 2r$, then the coordination between two sensors requires that the latter be at most $2r$ apart from each other. Hence, it would be sufficient if the sensing spheres of the sensors are tangential. Now, if $R = r$, the overlap area between the sensors increases since the distance between them decrease as the coordination requires $|ξ_i - ξ_j| ≤ r$. As can be seen, the overlap volume fraction between the sensing spheres of the sensors depends on the ratio $R/r$. When this ratio is high, the size of overlap volume of the sensing spheres is small and increases when this ratio decreases.

By Lemma 4.2, a solution to the problem of percolation of integrated coverage and connectivity in three-dimensional wireless sensor networks would depend on the ratio $R/r$ of the radius of communication spheres to the radius of sensing spheres of the sensors.

Without loss of generality and because of the physical properties of the sensors, it is reasonable to assume that the radius of the communication spheres of the sensors is at least equal to the radius of their sensing spheres, i.e., $R ≥ r$. As a matter of fact, it is always the case that the radius of the communication range of the sensors is higher than that of their sensing range, according to the data sheet regarding the specification of the architectural features of the sensors, such as those manufactured by CrossBow [230]. By Lemma 4.2, the integrated coverage and connectivity percolation of the network will depend on the distance between the centers of the concentric spheres as well as the ratio $R/r$. For the general case, we can set up $R = αr$, where $α ≥ 1$. Xing et al. [205] proved that when the network is configured to provide sensing coverage and $R ≥ 2r$, the network is guaranteed to be connected. Since we are interested in the co-appearance of a giant covered component and a giant connected component, we will consider two ranges of values of $α$, namely $1 ≤ α < 2$ and $α ≥ 2$. Notice that the relationship $R = 2r$ corresponds to the worst-case behaviour, where the sensing spheres of a pair of sensors are tangential. As studied earlier, the distance between a pair of overlapping sensing spheres cannot exceed $2r$. Hence, if we apply the same reasoning to the case where $α ≥ 2$, we obtain a critical percolation density $κ_{cov-con}^{s}(r, α_k)$ equal to

$$κ_{cov-con}^{s}(r, α_k) = \frac{0.119}{(1 - α_k)r^3}$$

where $0 < α_k < 1$.

In the sequel, we only focus on the case $R = αr$, where $1 ≤ α < 2$. Thus, the maximum distance between the centers of overlapping sensing spheres is equal to $αr$ with $1 ≤ α < 2$. The following analysis will consider only the sensing spheres to compute the percolation density. With this in mind, the Ornstein–Zernike relation for the pair-connectedness function can be expressed as follows:
where \( Q(\sigma) = 0 \) for \( \sigma < 0 \) and \( \sigma > \alpha r \). We also have \( H(\sigma) = g(\sigma) \) with \( g(\sigma) = g_s(\sigma) = 1 - \omega_s \) for \( \sigma < \alpha r \). Following the same analysis as in Sect. 4.2.1, we find that the minimum volume fraction of the intersection of two sensing spheres whose centers are located at a distance \( \alpha r \) from each other is equal to \( V_{\text{min}} = (1/12) \pi (4 + \alpha) (2 - \alpha) r^3 \). Therefore, the minimum overlap volume fraction of the sensing spheres of the sensors is equal to \( \vartheta(\alpha) = V_{\text{min}} / V_0 = (4 + \alpha) (2 - \alpha) / 16 \), where \( V_0 = (4/3) \pi r^3 \) is the volume of a sensing sphere of radius equal to \( r \), and hence \( \vartheta(\alpha) \leq \omega_s < 1 \). Substituting the value of \( H(\sigma) \) in Eq. 4.24 for \( 0 < \sigma < \alpha r \), it follows that

\[
\sigma (1 - \omega_s) = -\frac{\partial Q(\sigma)}{\partial \sigma} + 2\pi \lambda \int_0^{\alpha r} dt (\sigma - t) (1 - \omega_s) Q(t) \tag{4.29}
\]

for \( 0 < \sigma < \alpha r \)

Similarly, we find \( \frac{\partial Q(\sigma)}{\partial \sigma} = a \sigma + b \) whose integration gives

\[
Q(\sigma) = \frac{a}{2} (\sigma^2 - (\alpha r)^2) + b (\sigma - \alpha r) \tag{4.30}
\]

with \( Q(\sigma) = 0 \) for \( \sigma < 0 \) and \( \sigma > \alpha r \), where

\[
\begin{aligned}
a &= (\omega_s - 1) + 2\pi \lambda \int_0^{\alpha r} (1 - \omega_s) Q(t) dt \\
b &= 2\pi \lambda \int_0^{\alpha r} (\omega_s - 1) t Q(t) dt
\end{aligned} \tag{4.31}
\]

Using the same procedure as earlier, solving the two integral Eq. 4.31 with two unknowns, namely \( a \) and \( b \), defines the function \( Q(\sigma) \) given in Eq. 4.30. Using Eqs. 4.9, 4.22, 4.30, and 4.31, we find that the critical percolation density \( \xi_{c}^{\text{cov-con}}(r, \omega_s, \alpha) \) for integrated coverage and connectivity is given by

\[
\xi_{c}^{\text{cov-con}}(r, \omega_s, \alpha) = \frac{0.955}{(1 - \omega_s)^3 r^3} \tag{4.32}
\]

where \( \vartheta(\alpha) \leq \omega_s < 1 \), with \( \vartheta(\alpha) = (4 + \alpha) (2 - \alpha) / 16 \) being the minimum overlap volume fraction between sensing spheres, and \( 1 \leq \alpha < 2 \).
4.2 Three Percolation Problems

Fig. 4.4 Plot of the function $\mu_c(\omega_s, \alpha)$ for $\vartheta(\alpha) \leq \omega_s < 1$ and $1 \leq \alpha < 2$

**Theorem 4.3:** Under the assumption that $R = \alpha r$, a giant coordinated component spans the entire three-dimensional wireless sensor network at a critical percolation sensor density $\lambda_{\text{cov-con}}$ equal to

$$\lambda_{\text{cov-con}}(r, \omega_s, \alpha) = \frac{0.955}{(1 - \omega_s) \alpha^3 r^3}$$

where $\omega_s$ is the overlap volume fraction between sensing spheres of the sensors with $\vartheta(\alpha) \leq \omega_s < 1$ and $\vartheta(\alpha) = (4 + \alpha)(2 - \alpha)/16$, $1 \leq \alpha < 2$, and $r$ is the radius of the sensing spheres of the sensors.

Figure 4.4 plots $\mu_c(\omega_s, \alpha) = \lambda_{\text{cov-con}}^c(r, \omega_s, \alpha) r^3 = \frac{0.955}{(1 - \omega_s) \alpha^3}$ depending on the value of $\alpha$ ($1 \leq \alpha < 2$), which represents the ratio of the radius $R$ of the communication spheres to the radius $r$ of the sensing spheres of the sensors, and the value of the overlap volume fraction between the sensing spheres $\omega_s$, where $\vartheta(\alpha) \leq \omega_s < 1$. We find that the percolation density increases with the overlap volume fraction between the sensing spheres. More importantly, we notice that the percolation density decreases when the ratio $\alpha = R/r$ increases. Indeed, when $\alpha$ increases, the radius of the communication spheres increases, and hence the percolation of the communication spheres of the sensors will almost surely occur for
lower percolation density. Furthermore, we find that the critical network degree, which in this case corresponds to the average size of the collaborating sets of the sensors at percolation and given by

\[ \eta_c = \text{avg}\{ |\text{Col}(s_i)| : i \geq 1 \} = 4 \pi \lambda_c \int_0^{\sigma_c} \sigma^2 g(\sigma) d\sigma \]

where \( g(\sigma) = 1 - \omega_c \), is equal to 4.

4.3 Further Discussion

In this chapter, we considered the problem of wireless sensor networks that need to provide sensing coverage and network connectivity in a three-dimensional field of interest. Further, rather than the placement (or deployment) problem of finding constraints on where sensors could be placed to provide the necessary coverage and connectivity, we addressed a more theoretical question: Given that the sensors are randomly distributed in a three-dimensional field, what is the necessary minimum sensor spatial density that almost surely guarantees that the sensors will provide the desired coverage properties?

4.3.1 Practicality and Generalizability Issues

Concerning the practicality and generalizability of our results, we make the following points. First, as we mentioned earlier, there are some situations where the two-dimensional assumption is not valid anymore. The design of wireless sensor networks in three dimensions is indeed more realistic than that in two dimensions. For instance, wireless sensor networks deployed underwater require design in three-dimensional space. Oceanographic data collection, disaster prevention, assisted navigation, offshore exploration, and pollution monitoring are typical applications of underwater wireless sensor networks. The success of these applications depends on how well the three-dimensional volume under consideration is covered. In particular, every point in the three-dimensional volume should be covered. Hence, it is important to investigate the situation when full coverage of a three-dimensional volume would be achieved. The critical density that we computed corresponds to the density above which coverage percolation in three-dimensional wireless sensor networks will almost surely occur. In this case, the underlying three-dimensional wireless sensor network would be able to detect any object that would penetrate the three-dimensional volume.

Second, the measures of critical percolation density that we provide in this chapter for sensing coverage and network connectivity are more general than the ones corresponding to the definitions of collaboration and communication between the sensors. Indeed, for the sensing coverage, it is required that sensors collaborate. By Definition 2.3 in Chap. 2, this implies that the sensing spheres of these two sensors must be at least tangential. So, the degree of overlap between the sensing spheres tends towards 0 given that these spheres must be at least
tangential. Therefore, if we set $\omega = 0$, we obtain a critical density for sensing coverage that depends only on the radius of the sensing spheres of the sensors. Also, by Definition 2.4 in Chap. 2, if we set $\omega = 0.3125$, we also obtain critical density for network connectivity that depends only on the radius of the communication spheres of the sensors.

### 4.3.2 Sensor Deployment in Three-Dimensional Fields

In the case of wireless sensor networks deployed on the trees of different heights in a forest, sensors could be seen almost everywhere in the space. Also, Pompili et al. [169] proposed different deployment strategies for two-and three-dimensional communication architectures for underwater acoustic sensor networks, where the sensors are anchored at the bottom of the ocean for the two-dimensional design and float at different depths of the ocean to cover the entire three-dimensional region. Indeed, oceanographic data collection, pollution monitoring, offshore exploration, disaster prevention, and assisted navigation are all typical applications of underwater sensor networks [4, 5]. For wireless sensor networks deployed in buildings with multiple floors, sensors are placed on the ground and/or the wall, but the networks seldom contain sensors floating in the middle of the room. The first examples show that our proposed three-dimensional model is valid and can be applied to choose the sensor density in practical problems. The last example, however, shows the limited validity of our model due to the restriction imposed on the placement of sensors inside buildings or rooms.

### 4.3.3 Relaxations of Assumptions

For practical applicability of our results, we provide the following relaxations of the assumptions that we made, namely the unit sphere model for sensing and communication ranges of the sensors (Assumption 1) and homogeneous sensor model (Assumption 2). Although these two assumptions are the basis for most of the coverage and connectivity protocols for wireless sensor networks, they may not be valid in practice and hence need to be relaxed.

#### 4.3.3.1 Relaxing the Unit Sphere Model

Zhao and Govindan [221] found that the communication range of MICA motes is asymmetric and environment-dependent. Also, Zhou et al. [224] found that the communication range of radios is highly probabilistic and irregular. In this section, we consider convex sensing and communication models, where the sensors have the same sensing and communication ranges. 

Corollaries 4.1, 4.2, and 4.3 correspond to Theorems 4.1, 4.2, and 4.3, respectively. Their proof is the same as that in Sects. 4.2.1, 4.2.2, and 4.2.3, respectively, using the notion of largest enclosed sphere. Let $R_{\text{led}}$ and $\nu_{\text{led}}$ be the radii of the largest enclosed spheres of the sensing and communication ranges of the sensors, respectively.
Corollary 4.1: The critical sensor density \( \lambda^{\text{cov}}_c (r_{\text{led}}, \omega_s) \) above which a giant covered component that span a three-dimensional deployment field will almost surely form is computed as

\[
\lambda^{\text{cov}}_c (r_{\text{led}}, \omega_s) = \frac{0.119}{(1 - \omega_s) r_{\text{led}}^3}
\]

where \( 0 < \omega_s < 1 \) is the overlap volume fraction of the largest enclosed spheres of the sensors’ convex sensing ranges.

Corollary 4.2: The critical sensor density \( \lambda^{\text{con}}_c (R_{\text{led}}, \omega_t) \) above which a giant connected component that span a three-dimensional wireless sensor network will almost surely form is given by

\[
\lambda^{\text{con}}_c (R_{\text{led}}, \omega_t) = \frac{0.955}{(1 - \omega_t) R_{\text{led}}^3}
\]

where \( 0.3125 \leq \omega_t < 1 \) is the overlap volume fraction of the largest enclosed spheres of the convex communication ranges of the sensors.

Corollary 4.3: Under the assumption that \( R_{\text{led}} = \alpha r_{\text{led}} \), a giant coordinated component spans the entire three-dimensional wireless sensor network at a critical percolation sensor density equal to

\[
\lambda^{\text{cov–con}}_c (r_{\text{led}}, \omega_s, \alpha) = \frac{0.955}{(1 - \omega_s) \alpha^3 r_{\text{led}}^3}
\]

where \( \omega_s \) is the overlap volume fraction of the largest enclosed spheres of the homogeneous sensors’ convex sensing ranges of with \( \vartheta(\alpha) \leq \omega_s < 1 \), \( \vartheta(\alpha) = (4 + \alpha) (2 - \alpha)/16 \), and \( 1 \leq \alpha < 2 \).

4.3.3.2 Relaxing the Homogeneous Sensor Model

Real-world applications may require heterogeneous sensors in terms of their sensing and communication capabilities in order to enhance the reliability of the network and extend its lifetime [209]. Even sensors equipped with identical hardware may not always have the same sensing model. Now, we relax this assumption by considering heterogeneous sensors with different yet convex sensing and communication ranges.

Corollaries 4.4, 4.5, and 4.6 correspond to Theorems 4.1, 4.2, and 4.3, respectively. Their proof is literally the same as that in Sects. 4.2.1, 4.2.2, and 4.2.3 using the notion of largest enclosed sphere. Our reasoning is based on the least powerful sensors in terms of their sensing and communication capabilities. Let \( R^{\text{min}}_{\text{led}} \) and \( r^{\text{min}}_{\text{led}} \) be the minimum radii of the largest enclosed spheres of the sensing and communication ranges of the sensors, respectively.
Corollary 4.4: The critical sensor density \( \lambda_c^{\text{cov}}(r_{\text{led}}^\text{min}, \omega_s) \) above which a giant covered component that span a three-dimensional deployment field will almost surely form is computed as

\[
\lambda_c^{\text{cov}}(r_{\text{led}}^\text{min}, \omega_s) = \frac{0.119}{(1 - \omega_s) r_{\text{led}}^\text{min}^3}
\]

where \( 0 < \omega_s < 1 \) is the overlap volume fraction between the smallest largest enclosed spheres of the convex sensing ranges of the sensors.

Corollary 4.5: The critical sensor density \( \lambda_c^{\text{con}}(R_{\text{led}}^\text{min}, \omega_t) \) above which a giant connected component that span a three-dimensional wireless sensor network will almost surely form is given by

\[
\lambda_c^{\text{con}}(R_{\text{led}}^\text{min}, \omega_t) = \frac{0.955}{(1 - \omega_t) R_{\text{led}}^\text{min}^3}
\]

where \( 0.3125 \leq \omega_t < 1 \) is the overlap volume fraction between the smallest largest enclosed spheres of the convex communication ranges of the sensors.

Corollary 4.6: Under the assumption that \( R_{\text{led}}^\text{min} = \alpha r_{\text{led}}^\text{min} \), a giant coordinated component spans the entire three-dimensional wireless sensor network at a critical percolation density equal to

\[
\lambda_c^{\text{cov-con}}(r_{\text{led}}^\text{min}, \omega_s, \alpha) = \frac{0.955}{(1 - \omega_s) \alpha^3 r_{\text{led}}^\text{min}^3}
\]

where \( \omega_s \) is the overlap volume fraction of the smallest largest enclosed spheres of the heterogeneous sensors’ convex sensing ranges with \( \vartheta(\alpha) \leq \omega_s < 1, \vartheta(\alpha) = (4 + \alpha)(2 - \alpha)/16, \) and \( 1 \leq \alpha < 2 \).

Thus, the assumptions of the sphere model for the sensing and communication ranges of the sensors and the homogeneous sensor model can be relaxed with slight updates to the results in Theorems 4.1, 4.2, and 4.3 using the notion of largest enclosed sphere. We should mention that because of these relaxations, the critical density may be a bit higher than necessary in some regions of a deployment field.

### 4.4 Related Work

In this section, we review related work on coverage and connectivity in three-dimensional wireless sensor networks. We also summarize existing works that are based on percolation theory.

The study of coverage and connectivity in three-dimensional wireless sensor networks, such as underwater sensor networks [4], has gained relatively less attention in the literature compared to that of two-dimensional wireless sensor networks.
networks. Alam and Haas [8] investigated coverage and connectivity issues in three-dimensional wireless networks. They proposed a placement strategy based on Voronoi tessellation of a three-dimensional space, which creates truncated octahedral cells. This strategy uses a minimum number of nodes to guarantee 100% coverage of a three-dimensional space and the minimum ratio of the communication range to the sensing range of such a placement strategy. Huang et al. [109] addressed the coverage problem in three-dimensional wireless sensor networks by reducing the geometric problem from a three-dimensional space to a two-dimensional space, and proposed a polynomial-time algorithm to solve the $\alpha$-Ball-Coverage ($\alpha$-BC) problem whose goal is to check $\alpha$-coverage of a three-dimensional region, i.e., all locations in the region are $\alpha$-covered or not. Pompili et al. [169] proposed a deployment strategy for three-dimensional communication architecture for underwater acoustic sensor networks, where sensors float at different depths of the ocean to cover the entire three-dimensional region. Poduri et al. [167] discussed some difficulties encountered in the design of three-dimensional wireless sensor networks, such as ensuring network connectivity in the case of uniform random deployment and restrictions imposed by the environment structure on sensor deployment. In particular, they discussed a few issues concerning the geometry of three-dimensional wireless sensor networks and possible extensions of existing two-dimensional designs for deployment and configuration to three-dimensional design. In [172], Ravelomanana investigated fundamental properties of randomly deployed three-dimensional wireless sensor networks for connectivity and coverage, such as the required sensing range to guarantee certain degree of coverage of a region, the minimum and maximum network degrees for a given communication range, and the network hop-diameter.

4.5 Summary

In this chapter, we considered three-dimensional wireless sensor networks and investigated the critical percolation densities above which a giant covered component almost surely span a deployment field (coverage percolation problem) and a giant connected component almost surely span the entire network (connectivity percolation problem) [12]. In order to deal with the problem of integrated coverage and connectivity percolation, i.e., COVP and CONP at the same time, we proposed a TCS model, where every sensor is modelled by two concentric spheres, namely sensing sphere and communication sphere. For each of these problems, we computed the corresponding critical sensor spatial density as well as the network degree. We found that the critical density corresponding to the connectivity percolation is higher than its counterpart for coverage percolation. This difference is due to the inherent properties of collaboration and communication between the sensors. Indeed, collaboration between the sensors requires that their sensing spheres be at a distance at most equal to $2r$ from each other, while communication between the sensors necessitates that their communication spheres be at a
distance at most equal to $R$. For the ICCP problem, we considered a more general analysis, where $R = \alpha r$ with $1 \leq \alpha < 2$ and $\alpha \geq 2$. We found that the percolation density depends monotonically on $\alpha$, which represents the ratio $R/r$ and depends on the overlap volume fraction of the sensing spheres. We believe that these findings can be useful for the design of energy-efficient topology control protocols for three-dimensional wireless sensor networks in terms of coverage and connectivity.
Chapter 5
Connected $k$-Coverage in Two-Dimensional Deployment Fields

This chapter focuses on the problem of connected $k$-coverage in densely deployed wireless sensor networks. Precisely, it investigates how to achieve $k$-coverage of a two-dimensional deployment field with a minimum number of sensors while maintaining network connectivity. It considers static and homogeneous sensors under the assumption of a deterministic sensing model. Also, it proposes centralized, pseudo-distributed, and fully distributed sensor scheduling protocols, where the sensors are duty-cycled to save energy while ensuring connected $k$-coverage.

5.1 Introduction

Sensing coverage is an essential functionality of wireless sensor networks. However, it is also well-known that coverage alone in wireless sensor networks is not sufficient because data originated from source sensors are not guaranteed to reach the sink for further analysis. Thus, network connectivity should also be considered for a network to function correctly. In wireless sensor networks, coverage and connectivity have been jointly addressed in an integrated framework. While coverage is a metric that measures the quality of surveillance provided by a network, connectivity provides a means to the source sensors to report their sensed data to the sink. Some real-world applications, such as intrusion detection, may require high degree of coverage (or redundant coverage), and hence large number of sensors to enable accurate tracking of intruders. For such highly dense deployed and energy-constrained sensors, it is necessary to duty-cycle them to save energy. Thus, the design of coverage configuration protocols for wireless sensor networks should minimize the number of active sensors to guarantee the degree of coverage of a field required by an application while maintaining connectivity between all active sensors. Hence, the first challenge is the determination of the number of sensors required to remain active to $k$-cover a deployment field. Given that sensors have limited battery power and wireless sensor networks are generally randomly and hence highly dense deployed, the second challenge is the design of an efficient scheduling protocol that decides which sensors to turn on (active) or off (inactive) for $k$-coverage of a field.

In this chapter, we study duty-cycling to achieve both $k$-coverage and connectivity in highly dense deployed wireless sensor networks [15, 22], where each location in a deployment field is covered by at least $k \geq 3$ active sensors while maintaining connectivity between all active sensors. Indeed, the limited battery power of the sensors and the difficulty of replacing and/or recharging batteries on
the sensors in hostile environments require that the sensors be deployed with high density \cite{179} in order to extend the network lifetime. Also, the sensed data originated from the source sensors (or simply sources) should be able to reach a central gathering node, called the sink, for further analysis and processing. Thus, network connectivity should be guaranteed so sources can be connected to the sink via multiple communication paths. Finally, wireless sensor networks suffer from scarce energy resources. A more practical deployment strategy requires that all the sensors be duty-cycled to save energy. With duty-cycling, sensors can be turned on or off according to some scheduling protocol, thus reducing the number of active sensors required for $k$-coverage and helping all sensors deplete their energy as slowly and uniformly as possible.

Our study of the connected $k$-coverage problem with $k \geq 3$ is motivated by at least the following three applications: Space and planet exploration \cite{184}, multiple-sensor data fusion \cite{121}, and triangulation-based positioning systems \cite{162}, which are briefly described in Chap. 1. Furthermore, there are several applications, such as intruder detection and tracking, which require that each location in a field be sensed by at least one sensor. In these types of applications, the decision-making process accuracy depends on the availability of the data gathered during monitoring. With connected $k$-coverage, the sink would gather enough data for a successful decision regarding any event that would occur in the monitored field.

An important problem in the design of such network configurations is computing the minimum active sensor spatial density required to guarantee $k$-coverage of a field. For tractability of the problem, first we analyze the intersection of $k$ sensing disks so we can characterize $k$-coverage provided by a wireless sensor network regardless of whether the sensors have identical sensing ranges and whether the sensing range of each sensor follows the unit disk model. Based on this analysis, we derive a tight sufficient condition of the spatial density of active sensors to achieve complete $k$-coverage of a field. Although the problem of $k$-coverage has been well-studied in the literature, only a few elegant approaches characterized $k$-coverage of a field \cite{205, 218}. However, none of them guarantees the deployment of a minimum number of sensors to achieve $k$-coverage of a field and hence they would result in shorter operational network lifetime. Previous works \cite{205, 218} only characterized $k$-coverage. According to \cite{205}, a field is $k$-covered if all intersection points between the boundaries of sensing ranges of the sensors and all those between the boundaries of sensing ranges of the sensors and the boundary of a field are $k$-covered. This is a generalization of the result for 1-coverage \cite{100}. Thus, if two sensing ranges intersect, one more is needed to cover their intersection point. A point in a field that coincides with an intersection point would be 3-covered instead of 1-covered. Hence, more than enough sensors are required to $k$-cover a field. However, our approach for characterizing $k$-coverage of a field is different from the ones proposed in \cite{205, 218}. Precisely, our approach is able to quantify the minimum spatial density of active sensors to fully $k$-cover a field, thus computing the corresponding minimum number of sensors.

The remainder of this chapter is organized as follows. Section 5.2 discusses the connected $k$-coverage problem in wireless sensor networks and shows how to solve it. Sections 5.3–5.6 present our connected $k$-coverage configuration
protocols. Section 5.7 enhances the applicability of these protocols by relaxing some widely used assumptions in coverage protocols. Section 5.8 presents simulation results of our protocols and compares them with another existing one. Section 5.9 reviews related work while Sect. 5.10 summarizes the chapter.

5.2 Achieving Connected \( k \)-Coverage

In this section, we propose our approach for obtaining connected \( k \)-coverage configurations in wireless sensor networks. First, we model the connected \( k \)-coverage problem in wireless sensor networks. Then, we derive a tight sufficient condition of the active sensor spatial density such that a field is fully \( k \)-covered during the network lifetime while all active sensors are being connected to each other. In Sects. 5.2–5.4, we propose four protocols to solve the problem of connected \( k \)-coverage in wireless sensor networks based on the results of this section.

5.2.1 Connected \( k \)-Coverage Problem Modeling

Solving the connected \( k \)-coverage problem in wireless sensor networks requires finding a sensor deployment strategy such that each location in a field is covered by at least \( k \) active sensors while all active sensors are connected. Our approach solution to the connected \( k \)-coverage problem in wireless sensor networks consists of decomposing it into two sub-problems, namely deployment field slicing and sensor selection, and solving them. The deployment field slicing problem is to slice a field into small regions of particular shape (to be defined later), each of which is guaranteed to be \( k \)-covered provided that at least \( k \) sensors are randomly deployed in it. The sensor selection problem is to select a minimum subset of sensors to remain active and connected such that each location in a field is guaranteed to be \( k \)-covered. Besides selecting a minimum number of active sensors, all selected sensors should have the maximum remaining energy. Hence, our connected \( k \)-coverage problem can be formulated as follows:

\[ \text{Problem: Minimum connected } k \text{-coverage} \]
\[ \text{Instance: A field, a set } S \text{ of sensors, and a positive integer } k \geq 3. \]
\[ \text{Question: Select a minimum subset } S_{\text{min}} \subseteq S \text{ of sensors such that each point in the field is } k \text{-covered while all the sensors in } S_{\text{min}} \text{ are connected to each other.} \]

Because the problem of selecting a minimum subset of sensors to \( k \)-cover a field is NP-hard [223], we propose efficient centralized, clustered, and distributed approximation algorithms to solve the connected \( k \)-coverage problem.

5.2.2 Sufficient Condition to Ensure \( k \)-Coverage

We want to compute the \textit{minimum active sensor spatial density} required to \( k \)-cover a field. To do so, we should compute the maximum size of a convex area \( A \) of a
field so that \( A \) is \( k \)-covered with exactly \( k \) sensors. Intuitively, the distance between any point in \( A \) and each of the \( k \) sensors should be at most equal to the radius of their sensing disks. Lemma 5.1 gives an upper bound on the width of such a convex area. We omit its proof since it is trivial.

**Lemma 5.1:** Let \( r \) be the radius of the sensing disks of the sensors and \( k \geq 3 \). A convex area \( A \) is guaranteed to be \( k \)-covered when exactly \( k \) homogeneous sensors are deployed in it, if the width of \( A \) does not exceed \( r \).

Now, we present *Helly’s Theorem* [44] (p. 76), a fundamental result of convexity theory, which characterizes the intersection of convex sets.

**Helly’s Theorem** [44]: Let \( E \) be a family of convex sets in \( \mathbb{R}^n \) such that for \( m \geq n+1 \) any \( m \) members of \( E \) have a non-empty intersection. Then, the intersection of all members of \( E \) is non-empty.

Theorem 5.1, which is an instance of Helly’s Theorem [44], will help us compute the minimum sensor spatial density required to \( k \)-cover a field. More specifically, Helly’s Theorem [44] together with a geometric structure, called *Reuleaux triangle* [233], will be used to characterize \( k \)-covered wireless sensor networks.

**Theorem 5.1:** Let \( k \geq 3 \). The intersection of \( k \) sensing disks is not empty if and only if the intersection of any three of those \( k \) sensing disks is not empty.

Following Theorem 5.1, Lemma 5.2 states a sufficient condition for complete \( k \)-coverage of a field.

**Lemma 5.2:** Let \( r \) be the radius of the sensing disks of the sensors and \( k \geq 3 \). A field is \( k \)-covered if any Reuleaux triangle region of width \( r \) in a field contains at least \( k \) active sensors.
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Proof: First, we compute the maximum area that is $k$-covered with exactly $k$ sensors. Let $A$ be the intersection area of the sensing disks of $k$ sensors. From Lemma 5.1, the width of $A$ should be upper-bounded by $r$ so that any point in $A$ is $k$-covered by these $k$ sensors. Let us first consider the case of three sensors. Using
the Venn diagram given in Fig. 5.1, the maximum size of the intersection area of
the sensing disks of the sensors $s_1$, $s_2$, and $s_3$, so that the distance between any pair
of sensors is at most equal to $r$, is obtained when $s_1$, $s_2$, and $s_3$ are symmetrically
located from each other. This area, called Reuleaux triangle [233], is denoted by
$RT(r)$ and has a constant width equal to $r$ as shown in Fig. 5.2. Given that the in-
tersection area of $k$ sensing disks is at most equal to that of three sensing disks
such that the maximum distance between any pair of sensors is at most equal to $r$,
the maximum size of $A$ is equal to the area of $RT(r)$, which we call slice (see Fig.
5.3). Thus, any point in $A$ is $k$-covered with exactly $k$ active sensors deployed in $A$.
Since this applies to any $RT(r)$ region (or slice) in a field, it is guaranteed that the
field is $k$-covered.

As will be discussed in Sect. 5.2, our sensor selection scheme exploits the overlap
between adjacent slices in a field to select a minimum number of active sensors for
full $k$-coverage of the field. Precisely, two adjacent slices intersect in a region
shaped as a lens (also known as the fish bladder) so that the sides of their associated
regular triangles fully coincide as shown in Fig. 5.4. Note that $k$ sensors located in
the lens of two adjacent slices, say $C_1$ and $C_2$, $k$-cover the area associated with their
union. Indeed, the distance between any of these $k$ sensors located in the lens and
any point in the area of the union of both $C_1$ and $C_2$ is at most equal to $r$. Lemma
5.3 states this result.

**Lemma 5.3:** $k$-active sensors located in the lens of two adjacent slices surely $k$-cover both slices.

Theorem 5.2, which exploits the results of Lemma 5.3, refines the result of
Lemma 5.2 by stating a tighter sufficient condition for complete $k$-coverage of a
field.

**Theorem 5.2:** Let $k \geq 3$. A field is guaranteed to be $k$-covered if for any slice in a
field, there is at least one adjacent slice such that their lens contains at least $k$ ac-
tive sensors.

Theorem 5.3, which exploits the result of Theorem 2, computes the minimum sen-
sor spatial density required for complete $k$-coverage of a field.

**Theorem 5.3:** Let $k \geq 3$. The active sensor spatial density required to guarantee $k$-
coverage of a field is given by

$$\lambda(r,k) = \frac{6k}{(4\pi - 3\sqrt{3})r^2}$$

where $r$ is the radius of the sensing disks of the sensors.

**Proof:** It is easy to check that the area $\|Area(r)\|$ of the union of two adjacent
slices is computed as

$$\|Area(r)\| = 2A_1 + 4A_2 = (4\pi - 3\sqrt{3}) \frac{r^2}{6}$$
where $A_1 = \sqrt{3} \frac{r^2}{4}$ is the area of the central equilateral triangle of side $r$ and $A_2 = (\pi/6 - \sqrt{3}/4) r^2$ is the area of each of the three curved regions $\alpha$ (Fig. 5.1). By Theorem 5.2, $k$ sensors should be deployed in the lens of two adjacent slices to $k$-cover both of them. Thus, the minimum sensor spatial density that guarantees $k$-coverage of a field is equal to

$$\lambda(r, k) = \frac{k}{\text{Area}(r)} = \frac{6k}{(4\pi - 3\sqrt{3}) r^2}$$

It is worth noting that Adlakha and Srivastava [2] showed that the number of sensors required to cover an area of size $A$ is in the order of $O(A/\hat{r}_2^2)$, where $\hat{r}_2$ is a good estimate of the radius $r$ of the sensing disks of the sensors. Precisely, $r$ lies between $\hat{r}_1$ and $\hat{r}_2$; $\hat{r}_1$ overestimates the number of sensors required to cover $A$, while $\hat{r}_2$ underestimates it.

One may suggest that the maximum area that is guaranteed to be $k$-covered with exactly $k$ sensors is a circle of radius $r/2$. Fortunately, it is easy to check that our density $\lambda(r, k)$ is smaller than the one corresponding to the configuration where $k$-active sensors are deployed in a circle of radius $r/2$. In other words, $\lambda(r, k) = \frac{6k}{(4\pi - 3\sqrt{3}) r^2} < \frac{4k}{\pi r^2}$.

**Fig. 5.5** Slicing grid of a square field

---

### 5.3 Centralized $k$-Coverage Protocol

In this section, we present our centralized randomized connected $k$-coverage (CERACC$_k$) protocol to fully $k$-cover a field while maintaining connectivity between active sensors.

According to the connected $k$-coverage model mentioned in Sect. 5.2.1, the protocol has two main steps. First, we slice a field into regions whose shape helps characterize the $k$-coverage property of the field, and thus leads to compute the
corresponding minimum number of active sensors. Then, we select an appropriate subset of sensors to guarantee \( k \)-coverage of each slice, and hence \( k \)-cover the entire field based on the geometric characteristics of those regions.

### 5.3.1 Deployment Field Slicing

This section provides a solution to the deployment field slicing problem, where all sensors have the same sensing and communication disks whose radii are \( r \) and \( R \), respectively. The goal of this slicing phase is to decompose the sensing range of a sensor into smaller, congruent regions such that each of them is guaranteed to be \( k \)-covered when exactly \( k \) sensors are deployed in it.

---

#### Algorithm: CERACC\(_k\)

Procedure Process\_Slice \((i,k,S_{\text{min}})\)

Begin

1. \( j = 1 \)
2. \( CovD = 0 \)
3. While \( j \leq 3 \) Do

   Begin
   
   3.1. Randomly select a subset \( S' \) of \( k/3 \) sensors from \( j^{th} \) lens
   
   3.2. \( CovD = CovD + \min\{k/3,|lens(j)|\} \)
   
   3.3. \( j = j + 1 \)
   
   3.4. Update \_CovD(slice \_adj(j))
   
   3.5. \( S_{\text{min}} = S_{\text{min}} \cup S' \)

   End

4. If \( CovD < k \) Then

   Begin

   4.1. Randomly select a subset of sensors \( S' \) of \( k - CovD \) from middle area of the cell
   
   4.2. \( CovD = CovD + \min\{k - CovD,|mid\_slice(j)|\} \)
   
   4.3. \( S_{\text{min}} = S_{\text{min}} \cup S' \)
   
   4.4. If \( CovD < k \) Then

      4.3.1. Return (\( k \)-coverage cannot be provided)

   End

End

Begin

1. Randomly slice a field into regular triangles of side \( r \)
2. Randomly pick a slice (or Reuleaux triangle) \( i \)
3. Call a Breadth-First-Search procedure to \( k \)-cover slice \( i \)

End

---

**Fig. 5.6** Sensor selection for \( k \)-coverage of a field
5.3 Centralized $k$-Coverage Protocol

Let us consider a square field and $k \geq 3$. Based on the result of Theorem 5.2, it is easy to check whether a given network can $k$-cover the field. For this purpose, we propose a slicing scheme of a field by dividing it into overlapping Reuleaux triangles of width $r$, called slices as shown in Fig. 5.3, such that two adjacent slices intersect in a region shaped as a lens (also known as the fish bladder) as shown in Fig. 5.4. This implies that the field is mainly sliced into regular triangles of side $r$. The result of this slicing operation is called slicing grid. Figure 5.5 shows a slicing grid of a field.

5.3.2 Sensor Selection

In this section, we propose a centralized algorithm to select a minimum subset of active sensors that $k$-covers a field. The purpose of the selection phase is to specify which sensors turn on, how, and when. We assume that the sink is responsible for this selection process.

Using Lemma 5.3, we start first by selecting sensors located in the three lenses of a given slice as shown in Fig. 5.3 (a slice overlaps with at most three other slices). At every selection, we check whether we already selected $k$ sensors to $k$-cover the underlying slice. At the same time, we update the degree of coverage of the other adjacent slices. We repeat this process until we visit all slices in a field. We assume that each slice has a unique id, such as an integer.

Theorem 5.4 is a consequence of Theorem 5.2.

**Theorem 5.4:** Let $k \geq 3$. A field is guaranteed to be $k$-covered with a minimum number of sensors if all the sensors are selected from lenses of adjacent slices. ■

The order in which the slices are treated is critical. It can be easily shown at the end of the sensor selection phase that if the slices are processed randomly, there is no guarantee that each slice is $k$-covered with a minimum number of sensors. Thus, the entire field is not guaranteed to be $k$-covered using a minimum total number of sensors. In order to avoid this problem, it is imperative that slices of a slicing grid be processed in a particular order. Assume that we initially picked slice $C_i$ for processing and let $C_{i1}$, $C_{i2}$, and $C_{i3}$ be its adjacent slices. We use a FIFO (First-In-First-Out) data structure, called NYP (Not Yet Processed), to keep track of the slices whose degrees of coverage have been updated but not yet processed. Hence, when we process slice $C_i$, we store the id’s $i_1$, $i_2$, and $i_3$ in NYP. When slice $C_i$ has been processed, we consider slice $C_{i1}$ as the next one to be processed. After that, we pick $C_{i2}$ followed by $C_{i3}$ followed by the slices adjacent to $C_{i1}$ and so on. The sensor selection algorithm for $k$-coverage of a field is given in Fig. 5.6.

The sensor selection algorithm described earlier generates only one subset of active sensors to $k$-cover a field. If this algorithm is executed in each round for the same slicing pattern of the field, sensors located in the lenses will be suffering from a severe battery power depletion problem. Hence, those sensors will die very quickly and possibly disconnect the network. Recall that the sensors have several limited resources with energy being the most critical one. Thus, it would be more efficient if in each round a different subset of sensors is selected for $k$-coverage of the field so
all the sensors are given the same chance to be active. Our objective is to balance the load of \( k \)-coverage on all sensors so they deplete their energy uniformly. Next, we describe an approach to achieve this goal.

### 5.3.3 Slicing Grid Dynamics

Our goal is to select different subsets of sensors \( S_i, i \geq 1 \) such that each subset \( S_i \) is selected to remain active in the \( i^{th} \) round to \( k \)-cover a field. Notice that to achieve a better load balancing among sensors, we could add a restriction so that selected subsets of sensors are mutually disjoint, i.e., \( S_i \cap S_j = \emptyset, \forall i \neq j \).

However, the disjointness constraint yields a small number of mutually disjoint minimum subsets of sensors. Thus, we only require partially disjoint subsets of sensors. Given that our selection criterion is based on the remaining energy of sensors, it is guaranteed that sensors with low energy level would be avoided. Furthermore, it is rare that the same sensors participate in several successive rounds to \( k \)-cover a field. The question that we want to address now is: How would minimum subsets of sensors be selected, each of which \( k \)-covers a field?

To address this question, we consider the dynamics of slicing grid from one round to another. Recall that the result of slicing a field into slices is called slicing grid. The selection of different minimum subsets of active sensors will be determined based on the obtained slicing grids. Since our scheme for selecting active sensors highly prioritizes the ones located in lenses of all slices, it is important that those lenses be able to scan the entire field, and hence include distinct subsets of sensors in different rounds. Thus, it is necessary that the sink be able to generate a slicing grid randomly at each round. Our objective is to obtain as (partially) disjoint minimum subsets of selected sensors as possible. For each obtained slicing grid, the sink applies the selection algorithm in Fig. 5.5. Thus, the slicing grid undergoes some dynamics to achieve balanced load of \( k \)-coverage among all sensors during the operation of CERACC\(_k\). The question that we want to address now is: How would a slicing grid of a field be randomly generated in each round?
First, the sink randomly generates one point $p_1$ in a field as shown in Fig. 5.7. Point $p_1$ is temporarily considered as the centre of the Euclidean plane. To randomly determine a second point $p_2$, the sink generates a random angle $0 \leq \theta \leq 2\pi$ so that the segment $[p_1, p_2]$ forms an angle $\theta$ with the x-axis centered at $p_1$ and the length of $[p_1, p_2]$ is $r$. Then, the sink deterministically finds a third point $p_3$ to form the first regular triangle $(p_1, p_2, p_3)$, called reference triangle, as shown in Fig. 5.7. As its name indicates, all other regular triangles of the slicing grid are computed based on the reference triangle. Figure 5.7 shows a randomly generated slicing grid of a square field.

Using the RT model described earlier and based on the structure of the clusters of slices, Theorem 5.5 states a condition under which $k$-coverage implies connectivity.

**Theorem 5.5:** Let $k \geq 3$. Under the assumption of a centralized or clustered $k$-coverage protocol, a $k$-covered wireless sensor network is guaranteed to be connected if the radius $R$ of the communication disks of the sensors is at least equal to the radius $r$ of their sensing disks, i.e., $R \geq r$.

**Proof:** First, each cluster is connected if $R \geq r$. Also, cluster-heads are connected to each other via active sensors. Thus, A $k$-covered wireless sensor network is guaranteed to be connected if $R \geq r$. $\blacksquare$

Theorem 5.6 states that CERACC$_k$ is a minimum-energy connected $k$-coverage configuration protocol that guarantees maximum network lifetime.

**Theorem 5.6:** CERACC$_k$ fully $k$-covers a field with a minimum number of sensors in each round and maintains connectivity between them. Hence, it consumes minimum energy.

**Proof:** The sink guarantees that each slice of a field is covered by exactly $k$ sensors. Therefore, by Theorem 5.2, each slice of the field is $k$-covered, and hence the entire field is fully covered. Moreover, sensors are selected from lenses so all adjacent slices are $k$-covered with a minimum number of active sensors. Thus, by Theorem 5.4, CERACC$_k$ guarantees that a field is $k$-covered using a minimum total number of active sensors in each round, and hence it consumes a minimum amount of energy in each round. By Theorem 5.5, a $k$-covered wireless sensor network is connected, assuming that $R \geq r$. Given that CERACC$_k$ prioritizes sensors with the highest remaining energy to remain active in each round, and given that it is based on the dynamics of slicing grid, necessarily all sensors deplete their energy slowly and uniformly, thus leading to a maximum network lifetime. $\blacksquare$

In general, the sink is connected to an infinite source of energy, such as a wall outlet, and thus can be viewed as a line-powered node [209] that has no energy constraint. Hence, if node failure is due only to low battery power, the problem of single-point failure does not arise at all in this type of centralized wireless sensor network architecture. Also, under the centralized control of the sink, no coordination between sensors is required to select a minimum number of active sensors to $k$-cover a field. Given that sensors have limited energy, this approach would save them energy. Indeed, a schedule that determines which sensors should remain
active in each round to \( k \)-cover a field is computed by the sink and forwarded to the selected ones. Thus, such a centralized approach is intended to gain insight into a lower bound on the number of sensors required for complete \( k \)-coverage of a field, and hence an upper bound on the network lifetime. In Sect. 5.7, we will show how to relax the centralized approach to implement CERACC\(_k\) in a fully distributed manner.

## 5.4 Clustered \( k \)-Coverage Protocol

In this section, we propose a family of clustered \( k \)-coverage protocols, called clustered randomized connected \( k \)-coverage (CRACC\(_k\)), in which part of the duties of
the sink in the centralized protocol CERACC\(_k\) is delegated to a subset of sensors, called *cluster-heads*. These protocols differ by their degree of granularity of network clustering, and hence produce clusters of different shapes and sizes.

### 5.4.1 Cluster-Head Selection and Attributed Roles

As in the centralized protocol CERACC\(_k\), the family of protocols CRACC\(_k\) allows the sink to randomly generate in each round a slicing grid, which consists of adjacent overlapping Reuleaux triangles. In contrast with CERACC\(_k\), the sink randomly designates for each cluster a particular sensor, called *cluster-head*, which is responsible for \(k\)-coverage of its assigned cluster during a given round. Precisely, each cluster-head is located within the cluster it is in charge of selecting some of its sensing neighbours to \(k\)-cover it. The sink advertises a packet, called *ClusterHeadList*, including all sensors’ ids that have been selected as cluster-heads. When a sensor receives *ClusterHeadList*, it checks whether its id is included. If so, it removes its id from the list and forwards the updated *ClusterHeadList* packet. Otherwise, it just forwards the original packet it has received. The CRACC\(_k\) family of protocols requires that each cluster-head coordinates its activity with its adjacent cluster-heads to \(k\)-cover its cluster, and hence select a total minimum number of sensors to \(k\)-cover a field. To achieve this goal, sensors that would remain active in each round to \(k\)-cover a cluster should be selected from lenses (i.e., intersection areas of adjacent Reuleaux triangles). For a better balance, a cluster-head attempts to select \(k/3\) sensors from each lens so any Reuleaux triangle in a cluster contains exactly \(k\) sensors as per Theorem 5.2. The size of a cluster and the number of its adjacent ones depend on the type of clustering being used. As can be seen, the protocols of the CRACC\(_k\) family are pseudo-distributed in the sense that the selection of active sensors for complete \(k\)-coverage of a field is not under the control of the sink. Next, we describe two protocols of the CRACC\(_k\) family, namely T-CRACC\(_k\) and D-CRACC\(_k\), for connected \(k\)-coverage in wireless sensor networks based on their degree of clustering.

### 5.4.2 The T-CRACC\(_k\) Protocol

In T-CRACC\(_k\) (“T” for Reuleaux triangle), a cluster is a *slice* in the obtained slicing grid and a cluster-head is called *slice-head*. In each round, the sink is responsible for randomly generating a slicing grid of a field. Given that each slice has at most three adjacent slices (Fig. 5.3), the T-CRACC\(_k\) protocol requires that each slice-head coordinates its activity with its adjacent slice-heads to select a minimum total number of sensors to \(k\)-cover a field. Figure 5.8 shows slice-head \(sh_0\) sharing three lenses with slice-heads \(sh_1\), \(sh_2\), and \(sh_3\). For instance, \(sh_0\) could \(k\)-cover its slice by selecting sensors located in its three lenses. Then, it communicates the numbers \(n_1\), \(n_2\), and \(n_3\) of sensors selected from lenses *Lens 1*, *Lens 2*, and *Lens 3*, respectively, to its adjacent slice-heads \(sh_1\), \(sh_2\), and \(sh_3\),...
respectively. Slice-head \( s_{\text{hl}} \) would need to select \( k - n_{\text{hl}} \) more sensors from its lenses to \( k \)-cover its slice. It would definitely coordinate with its adjacent slice-heads to \( k \)-cover its slice and so does each slice-head.

Theorem 5.7 states that T-CRACC\(_k\) yields minimum-energy connected \( k \)-coverage.

**Theorem 5.7:** The T-CRACC\(_k\) protocol fully \( k \)-covers a field. It also is a minimum-energy connected \( k \)-coverage protocol.

**Proof:** Each slice-head ensures that each slice of a field is \( k \)-covered by exactly \( k \) sensors by coordinating with each of its three adjacent slice-heads. Also, the sink assigns a slice-head to each slice in a field. Thus, by Theorem 5.2, the entire field is fully \( k \)-covered. Moreover, active sensors are selected only from lenses. Therefore, by Theorem 5.4, T-CRACC\(_k\) guarantees that a field is \( k \)-covered with a minimum number of active sensors, and hence consumes a minimum amount of energy in each round. By Theorem 5.5, a \( k \)-covered wireless sensor network is connected, assuming that \( R \geq r \). Given that T-CRACC\(_k\) favours sensors with highest remaining energy in each round and benefits from slicing grid dynamics, all sensors are equally likely to be selected for \( k \)-coverage of a field in each round. Thus, all sensors deplete their energy slowly and uniformly, thus leading to a maximum network lifetime.

\[ \blacksquare \]

### 5.4.3 The D-CRACC\(_k\) Protocol

The D-CRACC\(_k\) (“D” for Disk) protocol has a higher network clustering granularity compared to T-CRACC\(_k\). Precisely, each cluster consists of six adjacent slices forming a disk (Fig. 5.9). Notice that for ease of representation, Fig. 5.9 represents each cluster by six regular triangles instead of six Reuleaux triangles. Next, we describe all the phases of the D-CRACC\(_k\) protocol in detail.

#### 5.4.3.1 Deployment Field Clustering

In addition to slicing a field, we assume that in each round, the sink is also responsible for forming clusters of slices from the randomly obtained slicing grid. Precisely, each cluster consists of at most six adjacent slices forming a disk. Because of the random generation of slicing grids and the geometry of a field, some clusters consist of an entire disk, and hence called interior clusters, while others are formed by a portion of a disk, and hence called boundary clusters. Figure 5.9 shows a clustered deployment field. Moreover, for each cluster, the sink selects a sensor, called cluster-head, which is located as near as possible to the centre of its cluster. The random generation of slicing grid ensures that all sensors are equally likely to act as cluster-heads in each round. Each cluster is defined by one point, i.e., \((x, y)\) coordinates, representing its centre and at most six other points defining its slices (or slice portions for a non-complete cluster). These seven points define the slicing information of a cluster, which the sink would broadcast to its corresponding cluster-head. Next, we define interior and boundary lenses.
5.4 Clustered k-Coverage Protocol

Definition 5.1: An interior lens of a disk is a lens that is shared with no other adjacent disk and a boundary lens is shared by two adjacent disks.

Notice that each cluster overlaps with at most six others as shown in Fig. 5.9. By Lemma 5.3 and Theorem 5.4, sensors located in the boundary lenses of a given cluster should be selected first in order to minimize the necessary total number of active sensors to achieve full k-coverage of a field. However, this requires certain coordination between cluster-heads.

Fig. 5.10 Clustering for D-CRACC

5.4.3.2 Cluster-Heads Coordination and Sensor Selection

Each cluster-head is in charge of selecting some of its sensing neighbours to k-cover its cluster based on its slicing information. Precisely, each cluster-head exploits the overlap between the slices of its cluster as well as the overlap between its slices and those of its adjacent cluster-heads to select a minimum number of its sensing neighbours to k-cover its cluster. We assume that each sensor advertises its remaining energy to its sensing neighbours at the start of a round when it turns itself on. Each cluster-head $s_{ch_i}$ maintains a list $E_{rem, List}(s_{ch_i}) = \{E_{rem}(j): s_j \in SN(s_{ch_i})\}$ of remaining energy of its sensing neighbours, where $E_{rem}(j)$ is the remaining energy of $s_j$. It uses this list to select the ones with high remaining energy to stay active by sending a SELECT message including the cluster-head’s id as well as the ids of all selected sensors. This would avoid those ones with low remaining energy and help the sensors deplete their energy as slowly and uniformly as possible. We assume that at the beginning of each round, all the sensors are active. Those ones which are selected by their corresponding cluster-heads would remain active during the underlying round, while the others turn themselves off (or go to sleep). For the sensor selection, each cluster-head assigns priorities to sensors located in boundary lenses, interior lenses, and middle of slices in descending order. That is, sensors located in boundary lenses have high priority to be selected based on Theorems 2 and 4. Given that each cluster has at most six slices, each cluster-head manages at most six interior lenses and at most six boundary lenses. On the one hand, each cluster-head is responsible for selecting sensors from its interior lenses
without any coordination with its adjacent cluster-heads. On the other hand, each cluster-head coordinates with at most six adjacent cluster-heads to select sensors from its boundary lenses in order to $k$-cover its cluster with a minimum number of sensors. For instance, in the case of a disk, its cluster-head, say $s_{ch0}$ (Fig. 5.10), would advertise the subsets $S_1$, $S_2$, $S_3$, $S_4$, $S_5$, $S_6$ of sensors selected from its six boundary lenses to its adjacent cluster-heads $s_{ch1}$, $s_{ch2}$, $s_{ch3}$, $s_{ch4}$, $s_{ch5}$, $s_{ch6}$, respectively.

Theorem 5.8 states that $D$-CRACC$_k$ yields minimum-energy connected $k$-coverage.

**Theorem 5.8:** The $D$-CRACC$_k$ protocol fully $k$-covers a field. It also is a minimum-energy connected $k$-coverage protocol.

**Proof:** In each round, each disk-head uses exactly $k$ sensors to $k$-cover each of its six slices by coordinating with its six adjacent disk-heads. Also, the sink guarantees that each disk is under the responsibility of a disk-head. Thus, by Theorem 5.2, the whole field is $k$-covered. Moreover, each disk-head $k$-covers its disk with sensors selected only from interior and boundary lenses. Therefore, by Theorem 4.5, $D$-CRACC$_k$ uses a minimum total number of active sensors in each round such that a field is guaranteed to be $k$-covered. Thus, $D$-CRACC$_k$ consumes a minimum amount of energy in each round. By Theorem 5.5, a $k$-covered wireless sensor network is connected, assuming that $\forall R \geq r$. Moreover, $D$-CRACC$_k$ selects sensors with maximum remaining energy, thus helping all sensors deplete their energy slowly and uniformly. Hence, $D$-CRACC$_k$ guarantees maximum network lifetime.

Notice that $T$-CRACC$_k$ requires more coordination between cluster-heads than $D$-CRACC$_k$ and hence has more overhead to $k$-cover a field. This is due to the difference of their cluster sizes. Thus, $D$-CRACC$_k$ is more energy-efficient than $T$-CRACC$_k$.

---

**Fig. 5.11** Slicing grids of the sensing disk of a sensor
5.5 Distributed $k$-Coverage Protocol

In this section, we propose a fully distributed $k$-coverage protocol, called *distributed randomized connected $k$-coverage* (Trig-DIRACC$_k$). The centralized protocol CERACC$_k$ presented in Sect. 5.3 does not rely heavily on global information. Thus, it can be redesigned in a fully distributed fashion based on the local information sensors have about their one-hop neighbours with regard to their physical locations and remaining energy. Also, Trig-DIRACC$_k$ design requires coordination among sensors to achieve $k$-coverage of a field. Indeed, Trig-DIRACC$_k$ is a scheduling scheme in which the sensors can be triggered by other sensors to become active. Clearly, this scheduling scheme assumes a high cooperation between sensors in the sense that sensors satisfy the requests of their sensing neighbours when they are solicited to turn on. Next, we describe Trig-DIRACC$_k$.

First, we describe our algorithm that enables a sensor to check whether it should turn active and/or select some of its sensing neighbours to turn active in order to $k$-cover its sensing range. Then, we present the state diagram of Trig-DIRACC$_k$.

**Algorithm 2: $k$-Coverage-Selection($r, k$)**

(* This code is run by each sensor *)

```plaintext
Begin
/* Sensing disk slicing */
1. Randomly decompose a sensing disk into six overlapping Reuleaux triangles $RT_i(r), i=1..6$
/* Sensors selection */
2. $n_{k\text{-covered}_RT} = 0$
3. For each Reuleaux triangle $RT_i(r)$ Do
4. If $RT_i(r)$ contain $k$ active sensors Then
5. $n_{k\text{-covered}_RT} = n_{k\text{-covered}_RT} + 1$
6. Else
7. Select sensors with high remaining energy and in the lenses such that $RT_i(r)$ is $k$-covered
8. Activate the selected sensors.
9. End
10. End
11. If $n_{k\text{-covered}_RT} = 6$ Then /* k-covered disk */
    Return(“non-candidate”)
12. End
13. Return(“candidate”)
End
```

Fig. 5.12 $k$-Coverage checking algorithm of Trig-DIRACC$_k$
5.5.1 k-Coverage Checking Algorithm and Sensor Selection

A sensor runs a $k$-coverage checking algorithm, which is given in Fig. 5.12, in order to find out whether its sensing disk is $k$-covered. To do so, each sensor slices its sensing disk into six overlapping slices as shown in Fig. 5.11 such that two adjacent slices intersect in a lens. Thus, the slicing grid in Trig-DIRACC$_k$ consists of exactly six complete slices. Similarly, the $k$-coverage checking algorithm exploits the overlap between adjacent slices as in the case of centralized protocol CERACC$_k$.

Each sensor guarantees that each of the six Reuleaux triangles forming its sensing range (Fig. 5.11) is $k$-covered. To do so, it randomly decomposes its sensing disk into six Reuleaux triangles and checks whether each one of them is $k$-covered based on Theorem 5.4. A sensor starts first by selecting the sensors located in the three lenses (Fig. 5.3) to $k$-cover a given Reuleaux triangle. The selection algorithm exploits the overlap between Reuleaux triangles to select a minimum number of sensors to remain active. It selects its sensing neighbours to become active based on their remaining energy and locations in its sensing disk. Then, it activates them by sending AWAKE messages. When a sensor receives an AWAKE message, it becomes active and broadcasts a NOTIFICATION message to inform all its neighbours that it has become active. Every sensor keeps track of its active neighbours. Moreover, a sensor will turn itself active if one of the Reuleaux triangles is not $k$-covered.

Using Lemma 5.3, each sensor checks whether each of the six slices forming its sensing disk is $k$-covered. For each slice, a sensor checks whether the number of active sensors in the three lenses (Fig. 5.3) including itself is equal to $k$. Otherwise, it checks whether the number of active sensors located the entire slice, i.e., three lenses and middle of the slice (Fig. 5.3), is equal to $k$. For each slice, a sensor

![State diagram of Trig-DIRACC$_k$](image-url)
computes its degree of coverage and save the result in an array variable \( \text{CovDegSlices} \). Based on the content of \( \text{CovDegSlices} \), a sensor activates a necessary number of its sensing neighbours to \( k \)-cover its sensing disk.

If a sensor is unable to \( k \)-cover its sensing area when it runs the \( k \)-coverage checking algorithm, this means that the minimum sensor density required for \( k \)-coverage is not satisfied, and hence the field cannot be fully \( k \)-covered.

### 5.5.2 State Transition Diagram of Trig-DIRACC\( _k \)

At any time, a sensor can be in one of the three states, namely READY, WAITING, or RUNNING. A state transition diagram associated with Trig-DIRACC\( _k \) and indicating the three possible states of a sensor and transitions between them is shown in Fig. 5.13.

- **READY**: A sensor is listening to AWAKE messages and thus is ready to switch to the RUNNING state.
- **WAITING**: A sensor is neither communicating with other sensors nor sensing a field, and thus its radio is turned off. However, after some fixed time interval, it switches to the READY state to receive AWAKE messages if its neighbours decide to do so for achieving \( k \)-coverage.
- **RUNNING**: A sensor can communicate with other sensors and sense the environment.

At the start of the monitoring task, all sensors are in the READY state except one that is in the RUNNING state. The single sensor in the RUNNING state is one of the communication neighbours of the sink that is chosen randomly to activate some of its sensing neighbours to achieve \( k \)-coverage of its sensing disk. Those selected sensors will in turn run their selection algorithm to \( k \)-cover their sensing disks. This chain of sensor activations continues until the entire field is \( k \)-covered. As mentioned earlier, when a given sensor is selected by any other sensor, it will send out a NOTIFICATION message to inform all its neighbours.

- While in the READY state, a sensor keeps track of its sensing neighbours that are in the RUNNING state. If it finds out that its sensing area is \( k \)-covered, it will switch to the WAITING state. It is not cost-effective to guarantee that a sensor is not selected more than once during one round. Indeed, guaranteeing disjoint subsets of selected sensors requires much coordination between the sensors, thus introducing unnecessary overhead.
- For energy savings, a sensor may wish to switch from the RUNNING state to the WAITING state. For this purpose, a sensor broadcasts a RUNNING-to-WAITING message and waits for some transit time \( t_{\text{transit}} \). If \( t_{\text{transit}} \) expires and it has not received any Running-to-Waiting message, it switches to the WAITING state and sends a NOTIFICATION-WAITING message, where it can stay there for \( t_{\text{wait}} \) time. When \( t_{\text{wait}} \) expires, it switches to the READY state, where it can stay in this state for \( t_{\text{ready}} \) time.
- If a sensor finds out that its sensing area is not \( k \)-covered, it will broadcast a READY-to-RUNNING message and wait for some transit time \( t_{\text{transit}} \) before
switching to the RUNNING state. If after $t_{\text{transit}}$ it has not received any other READY-to-RUNNING message, it will switch to the RUNNING state and sends a NOTIFICATION-RUNNING message; otherwise, it will switch to the WAITING state.

5.5.3 Ensuring Network Connectivity

Theorem 5.9 states the necessary relationship between the sensing and communication ranges of the sensors so that $k$-coverage implies network connectivity.

**Theorem 5.9:** Let $k \geq 3$. Under the assumption of Trig-DIRACC$_k$ protocol, a $k$-covered wireless sensor network is connected if $R \geq \sqrt{3} r$, where $r$ and $R$ are the radii of the sensing and communication ranges of the sensors, respectively.

**Proof:** Consider either configuration in Fig. 5.14. To compute the minimum communication range for the network to be connected, assume all sensors are located at one of the extreme points of a lens. With a little algebra, it is easy to check that the distance between two extreme points, say $p$ and $q$, of two adjacent slices is equal to $\delta(p, q) = \sqrt{3} r$. Thus, connectivity of $k$-covered wireless sensor networks requires that $R \geq \sqrt{3} r$.

Our result in Theorem 5.9 improves on the one given in [205], which requires $R \geq 2r$ for connectivity in $k$-covered WSNs.

![Fig. 5.14 Maximum distance between sensors in two lenses](image)
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Theorem 5.10 states that Trig-DIRACC\(_k\) is a minimum-energy distributed connected \(k\)-coverage protocol.

**Theorem 5.10:** The Trig-DIRACC\(_k\) protocol fully \(k\)-covers a field. It also is as minimum-energy protocol as D-CRACC\(_k\).

**Proof:** We proceed by contradiction. Assume that the total area \(A\) of a field is not fully \(k\)-covered by active sensors. Hence, \(A\) can be decomposed into a \(k\)-covered area \(A_c\) and a non-\(k\)-covered area \(A_{nc}\), i.e., \(A = A_c \cup A_{nc}\). Thus, there is at least one sensor \(s_i\) whose sensing disk intersects the area \(A_{nc}\), i.e., \(SD(\xi_i, r_i) \cap A_{nc} \neq \emptyset\). In particular, the sensing disk of \(s_i\) is not fully \(k\)-covered. Hence, sensor \(s_i\) is not active. Precisely, \(s_i\) is in the WAITING state. According to Trig-DIRACC\(_k\), however, sensor \(s_i\) must be in the RUNNING state (i.e., active) given that its sensing disk is not fully \(k\)-covered. This contradicts our assumption. Thus, the total area \(A\) of a field is fully \(k\)-covered by active sensors. Let us now show that Trig-DIRACC\(_k\) uses as minimum number of active sensors as D-CRACC\(_k\) to \(k\)-cover a field. Using Trig-DIRACC\(_k\), each sensor checks whether its sensing area is \(k\)-covered. In order to \(k\)-cover each of its six slices, each sensor makes sure that there are exactly \(k\) active within its sensing disk. Each sensor favours active sensors that are located in the interior and boundary lenses of its sensing disk. Given that there is no pre-slicing of the entire field into adjacent slices as is the case with the three other protocols, there is no guarantee that all active sensors belong to the lenses of each sensor. Therefore, it may happen that active sensors located in some lenses of the sensing disk of a sensor are located in the lenses and/or the middle of slices of other sensors. Definitely, these sensors will consider those

---

**Algorithm 1:** \(k\)-Coverage-Candidacy\((r, k)\)

(* This code is run by each sensor *)

**Begin**

/* Sensing disk decomposition */

1. Randomly slice a sensing disk into six
   Reuleaux triangles, \(RT_i(r) 1 \leq i \leq 6\)

/* Localized \(k\)-coverage candidacy checking */

2. For each Reuleaux triangle \(RT_i(r)\) Do
3.   If \(RT_i(r)\) contains \(k\) active sensors Then
4.      Skip /* i.e., do nothing */
5.   Else
6.      Return ("candidate")
7. **End**
8. **End**
9. Return ("non-candidate")

**End**

---

**Fig. 5.15** \(k\)-Coverage candidacy algorithm of Self-DIRACC\(_k\)
active sensors located in the middle of their slices so they \( k \)-cover their sensing disks with as minimum number of active sensors as possible. By Theorems 5.2 and 5.4, it follows that Trig-DIRACC\(_k\) could use a little more sensors than D-CRACC\(_k\) for full \( k \)-coverage of a field. Hence, Thus, Trig-DIRACC\(_k\) consumes as minimum amount of energy as D-CRACC\(_k\) during the operational network lifetime. Similarly, Trig-DIRACC\(_k\) selects sensors with highest remaining energy to remain active, thus helping all sensors deplete their energy as slowly and uniformly as possible, thus extending the network lifetime. By Theorem 5.9, a \( k \)-covered wireless sensor network is connected if \( R \geq \sqrt{3} r \).

**5.6 Self-scheduling Based \( k \)-Coverage**

In Sect. 5.5, we proposed a sensor scheduling protocol, called Trig-DIRACC\(_k\), which allows a sensor to trigger a necessary number of its sensing neighbours to become active in order to achieve \( k \)-coverage of its sensing range. This protocol can be classified as a triggered-scheduling driven \( k \)-coverage. In this section, we suggest another connected \( k \)-coverage protocol using a different scheduling approaches. In this protocol, each sensor turns itself on based on the local information it has about its sensing neighbours in order to \( k \)-cover its sensing range. This protocol can be classified as a self-scheduling driven \( k \)-coverage and is denoted by Self-DIRACC\(_k\). In Sect. 5.8, we evaluate the performance of Trig-DIRACC\(_k\) and Self-DIRACC\(_k\) and compare between them.

First, we present our \( k \)-coverage candidacy algorithm, which is shown in Fig. 5.15 and enables a sensor to check its candidacy to become active. Then, we present a state transition diagram describing the possible states a sensor can be in and transitions between those states.

**5.6.1 \( k \)-Coverage Candidacy Algorithm**

Using a self-scheduling scheme, each sensor decides by itself whether to turn on or off. This decision is based solely on the local information it has about the status (on vs. off) of its sensing neighbours, i.e., sensors located in its sensing range.

A sensor turns active if its sensing disk is not \( k \)-covered. Based on Theorem 5.2, a sensor randomly decomposes its sensing disk into six overlapping Reuleaux triangles of width \( r \) (or slices) and checks whether each one of them contains at least \( k \) sensors. Each sensor should know the status of its sensing neighbours only to decide whether it is candidate to turn active. If any of the six slices does not have \( k \) active sensors, a sensor is a candidate to become active. Otherwise, it is not.

**5.6.2 State Transition Diagram of Self-DIRACC\(_k\)**

Figure 5.16 shows a state transition diagram for Self-DIRACC\(_k\). At any time, a sensor can be in one of READY, WAITING, and RUNNING states:
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- **READY**: A sensor listens to messages and checks its $k$-coverage candidacy to switch to the RUNNING state.
- **RUNNING**: A sensor is active and can communicate with other sensors and sense a field.
- **WAITING**: A sensor is neither communicating with other sensors nor sensing a field, and thus its radio is turned off. However, after some fixed time interval, it switches to the READY state to check its candidacy for $k$-coverage (Fig. 5.15) and receive messages.
- At the beginning of the monitoring task, all sensors are in the RUNNING state. Moreover, each sensor chooses randomly and independently of all other sensors a value $t_{\text{check}}$ between 0 and $t_{\text{check-max}}$ after which it runs the $k$-coverage candidacy algorithm (Fig. 5.15) to check whether it stays active or switches to the WAITING state. Our intuition behind this random selection of $t_{\text{check}}$ is to avoid higher or lower coverage of any region in a field.
- When a sensor runs the $k$-coverage candidacy algorithm and finds out that it is a candidate, it sends out a NOTIFICATION-RUNNING message to inform all its neighbors. While in the READY state, a sensor keeps track of its sensing neighbors that are in the RUNNING state. If it finds out that its sensing area is $k$-covered, it will switch to the WAITING state.
- To save energy, a sensor may wish to switch from RUNNING state to WAITING state. It broadcasts a RUNNING-to-WAITING message and waits for $t_{\text{transit}}$ transit time. If $t_{\text{transit}}$ expires and it has not received any RUNNING-to-WAITING message, it switches to the WAITING state to stay $t_{\text{wait}}$ time, and sends out a NOTIFICATION-WAITING message. When $t_{\text{wait}}$ expires, it switches to the READY state, where it can stay $t_{\text{ready}}$ time. When a sensor in the READY state receives a RUNNING-to-WAITING message from its sensing
neighbour, it runs the $k$-coverage candidacy algorithm to check whether it should be active.

- If a sensor in the READY state finds out that it has not been active for some $t_{\text{in-active}}$ time, it will broadcast a READY-to-RUNNING message and wait for some $t_{\text{transit}}$ time. If $t_{\text{transit}}$ expires without receiving any READY-to-RUNNING message, it will send out a NOTIFICATION-RUNNING message and switch to the RUNNING state. Else, it stays in the READY state. A sensor in the READY state would also apply the same process if it finds out that it has not heard from one of its sensing neighbours within some $t_{\text{active}}$ time, i.e., this neighbour depleted its entire energy. Thus, each sensor in the RUNNING state should broadcast an ALIVE message after each $t_{\text{active}}$ time. We assume that each sensor remains active for at least $t_{\text{active}}$ time.

### 5.6.3 Tri-DIRACC$_k$ Versus Self-DIRACC$_k$

As can be seen, Tri-DIRACC$_k$ benefits well from the result of Theorem 5.4 in the sensor selection process. Indeed, each sensor prioritizes sensors located in the lenses of its sensing disk, and hence the latter is guaranteed to be $k$-covered with a minimum number of sensors. However, Self-DIRACC$_k$ does not exploit Theorem 3 since each sensor only checks whether each of the six Reuleaux triangles forming its sensing disk is $k$-covered. Thus, we can conclude that Self-DIRACC$_k$ would require more active sensors than Trig-DIRACC$_k$ to fully $k$-cover a field. On the other hand, Tri-DIRACC$_k$ requires total coordination between sensors in the sense that when a sensor receives a message from another sensor to become active, it should satisfy its request and turn itself on. Therefore, Trig-DIRACC$_k$ introduces more control overhead than Self-DIRACC$_k$. We anticipate that in general Trig-DIRACC$_k$ outperforms Self-DIRACC$_k$ with respect to the total energy consumption to achieve complete $k$-coverage of a field, and hence yields higher network lifetime.

### 5.7 Relaxation of Assumptions

The design of our connected $k$-coverage protocols is based on the unit disk model and homogeneous sensor model. Although these assumptions are the basis for most of the coverage and connectivity protocols in wireless sensor networks, they may not be valid in real-world wireless sensor network platforms. In this section, we relax these assumptions to promote the use of our protocols in real-world applications.

#### 5.7.1 Relaxing the Unit Disk Model

Cao et al. [54] found that the sensing range of the sensors is non-isotropic. Also, it was found that the communication range of MICA motes is asymmetric and depends on the environments [221] and that the communication range of radios is
highly probabilistic and irregular [224]. For problem tractability, we consider a
convex model, where the communication and sensing ranges of sensors are homog-
eneous and convex but not necessarily circular.

Lemmas 5.4 and 5.5 correspond to Theorems 5.2 and 5.3, respectively. Their
proof is literally the same as that in Sect. 5.2.2 by exploiting the notion of the largest
enclosed disk.

Let \( r_{led} \) be the radius of the largest enclosed disk of the sensing range of the
sensors.

Lemma 5.4: Let \( k \geq 3 \). A field is guaranteed to be \( k \)-covered if for any slice of
width \( r_{led} \) in a field, there is at least one adjacent slice of width \( r_{led} \) such that their
lens contains at least \( k \) active sensors.

Lemma 5.5: Let \( k \geq 3 \). The minimum sensor spatial density required to fully \( k \)-
cover a field by homogeneous sensors with convex sensing ranges but not neces-
sarily circular is equal to

\[
\lambda (r_{led}, k) = \frac{6k}{(4\pi - 3\sqrt{3}) r_{led}^2}
\]

Now, we discuss how CERACC\( _k \), T-CRACC\( _k \), D-CRACC\( _k \), Trig-DIRACC\( _k \), and
Self-DIRACC\( _k \) can be implemented using the convex sensing model. The unit of
slicing, i.e., Reuleaux triangle, has a width equal to \( r_{led} \). Any other processing re-
mains the same for each of those four protocols. Hence, the assumption of the unit
disk model can be easily relaxed with the help of the notion of the largest enclosed
disk of the sensing range of the sensors.

5.7.2 Relaxing the Sensor Homogeneity Model

Real-world sensing applications [107] may require heterogeneous sensors in terms
of their sensing and communication capabilities to enhance the reliability of the
network and extend its lifetime [209]. Even sensors equipped with identical hard-
ware may not always have the same sensing model. In this section, we consider
heterogeneous sensors with different yet convex sensing and communication
ranges.

Lemmas 5.6 and 5.7 correspond to Theorems 5.2 and 5.3, respectively.

Lemma 5.6: Let \( k \geq 3 \). A field is guaranteed to be \( k \)-covered if for any slice of
width \( r_{led,min} \) in a field, there is at least one adjacent slice of width \( r_{led,min} \) such that
their lens contains at least \( k \)-active sensors.

Lemma 5.7: Let \( k \geq 3 \). The sensor spatial density that is necessary for \( k \)-coverage
of a field by heterogeneous sensors with convex sensing ranges is given by

\[
\lambda (r_{led,min}, k) = \frac{6k}{(4\pi - 3\sqrt{3}) r_{led,min}^2}
\]
where \( r_{\text{led}}^{\text{min}} \) is the minimum radius of the largest enclosed disks of the sensing ranges of the sensors.

In the case of CERACC\(_k\), T-CRACC\(_k\), and D-CRACC\(_k\), the sink has to slice a field into slices of width \( r_{\text{led}}^{\text{min}} \) and apply the same processing as in Sect. 5.2.2. For Trig-DIRACC\(_k\) and Self-DIRACC\(_k\), each sensor needs to consider its largest enclosed disk and run the same steps as in Sect. 5.2.2. Thus, the assumption of homogeneous sensors can also be relaxed with slight updates to our protocols.

Both protocols should consider \( r_{\text{led}}^{\text{min}} \) instead of \( r \) when the sensors decompose their sensing ranges to \( k \)-cover them. Notice that if a single sensor with a very small sensing range is deployed, the network would have a large number of active sensors. Thus, it is necessary that Trig-DIRACC\(_k\) and Self-DIRACC\(_k\) adapt the sensor density to the sensing ranges of sensors in the area. Due to space limitations, we will address this issue in our future work.

5.8 Performance Evaluation

In this section, we present the simulation results of our protocols using a high-level simulator written in the C programming language. First, we specify the simulation environment as well as the energy consumption model that we use. Then, we present the simulation results with respect to several parameters.

5.8.1 Simulation Settings

We consider a square field of side length \( 1000 \text{m} \). We use the energy model given in [211], where the sensor energy consumption in transmission, reception, idle, and sleep modes are 60 mW, 12 mW, 12 mW, and 0.03 mW, respectively. Following [218], the energy required for a sensor to stay idle for 1 s is equivalent to one unit of energy. We assume that the initial energy of each sensor is 60 J enabling a sensor to operate about 5000 s in reception/idle modes [211]. All simulations are repeated 200 times and the results are averaged.

5.8.2 Simulation Results

In this section, we present the simulation results of our protocols. Figure 5.17 shows the sensor density versus the coverage degree \( k \), where the radius \( r \) of the sensing range of sensors is fixed to \( r = 25 \text{m} \). The sensor density increases with \( k \) for a fixed \( r \), as expected. As can be seen, the four protocols yield a sensor density closer to the one given in Theorem 5.3. Also, CERACC\(_k\) outperforms all other protocols while Trig-DIRACC\(_k\) uses more sensors than these protocols due to its distributed nature. Figure 5.18 plots the sensor density versus \( r \) with \( k = 3 \). We
Fig. 5.17 $\lambda(r,k)$ vs. $k$

Fig. 5.18 $\lambda(r,k)$ vs. $r$
Fig. 5.19 Number of active sensors vs. number of deployed sensors ($k$ variable)

Fig. 5.20 Number of active sensors vs. number of deployed sensors ($r$ variable)
Fig. 5.21 $k$ vs. number $n_a$ of active sensors

Fig. 5.22 Remaining energy vs. time
observe that the sensor density decreases with $r$ for a fixed $k$. Likewise, the four protocols require a sensor density closer to the one computed in Theorem 5.3.

Figures 5.19 and 5.20 show the number of active sensors versus the total number of deployed sensors for Trig-DIRACC$_k$. In Fig. 5.19, we consider different values of $k$, while in Fig. 5.20, we consider different values of $r$. For higher values of $k$, more sensors need to be active to achieve the required coverage. However, for higher values of $r$, less number of sensors is needed to $k$-cover a field. In both experiments, the number of active sensors does not depend on the number of deployed sensors but only on $k$ and $r$.

Figure 5.21 shows the degree $k$ of coverage versus the total number $n_a$ of active sensors for Trig-DIRACC$_k$. Notice that $k$ increases with $n_a$. Also, for the same $n_a$, $k$ increases quickly as $r$ increases as a larger region of the field would be covered.

Figure 5.22 shows that the total remaining energy of the sensors in the four protocols decreases smoothly (in this experiment, the number of deployed sensors is 16,000). Notice that the centralized protocol CERACC$_k$ consumes less energy than all other protocols while the distributed protocol for Trig-DIRACC$_k$ consumes the highest amount of energy. Thus, CERACC$_k$ yields longer network lifetime than Trig-DIRACC$_k$. This shows the advantage of our centralized protocol (CERACC$_k$) over the distributed one (Trig-DIRACC$_k$). Indeed, the number of messages needed by CERACC$_k$ to distribute the optimal schedule to the selected sensors may be less than that required by Trig-DIRACC$_k$ due to the periodic messages exchanged by sensors to coordinate their mission for $k$-coverage of a field.

![Graph showing sensor density vs. coverage degree](image)

**Fig. 5.23** Trig-DIRACC$_k$ vs. Self-DIRACC$_k$ (Sensor density vs. coverage degree)
Fig. 5.24 Trig-DIRACC\(_k\) vs. Self-DIRACC\(_k\) (Sensor density vs. sensing range)

Fig. 5.25 Trig-DIRACC\(_k\) vs. Self-DIRACC\(_k\) (total remaining energy vs. time)
Fig. 5.26 Self-DIRACC$k$ compared to CCP ($k$ vs. $n_a$)

Fig. 5.27 Self-DIRACC$k$ compared to CCP (remaining energy vs. time)
As discussed earlier in Sect. 5.6.3, all the plots in Figs. 5.23–5.25 match our expectation. They show that Trig-DIRACC\(_k\) is slightly more energy-efficient than Self-DIRACC\(_k\) in terms of the necessary total number of active sensors to fully \(k\)-cover a field (Figs. 5.23 and 5.24) as well as the network lifetime (Fig. 5.25).

### 5.8.3 Comparison of Self-DIRACC\(_k\) with CCP

In this section, for fair comparison with the CCP protocol [205], we compare Self-DIRACC\(_k\). Indeed, both CCP and Self-DIRACC\(_k\) share the same idea in the sense that the sensors decide whether they turn active based on the result of their coverage eligibility algorithm (for CCP) and \(k\)-coverage candidacy algorithm (for Self-DIRACC\(_k\)). The CCP protocol provides different degrees of full coverage of a convex region. CCP was the first protocol that discussed \(k\)-coverage and connectivity within a unified framework. It was proved that coverage implies connectivity when \(R \geq 2r\) [205]. Hence, no other mechanism would be necessary to guarantee connectivity. However, CCP was integrated with a topology maintenance protocol, called SPAN [59], to provide both coverage and connectivity guarantees when \(R < 2r\). Recall that a convex region \(A\) is \(k\)-covered in CCP if all intersection points between sensing disks of sensors and between sensing disks of sensors and \(A\)’s boundary are at least \(k\)-covered.

![Fig. 5.28 Self-DIRACC\(_k\) compared to CCP (\(n_a\) vs. \(R\))](image.png)
Figure 5.26 plots the degree $k$ of coverage versus the number $n_a$ of active sensors for Self-DIRACC$_k$ as compared to CCP. It shows that Self-DIRACC$_k$ requires less active sensors than CCP to achieve the same degree of coverage, thus yielding significant energy savings. This is due not only to a higher number of active sensors required by CCP, and hence an additional energy spent in sensing, but also to the communication overhead caused by the exchange of messages between active sensors running CCP to coordinate among themselves and provide the requested $k$-coverage service. Thus, CCP consumes more energy than Self-DIRACC$_k$ as shown in Fig. 5.27. Note that while CCP requires SPAN to provide connectivity between active sensors when $R < 2r$, Self-DIRACC$_k$ does not need such a topology maintenance protocol as all it requires is $R \geq r$, thus providing connectivity when $k$-coverage is guaranteed. Indeed, Self-DIRACC$_k$ is based on the analysis of sensors’ sensing range to provide $k$-coverage.

Figure 5.28 plots $n_a$ versus $R$ with $r = 30$ m, while Fig. 5.29 plots $n_a$ versus $r$ for different ratios $\alpha = R / r$, where $\alpha \geq 1$. In both cases, we fix $k = 3$. Given that $\alpha \geq 1$, any increase in the communication range of sensors would not have any impact on the performance of Self-DIRACC$_k$. It would, however, affect the performance of CCP. As can be observed, $n_a$ decreases as $R$ increases. Indeed, SPAN would require less number of sensors to maintain connectivity between active sensors as $R$ increases. However, at some point (surprisingly enough, this
point corresponds to \( R \geq 2r \), the number \( n_a \) of active sensors required for \( k \)-coverage does not decrease any further. Indeed, when \( R \geq 2r \), SPAN is not needed at all as both \( k \)-coverage and \( R \geq 2r \) would guarantee connectivity. Similarly, the performance of CCP improves as the ratio \( \alpha \) increases (Fig. 5.29), i.e., \( R \) increases. That is, less number of active sensors is needed to provide \( k \)-coverage and connectivity.

5.9 Related Work

A variety of configuration protocols for coverage and connectivity in wireless sensor networks have been proposed in the literature with a goal to extend the network lifetime. In this section, we review a sample of these configuration protocols.

Adlakha and Srivastava [2] addressed the issue of determining the required number of sensors to achieve full coverage of a desired region. Precisely, they proposed an exposure-based model to find the sensor density based on the physical characteristics of the sensors and the properties of the target. Kumar et al. [128] showed that the minimum number of sensors needed to achieve \( k \)-coverage with high probability is approximately the same regardless of whether the sensors are deployed deterministically or randomly, if the sensors fail or sleep independently with equal probability. Shakkottai et al. [177, 178] gave necessary and sufficient conditions for 1-covered, 1-connected wireless sensor grid network. Also, they proposed a variety of algorithms to maintain connectivity and coverage in large wireless sensor networks. Sohrabi et al. [180, 181] proposed two self-assembly mechanisms for WSNs based on clustering, dual network clustering and Rendezvous clustering algorithm, at the link layer for efficient interconnection of clusters and, hence, end-to-end connectivity.

Kumar et al. [127] established an optimal deployment pattern for achieving \( k \)-barrier coverage, developed efficient global algorithms for checking \( k \)-barrier coverage of a given region, and showed the non-existence of localized algorithms for testing the existence of global barrier coverage [127]. To address this limitation, Chen et al. [61] proposed localized algorithms so sensors can locally determine the existence of local barrier coverage. Moreover, Kumar et al. [129] proposed optimal polynomial-time algorithms to solve the sleep-wakeup problem for the barrier coverage model using sensors with equal and unequal lifetimes.

Ai and Abouzeid [3] proposed a directional sensors-based approach for network coverage, where the coverage region of a sensor depends on its location and orientation. Li et al. [139] proposed efficient distributed algorithms to optimally solve the best-coverage problem with the least energy consumption. Megerian et al. [156, 158] proposed optimal polynomial time worst-and average-case algorithms for coverage calculation based on the Voronoi diagram and graph search algorithms. Huang and Tseng [108] presented polynomial-time algorithms, in terms of the number of sensors, for the coverage problem formulated as a decision problem. Abrams et al. [1] proposed a distributed algorithm to partition a wireless sensor network into \( k \) covers, each of which contains a subset of sensors that is activated in a round-robin fashion such that as many areas are monitored as
frequently as possible. Comprehensive surveys of a variety of approaches on energy-efficient coverage problems can be found in [55, 90].

Xing et al. [205] proposed the first combined study on $k$-coverage and connectivity and proved that if the radius of the communication ranges of sensors is double the radius of their sensing ranges, the network is connected provided that sensing coverage is guaranteed. Also, they computed the network connectivity based on whether the disconnected node is boundary or interior, and proposed a network configuration protocol based on the degree of coverage of the sensing application. Yang et al. [207] formalized the $k$-coverage set and the $k$-connected coverage set problems in terms of linear programming and proposed two non-global solutions for them. Bai et al. [37] proposed an optimal deployment strategy to achieve both full coverage and 2-connectivity regardless of the relationship between communication and sensing radii of the sensors. Huang et al. [110] studied the relationship between coverage and connectivity of wireless sensor networks and proposed distributed protocols to guarantee both their coverage and connectivity. Zhang and Hou [218] proposed a distributed algorithm to keep a small number of active sensors in a network regardless of the relationship between sensing and communication ranges. Tian and Georganas [185] proved that if the original network is connected and the identified active nodes can cover the same region as all the original nodes, then the network formed by the active nodes is connected when the communication range is at least twice the sensing range. Yener et al. [212] proposed a probabilistic Markov model to solve the problem of minimizing power consumption in each sensor while ensuring coverage and connectivity.

Gupta et al. [96] proposed centralized and distributed algorithms for connected sensor cover so the network can self-organize its topology in response to a query and activate the necessary sensors to process the query. Datta et al. [71] proposed two self-stabilizing algorithms to the problem of minimal connected sensor cover [96]. Zhou et al. [222] proposed a distributed and localized algorithm using the concept of the $k^{th}$-order Voronoi diagram to provide fault tolerance and extend the network lifetime, while maintaining a required degree of coverage. Cortes et al. [67] designed control and coordination algorithms for a multi-vehicle network with limited sensing and communication capabilities. Also, Liu et al. [144] proposed adaptive, distributed, and asynchronous coverage algorithms for mobile sensing networks. Moreover, they proved that mobility can be used to improve coverage in wireless sensor networks.

5.10 Summary

In this chapter, we studied the problem of connected $k$-coverage in wireless sensor networks, where each location in a field is covered by at least $k$-active sensors while all active sensors are being connected [15, 22]. First, we characterized $k$-coverage of a field based on a geometric analysis of the intersection of sensing disks of $k$ sensors. We proved that $k$-coverage implies connectivity between active sensors when the communication range of the sensors is at least equal to their sensing range. By looking at real sensor node platforms, it is always the case that the communication range of the sensors is higher than their sensing range, and
hence our argument is always valid. Indeed, Tables I and II given in [218] show
the communication range of Berkeley motes is much higher than the sensing range
of several typical sensors, and hence support our argument. We also proved that a
sufficient condition of $k$-coverage of a field is that the minimum sensor
spatial density depends only on $k$ and the sensing range of the sensors. Moreover,
we proposed centralized (CERACC$_k$), pseudo-distributed (T-CRACC$_k$ and
D-CRACC$_k$), and fully distributed (Trig-DIRACC$_k$) protocols to solve the con-
nected $k$-coverage problem in wireless sensor networks. Also, we proposed a fully
distributed, self-scheduling protocol, called Self-DIRACC$_k$, where each sensor
turns itself on if its sensing range is not $k$-covered. This approach is different from
that of Trig-DIRACC$_k$, where each sensor selects a necessary number of sensors to
become active in order to $k$-cover its sensing range. Despite the fact that Trig-
DIRACC$_k$ requires coordination between the sensors to $k$-cover their sensing
ranges, thus introducing additional control overhead, we found through simula-
tions that Trig-DIRACC$_k$ outperforms Self-DIRACC$_k$ with regard to the necessary
number of active sensors for full $k$-coverage of a field and network lifetime. We
also extended our analysis by relaxing several widely used assumptions in
$k$-coverage configuration in wireless sensor networks. We also extended our
analysis by relaxing the assumptions of the unit sensing disk model and homoge-
nenous sensor. These relaxations have helped us handle the convex sensing model
and heterogeneous wireless sensor networks, and hence promote the use of our
protocols in real-world applications. Our simulation results show that Self-
DIRACC$_k$ is more energy-efficient than CCP [205], with respect to the number of
active sensors required for $k$-coverage and network lifetime.
Chapter 6
Heterogeneous and Mobile Connected k-Coverage in Two-Dimensional Deployment Fields

This chapter introduces our solution to the problem of connected $k$-coverage in heterogeneous two-dimensional wireless sensor networks, where the sensors do not necessarily have the same capabilities. Also, it discusses our solution to the same problem in mission-oriented mobile wireless sensor networks, which are deployed in two-dimensional fields that could have more than one monitoring task, i.e. mission, to be accomplished. Specifically, it focuses on how to fully $k$-cover a region of interest in a field using a minimum number of mobile sensors while minimizing the total energy consumption, which is due to the mobility of the sensors as well as their communication in order to successfully accomplish their specific mission.

6.1 Introduction

In real-world applications, wireless sensor networks are composed of heterogeneous sensors which do not necessarily have the same capabilities in terms of their sensing range, communication range, initial energy, computation, storage, etc. These networks have a potential to increase the network lifetime and reliability without causing significant increase in their cost [209]. For instance, Intel deployed two types of sensors, namely line-powered and battery-powered sensors, in the design of a pilot application of sensor nets in order to monitor the health of mechanical equipment in its fabrication plants [126]. While line-powered sensors can be attached to pumps and motors in the fabrication plant, battery-power sensors can be used to reduce installation cost and complexity. Indeed, Yarvis et al. [209] presented several analytical, simulation, and real testbed results showing the potential benefit and impact of energy and link heterogeneity on sensor nets, where all the sensors report their sensed data to a single sink.

In addition to sensor heterogeneity, sensor mobility is another interesting feature that enables the design of mission-oriented mobile wireless sensor networks. These types of networks can be viewed as distributed and dynamic systems, where the sensors are mobile, autonomous, and interacting with each other to accomplish a specific mission in a region of interest in a field. In this type of network, these distributed sensors should be continuously self-organizing, especially for connected coverage of a region of interest and sensed data gathering, so they can achieve the goals of the mission in a dynamic and collaborative manner while minimizing their energy consumption. Also, sensor mobility should be purposeful
and traded off against the goals of the mission. In particular, this mobility should be energy-aware given the scarce energy resources of the individual sensors.

In this chapter, we investigate the problem of connected $k$-coverage in heterogeneous wireless sensor networks [28], where the sensors that mainly differ by their sensing and communication ranges as well as their initial energy. Although the connected $k$-coverage problem in sensor nets has been studied extensively in the literature [37, 74, 96, 110, 184], most existing studies focused on homogeneous sensor nets, where all the sensors have the same capabilities with regards to their storage, computational power, sensing range, communication range, initial energy, etc. Similarly, the problem of $k$-coverage-preserving scheduling (or sensor duty-cycling) in homogeneous sensor nets has gained considerable attention [22, 196, 205, 207, 218, 228]. However, this type of sensors poses a severe restriction on the design of real-life sensing applications as all the sensors are required to have the same power with respect to all of their features, including sensing, communication, and energy.

Furthermore, we address the problem of mobile connected $k$-coverage in mission-oriented wireless sensor networks under the following requirements [27]:

- **On-demand $k$-coverage**: A region of interest in a field should be $k$-covered, where $k \geq 3$, whenever needed. Consequently, a region of interest to be $k$-covered does not have to be the same all the time, and hence may change.
- **Connectivity**: The sensors should be maintained connected for the correct network operation.
- **Mobility**: The sensors should be able to move to designated locations in a region of interest to ensure its $k$-coverage whenever necessary.

The remainder of this chapter is organized as follows. Section 6.2 solves the problem of connected $k$-coverage in heterogeneous two-dimensional wireless sensor networks. Section 6.3 solves the problem of mobile connected $k$-coverage in mission-oriented wireless sensor networks. Section 6.4 reviews related work. Section 6.5 summarizes the chapter.

### 6.2 Heterogeneous Connected $k$-Coverage

In real-world applications, sensor nets may have sensors with different capabilities, thus increasing the network reliability and lifetime [209]. In this section, we focus on heterogeneous $k$-covered sensor nets. More precisely, we exploit the results of Chap. 5 for generating energy-efficient connected $k$-coverage configurations using heterogeneous sensors. Using a geometric approach, we characterize $k$-coverage of a field with homogeneous sensor nets and derive a tight condition to ensure $k$-coverage. Then, we use this characterization for heterogeneous sensor nets. Our sensor net could have more than two types of sensors, which could be either randomly or pseudo-randomly deployed in a circular field. Also, we propose centralized (whenever possible) and distributed connected $k$-coverage protocols for heterogeneous sensor nets. To the best of our knowledge, this chapter provides
the first analysis and design of centralized and distributed protocols for connected $k$-coverage in heterogeneous sensor nets. More importantly, our proposed framework is more general in the sense that it can be applied to both homogeneous and heterogeneous sensor nets.

6.2.1 Random Deployment Approach

In this section, we assume that all the sensors are randomly deployed in a circular field. Next, we discuss the feasibility of centralized and distributed connected $k$-coverage protocols.

6.2.1.1 Centralized Connected $k$-Coverage Protocol

The design of centralized protocols for $k$-coverage in heterogeneous sensor nets, where the sensors are randomly deployed, poses a major challenge. Indeed, a central gathering node, such as the sink, could be responsible for designating a subset of sensors to remain active in a given scheduling round (or simply round) to achieve $k$-coverage of a field. However, it is almost impossible to select a small number of sensors to $k$-cover a field. In fact, there is no unique solution to obtain a slicing grid of a field (Chap. 5, Fig. 5.4), i.e., slice a field into overlapping Reuleaux triangles, given that the sensors are heterogeneous. In particular, there are two extreme schemes for slicing a field:

Scheme 1: It accounts for the least powerful sensors in terms of their sensing range. Thus, a field would be sliced into overlapping Reuleaux triangles of width $r_{\text{min}}$, the smallest radius of the sensing ranges of the sensors. This solution, however, would lead to over $k$-coverage situation, where some regions in the field are denser with sensors than others, and hence more than $k$-covered, i.e., using more than enough sensors. This is highly likely to occur when most of the selected sensors have sensing ranges whose radii are greater than $r_{\text{min}}$.

Scheme 2: It accounts for the most powerful sensors, thus slicing a field into overlapping Reuleaux triangles of width $r_{\text{max}}$, the largest radius of the sensing ranges of the sensors. Unfortunately, this scheme would lead to under $k$-coverage situation, where some regions in the field are less than $k$-covered. Likewise, this is highly likely to arise when most of the selected sensors have sensing ranges whose radii are less than $r_{\text{max}}$.

Both problems in the design of centralized connected $k$-coverage protocols are due to pure deployment randomness and sensor heterogeneity. Thus, we focus on the design of a distributed protocol for heterogeneous sensors (R-Het-DCC$^*_k$).

6.2.1.2 Distributed Connected $k$-Coverage Protocol (R-Het-DCC$^*_k$)

Overview: Each sensor $s_i$ randomly slices its sensing range into six overlapping Reuleaux triangles of width equal to $r$, the radius of $s_i$’s sensing range. Based on the result of Theorem 5.2 in Chap. 5, a sensor $s_i$ randomly picks one of the
three-lens flowers (as shown in Fig. 6.1) and checks whether its sensing range is $k$-covered. A sensor starts first by choosing the sensors located in the three lenses of the selected three-lens flower to remain active and $k$-cover its sensing range based on their remaining energy and the radii of their sensing ranges. Specifically, a sensor $s_i$ selects $k$ sensors from each of the lenses of the three-lens flower whose radii of their sensing ranges are at least equal to $r_i$, the radius of the sensing range of $s_i$. Then, it activates them by sending AWAKE messages. When a sensor receives an AWAKE message, it becomes active and broadcasts a NOTIFICATION message to inform all its neighbours. Every sensor keeps track of its active neighbours. Also, a sensor will turn itself active if its sensing range is not $k$-covered.

Next, we propose an efficient deployment strategy, where the sensors are pseudo-randomly deployed in the field, in order to exploit the benefits of heterogeneity.
6.2.2 Pseudo-random Deployment Approach

In [17], we investigated the energy sink-hole problem in static sensor nets, where sensors located nearer a static sink are heavily used in forwarding data to it, thus suffering from severe energy depletion. To alleviate this problem, we considered a circular field and proposed a deployment approach using heterogeneous sensors with regard to their initial energy only. These sensors are assigned to the bands of the deployment field in such a way that they all deplete their initial energy at the same time. Each of these bands has a width equal to \( R \), the radius of the communication range of the sensors, since we focused on data forwarding. Also, each band has homogeneous sensors. But any two bands in the field have heterogeneous sensors. Moreover, the difference between the amounts of energy in two adjacent bands should verify certain ratio so all the sensors in the network deplete their initial energy at the same time. A fine description of our multi-tier architecture can be found in [17].

In this chapter, we focus on the problem of connected \( k \)-coverage, and we further assume that the sensors have different radii of sensing and communication ranges. As demonstrated in [17], the most powerful sensors should be located nearer the sink. Thus, we slice a circular field \( (C_p) \) into \( n \) bands of strictly decreasing widths starting from the inmost band. Assume that the minimum and maximum radii of the sensing range of the sensors are \( r_{\text{min}} \) and \( r_{\text{max}} \), respectively, and that the radius of the field is \( D \). We also assume that the difference in width between any two adjacent bands is \( d_w \). More specifically, the inmost band, denoted by \( b_1 \), has a width equal to \( r_{\text{max}} \) while the outmost band, denoted by \( b_n \), has a width equal to \( r_{\text{min}} \) as shown in Fig. 6.2. It is important to design energy-efficient connected \( k \)-coverage protocols that help extend the network lifetime when sensed data routing is considered. That is, these protocols should be designed to be used later on when a network designer wishes to build a uniform framework that jointly considers sensor duty-cycling for connected \( k \)-coverage, and data forwarding on duty-cycled sensors. In fact, the ultimate goal of the design of sensor nets is to monitor an environment and generate sensed data to be forwarded to the sink for further analysis and processing. As stated in the beginning of this section, to alleviate the problem of the energy sink-hole problem in static sensor nets, it is necessary that the most powerful sensors should be deployed near the sink as they are heavily used in data forwarding to the sink.

The motivation behind decomposing a field into bands with such widths is the fundamental result stated by Xing et al. [205]. Precisely, they proved that a sensor net is surely connected when the radius of the communication range of the sensors is at least equal to double the radius of their sensing range provided that coverage is guaranteed. In our heterogeneous sensor deployment strategy, the width \( w_j \) of a given band \( b_j \) is computed such that the radius \( R_j \) of the communication range of any sensor \( s_j \) placed in \( b_j \) should be at least equal to the sum of the width of \( b_j \) and its adjacent predecessor band \( b_{j-1} \). That is, \( R_j \geq w_j + w_{j-1} \), where \( j \geq 2 \), \( w_j = r_j \) and \( w_{j-1} = r_{j-1} = r_j + d_w \), with \( r_j \) being the radius of the sensing range of any sensor \( s_{j-1} \) located in band \( b_{j-1} \) and \( d_w \) is the difference in width between bands \( b_j \) and \( b_{j-1} \).
discussed earlier. We should recall that the width of the inmost band $b_1$ is $r_{\text{max}}$ and that of the outmost band $b_n$ is $r_{\text{min}}$. Figure 6.2 illustrates this discussion. This design ensures network connectivity to enable communication between the sensors and facilitate forwarding of the sensed data generated by the sensors towards the sink. This issue becomes clearer when a geographic forwarding protocol is built on top of our connected $k$-coverage protocols. Our sensor deployment approach is hierarchical due to the presence of multiple bands (or layers) forming the deployment field. Moreover, it is pseudo-random in the sense that the sensors are supposed to be deployed densely and randomly within each band while ensuring that the sensors in any pair of bands in the circular field are heterogeneous. Our sensor deployment approach is designed in a way that all the sensors placed in the band $b_j$ are homogeneous and hence have the same sensing range whose radius is equal to $r_{\text{max}} - (j - 1) \times d_w$, where $d_w > 0$ and $r_{\text{max}} > r_{\text{min}}$, such that the following system of equations is satisfied, where $n$ designates the number of bands forming the circular field, and hence the number of types of sensors in the heterogeneous sensor net:

\[
\begin{align*}
  r_{\text{min}} + (n - 1) \times d_w &= r_{\text{max}} \\
  n \times r_{\text{min}} + n \times (n - 1) \times d_w / 2 &= D
\end{align*}
\]

with $n$ and $d_w$ being the only unknowns in the above equations. This is a valid assumption since we know only the capabilities of the sensors in terms of their sensing range, namely $r_{\text{max}}$ and $r_{\text{min}}$, and the radius of the circular field $D$. Therefore, knowing $r_{\text{max}}$, $r_{\text{min}}$, and $D$, it is easy to check that there is a unique solution $(n,d_w)$ to the above equations. For instance, assume that we have $r_{\text{min}} = 1$, $r_{\text{max}} = 3$, and $D = 16$, we get $n = 8$ and $d_w = 2/7$. In the following sections, we describe in detail both of our centralized and distributed connected $k$-coverage configuration protocols which exploit the characteristics of the sensors in their respective bands.

### 6.2.2.1 Centralized Connected $k$-Coverage Protocol (PR-Het-CCC$_k$)

Generally, the sink is attached to an infinite source of energy, such as a wall outlet, and thus has no energy limitation. Thus, the single-point failure problem does not exist when the sink plays any particular role as the battery depletion problem for the sink cannot arise. In our centralized protocol, we assume that the sink is responsible for randomly decomposing each of these bands into overlapping Reuleaux triangles. This implies that the sink is aware of the locations of all the sensors in the network. Moreover, we assume that every sensor knows the id of the band it belongs to. Then, the sink applies the result of Theorem 5.2 in Chap. 5 to select a subset of sensors to $k$-cover each of these bands with a small number of sensors. The sensor will have to send a request to each band, where it specifies a band id and the ids of a subset of sensors located in that band so they remain active to $k$-cover the underlying band. We assume that each sensor is uniquely identified by an id, i.e., an integer.

The sink performs these actions at the beginning of each round under the assumption that all the sensors are awake at the beginning of a round and during some time interval $t_{\text{awake}}$. This time $t_{\text{awake}}$ should be large enough so that any sensor in the outmost band would be able to receive any message (or request) sent by the sink and destined
to this band. This would help each of the sensors in the outmost band to check whether it has been designated by the sink to participate in the $k$-coverage of its band.

6.2.2.2 Distributed Connected $k$-Coverage Protocol (PR-Het-DCC$_k$)

We reuse the same distributed connected $k$-coverage protocol described in Sect. 5.5 in Chap. 5. Recall that all the sensors located in the same band have the same capabilities, including their sensing range. Therefore, a sensor $s_j$ located in a band $b_j$ randomly decomposes its sensing range into six overlapping Reuleaux triangle of width $r_j = r_{max} - (j - 1) \times d_w$, the radius of $s_j$'s sensing range (i.e., the width of the band $b_j$). The only difference with the protocol proposed in Sect. 5.5 in Chap. 5 is that a sensor $s_j$ would select from its three-lens flower only the sensors that are located either in its band $b_j$ or in its adjacent band $b_{j-1}$ to $k$-cover its sensing range. Indeed, the sensors located in $b_{j-1}$ have higher sensing range than $s_j$ and thus will be able to participate in the $k$-coverage of $s_j$’s sensing range when they are selected. This means that a sensor $s_j$ would select sensors from its band $b_j$ which have the same power as $s_j$ (especially their sensing range) or more powerful than $s_j$ (i.e., from the band $b_{j-1}$) to ensure $k$-coverage of its sensing range.

6.2.3 Performance Evaluation

In this section, we present the simulation results of our protocols using a high-level simulator written in C. We consider a circular field of radius $D = 1000$ m. We use the energy model in [211], where the sensor energy consumption in transmission, reception, idle, and sleep modes are 60 mW, 12 mW, 12 mW, and 0.03 mW, respectively. Following [218], the energy required for a sensor to stay idle for 1 s is equivalent to one unit of energy. We assume that the initial energy of each sensor is 60 J enabling it to operate about 5000 s in reception/idle modes [211]. All simulations are repeated 100 times and the results are averaged.

First, we compare both of our distributed connected $k$-coverage protocols for homogeneous sensor nets, denoted by R-Hom-DCC$_k$, where the sensors are homogeneous and randomly deployed, and R-Het-DCC$_k$ (where the sensors are heterogeneous and randomly deployed). Indeed, R-Hom-DCC$_k$ is similar to R-Het-DCC$_k$ except that the sensors use the same sensing range $r$. For R-Hom-DCC$_k$, we assume that the sensing range of the sensors is $r = 25$ m. On the other hand, for R-Het-DCC$_k$, the sensing range of the sensors is between $r_{min} = 25$ m and $r_{max} = 50$ m. As can be seen from Fig. 6.3, R-Het-DCC$_k$ outperforms R-Hom-DCC$_k$ as it requires less number of sensors for any coverage degree $k$. Indeed, the presence of more powerful sensors helps ensure $k$-coverage of a field with less number of active sensors. We obtained the same result with regard to energy expenditure, i.e., R-Het-DCC$_k$ consumes less energy than R-Hom-DCC$_k$. Due to space limitation, we have not presented it here.
Fig. 6.3 R-Het-DCC<sub>k</sub> vs. R-Hom-DCC<sub>k</sub>

Fig. 6.4 Comparison of PR-Het-CCC<sub>k</sub>, PR-Het-DCC<sub>k</sub>, and R-Het-DCC<sub>k</sub>
Figure 6.4 shows that our centralized protocol for pseudo-random deployment of heterogeneous sensors (PR-Het-CCC$_k$) outperforms our distributed protocol for pseudo-random deployment of heterogeneous sensors (PR-Het-DCC$_k$). Also, PR-Het-DCC$_k$ presents better results than our distributed protocol for random deployment of heterogeneous sensors (R-Het-DCC$_k$). This shows the impact of slicing the field into concentric circular bands and deploying sensors in those bands based on their capabilities. Indeed, it is expected that our centralized protocol PR-Het-CCC$_k$ has the best performance compared to all other protocols, namely PR-Het-DCC$_k$ and R-Het-DCC$_k$. This is mainly due to the absence of coordination between adjacent sensors to achieve $k$-coverage of their sensing ranges. The sink only needs to keep track of the locations of all the sensors as well as their remaining energy. Although there is some energy consumed to forward all requests of the sink to their destination sensors, it is less than the energy needed for the coordination between the sensors to select a small number of sensors to $k$-cover the field.

![Fig. 6.5 Decomposition of a square region of interest into Reuleaux triangles, where mobile sensors should be located in lenses to $k$-cover a region of interest](image)

### 6.3 Mobile Connected $k$-Coverage

In this section, we focus on connected $k$-coverage in mission-oriented mobile wireless sensor networks, where a region of interest needs to be fully $k$-covered while maintaining network connectivity with the goal to minimize the total number of sensors necessary to achieve $k$-coverage and minimize the total energy consumption due to sensor mobility and communication between all the sensors in the network. Indeed, the closest work to ours is the one proposed by Wang and Tseng [196], and hence we will compare our protocols to theirs. First, we present our pseudo-random placement strategy of the mobile sensors to $k$-cover a region of interest.

#### 6.3.1 Pseudo-random Sensor Placement

In this type of wireless sensor network, there must be a node that is aware of the mission objectives of the network in the monitored field. We assume that the sink
is aware of any region of interest in the field that needs to be $k$-covered and hence is responsible for computing the locations that should be occupied by the sensors in order to $k$-cover a region of interest. Moreover, it has been proved that the optimum location of the sink in terms of energy-efficient data gathering is the centre of the field [148]. Based on Theorem 5.2 in Chap. 5, the sink randomly decomposes a region of interest into overlapping Reuleaux triangles of width $r$ (or slices) such that two adjacent slices intersect in a region shaped as a lens as shown in Fig. 5.3 Chap. 5. Thus, each region of interest to be $k$-covered is sliced into regular triangles of side $r$ as shown in Fig. 6.5. The sink exploits the result of Theorem 5.2 in Chap. 5 so that a region of interest is $k$-covered by a small number of active sensors. Hence, it identifies the necessary lenses where the active sensors should be located and broadcast this information into the network. Precisely, each lens is uniquely identified by a pair of its extreme points. Figure 6.5a, b shows the lenses that should be occupied by mobile sensors to achieve energy-efficient $k$-coverage of the region of interest.

6.3.2 Sensor Mobility for $k$-Coverage of a Region of Interest

In the previous section, we showed how the sink computes the areas (or lenses) of a region of interest that should be occupied by mobile sensors to minimally $k$-cover the region. In this section, we describe two centralized and distributed protocols that decide which sensors move to these selected areas (or lenses) while minimizing the total energy consumption due to sensors movement. Next, we describe both protocols in details.

6.3.2.1 Centralized Approach for Mobile Sensor Selection (CAMSELE)

In addition to slicing the region of interest and determining its lenses where sensors should be placed, the sink selects the sensors that should move to occupy these lenses. To do so, the sink needs to be aware of the current locations of all the sensors. Also, the sink has to keep track of the remaining energy of each sensor in the network. Thus, the sink is required to maintain a database for all the sensors where each entry contains a sensor’s id, its current location, and remaining energy. This information can be gathered by the sink under the assumption that the sensors move only when they are requested by the sink. Indeed, knowing the current positions of the sensors and their closest target locations in the lenses, the sink can compute the energy consumption required to reach these target locations and update their remaining energy accordingly based on the energy model [196, 211] that will be stated in Sect. 6.3.3. Also, the sink can estimate the energy consumed by each sensor while monitoring a region of interest based on the same energy model [196, 211].

Using this approach, the sink would be able to select a small number of sensors to fully $k$-cover a region of interest. Moreover, the sink would be able to minimize the total energy consumption of the sensors introduced by their mobility by choosing the sensors closer to the target region of interest to $k$-cover it. However, the network should guarantee that all the sensors selected by the sink to move to their
target lenses receive the queries originated from the sink. For energy savings purposes, all queries are sent individually to all selected sensors. The sink will broadcast as many queries as the number of sensors necessary to $k$-cover a region of interest. Each query includes an id of a selected sensor and its target location $(x, y)_{\text{target}}$ in one of the lenses of a region of interest. Precisely, a query has the following structure: $\text{query} = \langle \text{id}, (x, y)_{\text{target}} \rangle$. When a sensor receives a query, it will decide whether to forward the query towards the selected sensor based on the location of the sink and the target location $(x, y)_{\text{target}}$ in the query. Our goal is to reduce the amount of unnecessary data transmission that would flood the network to save the energy of individual sensors, thus extending the network lifetime.

6.3.2.2 Distributed Approach for Mobile Sensor Selection (DAMSEL)

In the centralized approach, the sink is supposed to be aware of the status of all the sensors in the network with regard to their location and energy consumption. Although our centralized approach helps obtain the best schedule in terms of energy-efficient $k$-coverage and minimum energy consumption due to sensor movements, it would incur delay in the sensor selection phase especially for a large network that require a huge database for maintaining the current status of all the sensors in the network. In this section, we propose a distributed approach to remedy to this shortcoming.

In this approach, the sensors will cooperate with each other to move to the region of interest to $k$-cover it with a small number of sensors while minimizing the energy consumption introduced by their mobility. The sink will only specify the region of interest to be $k$-covered, which is supposed to be a square that is characterized by its centre $(x_0, y_0)$ and side length $a$. Thus, the sink will broadcast a unique query that has the following structure: $\text{query} = \langle(x_0, y_0), a \rangle$. Moreover, we assume that all the sensors generate the same slicing grid of the region of interest. This means that all the sensors deterministically generate the same reference triangle whose centre coincides with that of the region of interest. This would enable all the sensors to have the same set of lenses, each of which should be occupied with at least $k$ sensors. Also, each sensor is supposed to be moving at a constant speed until it reaches its destination in the lens it selected in the region.

**State Transition Diagram of DAMSEL.** At any time, a sensor can be in one of the three states: WAITING, WILLING, MOVING, SENSING/COMMUNICATING, or SLEEPING. A state transition diagram associated with DAMSEL and indicating the five possible states of a sensor and transitions between them is shown in Fig. 6.6. Next, we describe each of these five states of a sensor using the protocol DAMSEL:

- **Waiting**: At the beginning of each round for mobile sensor selection, all the sensors are waiting for a query for $k$-coverage of a region of interest. Upon receipt of a $k$-coverage query from the sink, a sensor switches to the Willing state provided that its remaining energy would allow it to move. If a sensor does not receive any query within time $t_{\text{waiting}}$, it will switch to the Sleeping state.
Willing: When a sensor receives a query, it computes the slicing grid for the region of interest and chooses the closest lens to which it intends to move. Then, it broadcasts a data packet, called WILLING_Msg, including its id, current location \((x,y)_{\text{current}}\), and target location \((x,y)_{\text{target}}\) in the selected lens in the region of interest, thus expressing its willingness to move to this lens. Precisely, this message has the following structure: \(\text{WILLING}_\text{Msg} = <\text{id},(x,y)_{\text{current}},(x,y)_{\text{target}}\rangle.\) While in the Willing state, if a sensor \(s_i\) receives at least \(k\) WILLING_Msg originated from \(k\) distinct sensors that are closer to the target lens than \(s_i\), the sensor \(s_i\) will simply discard its request and selects another target lens. If after some time \(t_{\text{willing}}\) a sensor finds itself unable to move to any of the first three closest lenses, it will simply give up and automatically switch to the Sleeping state.

Moving: If after some waiting time \(t_{\text{wait}}\) the sensor that broadcasted a WILLING_Msg does not receive at least \(k\) MOVING_Msg originated from \(k\) distinct sensors that would surely move to the underlying lens, it will decide to move to its selected lens and broadcast a MOVING_Msg, thus expressing its final decision to move to this lens. While moving, if a sensor \(s_i\) receives a WILLING_Msg from another sensor \(s_j\) that is closer to the target lens than \(s_i\), the sensor \(s_i\) will simply give up and let \(s_j\) move to this target lens. Then, the sensor \(s_i\) switches to the Sleeping state. This would guarantee that each lens is \(k\)-covered by the closest \(k\) sensors, thus avoiding wasting more energy due to sensor mobility.
• *Sensing/Communicating*: When a mobile sensor arrives at its target location in the selected lens, it will switch to the *Sensing/Communicating* state, where it would start sensing and communicating its sensed data to the sink. At the end of its sensing and communication activity in a region of interest, a sensor will move to the *Available* state for a new mobile sensor selection round.

• *Sleeping*: In this state, a sensor is neither communicating with any other sensor nor sensing a field, and thus its radio is turned off. However, after some time $t_{\text{sleeping}}$, it switches to the *Waiting* state in order to receive query messages.

### 6.3.2.3 How to Ensure Network Connectivity?

In this type of mission-oriented wireless sensor network, sensor mobility is necessary so any region of interest could be $k$-covered with a small number of sensors, where the degree of coverage $k$ depends on the mission to be accomplished. However, this mobility may not guarantee that the network remains connected all the times. Although the sensors coordinate between themselves to $k$-cover a region of interest, there is no coordination between them with regard to their locations so they remain connected during the network operation. To alleviate this problem, the sensors select some of them, called $dMULEs$, based on their remaining energy to act as data MULEs [176] to keep the network connected. The $dMULEs$ will transport messages on behalf of others and disseminate them to the other sensors in the network, thus enabling continuous communications between all the sensors including the sink. These messages could be either originated from the sink as queries to $k$-cover a region of interest or initiated from the sensors to coordinate their activity to achieve $k$-coverage of a region of interest. These $dMULEs$ will be used efficiently in the centralized approach for mobile sensor selection to gather information about the current locations of the sensors and inform the sink accordingly so it selects the closest ones to the region of interest to be $k$-covered. This helps minimize the necessary energy consumption for $k$-coverage due to sensor mobility.

### 6.3.3 Performance Evaluation

In this section, we present the simulation results of CAMSEL and DAMSEL using a high-level simulator written in the C language. We use the same energy model given in Sect. 6.2.3. For fair comparison with Wang and Tseng’s approach [196], we consider a square field of side length 600 m and a square region of interest of side length 300 m. Moreover, the *energy spent in moving* is given by $E_{\text{ms}}(d) = e^{\text{move}} \times d$, where $e^{\text{move}}$ is the energy cost for a sensor to move one unit distance, and $d$ is the total distance traveled by a sensor [196]. As stated in [196], $e^{\text{move}}$ is randomly selected in $[0.8 \ J, 1.2 \ J]$ and the moving speed of each sensor is $1 \ m/s$. Also, the sensing range of the sensors is equal to $20 \ m$. All the simulations are repeated 100 times and the results are averaged.
Fig. 6.7 CAMSEL compared to the result of Theorem 5.3 in Chap. 5

Fig. 6.8 DAMSEL compared to the result of Theorem 5.3 in Chap. 5
Figures 6.7 and 6.8 plot the number of sensors needed to $k$-cover a region of interest, where $r = 20$ m, for both CAMSEL and DAMSEL protocols. As can be seen from Figs. 6.7 and 6.8, CAMSEL and DAMSEL require a number of sensors for $k$-coverage that is close to its corresponding theoretical value computed in Theorem 5.3 in Chap. 5. Thus, both protocols perform well compared to the theoretical result given in Theorem 5.3.

![Graph showing number of sensors vs degree of coverage (k)](image)

**Fig. 6.9** CAMSEL compared to DAMSEL (Number of sensors)

However, CAMSEL slightly outperforms DAMSEL as shown in Fig. 6.9. Indeed, with CAMSEL, the sink has a global view of the network and hence computes a small number of sensors to $k$-cover a region of interest, while DAMSEL helps the sensors make their decision to participate in $k$-coverage based on their local knowledge of their neighbours, which varies due to sensor mobility. Also, DAMSEL requires higher energy consumption than CAMSEL (Fig. 6.10). With DAMSEL, more sensors are willing to move to ensure $k$-coverage of a region of interest. Due to the distributed nature of DAMSEL, a moving sensor will not always be able to know that other sensors, which are not currently located in its neighborhood, decided to participate in $k$-coverage of the underlying region of interest.

Figures 6.11 and 6.12 show that our protocol DAMSEL outperforms the protocol Competition [196] with respect to the number of sensors required for $k$-coverage as well as the corresponding total moving energy. Indeed, our approach provides a fine analysis for ensuring $k$-coverage of a region of interest with a small number of sensors based on Helly’s Theorem and the geometric properties of the Reuleaux...
Fig. 6.10 CAMSEL compared to DAMSEL (total remaining energy)

Fig. 6.11 DAMSEL compared to Competition (number of sensors)
triangle. In addition, the continuous collaboration between the sensors enables only a necessary number of sensors to move towards a region of interest to $k$-cover it.

### 6.4 Related Work

In this section, we describe approaches and protocols that have been proposed for heterogeneous as well as mobile wireless sensor networks. A special focus is on those on coverage and connectivity.

#### 6.4.1 Sensor Heterogeneity

While coverage and connectivity in homogeneous sensor nets has been studied well, heterogeneous sensor nets has received little attention. Wang et al. [194] proposed a fine analysis of coverage using two types of sensors with different capabilities and discussed the impact of heterogeneous sensing and communication ranges of the sensors on coverage and broadcast reachability. Duarte-Melo and Liu [78] focused on heterogeneous sensors equipped with different battery power in their analysis of a clustering approach. Precisely, they considered two sensor deployment strategies, where the first one includes type-I sensors, while the second one includes an overlay of type-II sensors, which are more powerful but fewer
in number. Then, they estimated the average network lifetime and quantified the optimal number of these type-II sensors, which act as cluster-heads. Moreover, they showed how to allocate the energy between the overlay sensors and normal sensors. Lazos and Poovendran [131, 132] discussed the coverage problem in heterogeneous sensor networks. They formulated the coverage problem as a set intersection problem and derived analytical expressions, which quantify the coverage achieved by stochastic coverage. Moreover, Lazos et al. [133] addressed the problem of detecting mobile targets using sensors that have heterogeneous sensing areas of arbitrary shape with a goal to increase the robustness of target detection. Specifically, they considered a deterministic sensor deployment strategy to maximize the probability of target detection. Ma et al. [150] proposed a resource-oriented protocol that implements a network topology according to the number of heterogeneous sensors as well as their specific resources and characteristics, such as radio coverage, power capacity, processing capabilities, and mobility attributes. Du and Lin [74] proposed a differentiated coverage algorithm for heterogeneous sensor nets. The motivation behind providing different degrees of sensing coverage for different regions is that different network areas do not have the same importance and hence some areas require higher coverage degree than others. Yuce et al. [214] proposed a heterogeneous sensor network system for monitoring physiological parameters from multiple patient bodies. Their system provides patients with mobility, and medical staff with flexibility in obtaining physiological data on the patients on-demand through the Internet. Mhatre et al. [159] considered a heterogeneous sensor net with two types of nodes which differ by their intensity (or average number per unit area) \((\lambda_0, \lambda_1)\) and their battery energy \((E_0, E_1)\). While type 1 nodes perform sensing, type 2 nodes perform sensing and act as cluster heads. Their study consists of computing the optimum node intensities \((\lambda_0, \lambda_1)\) and node energies \((E_0, E_1)\) that ensure connected coverage of the surveillance area with a high probability while guaranteeing a network lifetime of at least \(T\) units and minimizing the overall cost of the network.

### 6.4.2 Sensor Mobility

Recently, significant efforts have been focused on studying coverage using mobile wireless sensor networks. Sensor mobility has been recognized as an efficient way to guarantee better sensor deployment. Indeed, Liu et al. [144] proved that mobility of the sensors can be used to improve coverage. Their study showed that dynamic aspects of the coverage using mobile sensors depend on the process of sensor movement and that new stationary configurations that help improve coverage can be obtained once the sensors move to their desired locations. They characterized area coverage as a function of time and the detection time of a randomly located target. Wang et al. [193] proposed solutions to two related deployment problems in wireless sensor networks, namely sensor placement and sensor dispatch, in the presence of obstacles. For the first problem, they proposed a solution that considers arbitrary-shaped obstacles as well as arbitrary relationship between
the communication and sensing ranges of the sensors. For the second problem, they proposed centralized and distributed approaches. While the centralized one exploits the results for sensor placement and converts the dispatch problem to the maximum-weight maximum-matching problem whose objective function is minimizing the total energy consumption due to mobility or maximizing the average remaining energy of the sensors after movement, the distributed solution enables the sensors to compute their moving directions autonomously. Furthermore, Wang et al. [196] generalized their solutions to the sensor selection and dispatch problems [193] by considering multi-level coverage without obstacles. Yang and Cardei [206] dealt with the Movement-assisted Sensor Positioning (MSP) problem with a goal to increase the network lifetime. First, they proposed a solution to address the energy-hole problem caused around the sink by computing the desired non-uniform sensor density in the monitored area. Then, they proposed a centralized algorithm to relocate mobile sensors while satisfying the density requirement with minimum cost. Wu and Yang [203] proposed a method called Scan-based Movement-Assisted sensor deploymenT (SMART) to achieve a balance state by balancing the workload of the sensors while avoiding the communication-hole problem in wireless sensor networks. SMART uses clustering, where a rectangular deployment field is partitioned into 2D mesh, which also partitioned into 1D arrays by rows and columns, and each square area is assigned a cluster-head. These rows and columns are scanned to determine the overload and underload in clusters so the load is shifted from overloaded clusters to underloaded clusters in order to achieve a balance state. Wu and Yang [202] took a step further and proposed an optimal but centralized approach based on the Hungarian method to minimize the total moving distance. They also proposed non-optimal distributed solutions for the same purpose based on the scan-based approach in [203]. Rao and Kesidis [171] investigated mobility in mission-oriented wireless sensor networks, where a sensor moves to a location so it can perform any one or all the tasks better, and hence the notion of purposeful mobility. With this type of controlled mobility, Cao et al. [53] proposed techniques for mobility-assisted sensing and routing while considering the computation complexity, network connectivity, the energy consumption due to both mobility and communication, and the network lifetime. Wang et al. [192] addressed the problem of how to meet sensing coverage requirements using mobile sensors. They proposed a Grid-Quorum solution that locate the closest redundant sensors with low message complexity and relocate them in a timely, efficient and balanced way using cascaded movement. Du and Lin [76] proposed an approach to improve the performance of wireless sensor networks in terms of coverage, connectivity, and routing by introducing a few mobile sensors in addition to the static ones, which constitute the majority of the sensors in the network. Moreover, they proposed several schemes for effective sensor mobility that helps achieve the above-mentioned goals. Wang et al. [190] proposed a proxy-based approach that allows the sensors to move directly to their target locations and not a zig-zag way with a goal to provide satisfactory coverage. In harsh
environments, such as battlefields, sensor mobility helps ensure the required coverage, where mobile sensors can reach areas that cannot be reached by static sensors. Wang et al. [191] proposed a Voronoi diagram-based approach to detect coverage holes and three approaches, namely VEC (VEctor-based), VOR (VORnoi-based) and Minmax, each of which enables the sensors to move from densely deployed areas to sparsely deployed areas using less time, movement distance, and message complexity. Heo and Varshney [104] proposed distributed, energy-efficient deployment algorithms that employ a synergetic combination of cluster-structuring and a peer-to-peer deployment scheme. Also, they proposed an energy-efficient Voronoi diagram-based deployment algorithm. A comprehensive survey on node placement in wireless sensor networks can be found in [213].

6.5 Summary

In this chapter, we studied the problem of energy-efficient connected $k$-coverage in mission-oriented mobile wireless sensor networks [27]. First, we exploited the characterization of $k$-coverage of a region of interest based on the Helly’s Theorem and the geometric properties of the Reuleaux triangle, which is introduced in Chap. 5. Then, we also proposed centralized and distributed approaches for achieving $k$-coverage of a region of interest using mobile sensors. In the centralized approach, the sink is responsible for slicing a region of interest into slices and designating a set of sensors to be moving to the selected lenses of that region in order to $k$-cover it. In the distributed approach, the sink sends only a query including the coordinates of a region of interest to be $k$-covered and its degree of coverage $k$ while the sensors coordinate between themselves to ensure energy-efficient $k$-coverage of the region. However, to maintain network connectivity, we used a few sensors as data MULEs. Simulation results that CAMSEL outperforms DAMSEL, which in turn outperforms Competition [196] in terms of the number of sensors and the total moving energy required to $k$-cover a region of interest.

We exploited the results of the homogeneous model, which are discussed in Chap. 5, to solve the connected $k$-coverage problem for heterogeneous sensor nets, where the sensors do not have the same sensing range, communication range, and initial energy [28]. Precisely, we proposed centralized and distributed protocols for generating energy-efficient connected $k$-coverage configurations in heterogeneous sensor nets. First, we considered a random deployment approach, where the sensors are distributed in a random fashion in the field. We showed that while it is possible to design distributed protocols to guarantee connected $k$-coverage of a field using heterogeneous sensors, it is impossible that a centralized protocol could be designed efficiently due to deployment randomness and sensor heterogeneity. Thus, we suggested a pseudo-random deployment approach, where the sensors are deployed in different layers in a circular deployment field with respect to the sink according to their strengths with regard to sensing range, communication range, and initial energy, and proposed energy-efficient centralized and distributed connected $k$-coverage protocols. Through simulations, we showed that our proposed
approach for connected $k$-coverage in homogeneous sensor nets outperforms an existing one in terms of the number of sensors necessary to fully $k$-cover a field, and network lifetime. Moreover, we found that our pseudo-random sensor deployment approach outperforms our random deployment approach with respect to the above-mentioned metrics. Indeed, our multi-tier sensor deployment architecture is energy efficient and can be exploited as a solid basis for the design of a geographic forwarding protocol to solve the energy sink-hole problem in static sensor nets.
Chapter 7
Two-Dimensional Stochastic Connected $k$–Coverage and Three-Dimensional Connected $k$–Coverage

This chapter addresses the problem of stochastic connected $k$-coverage in two-dimensional wireless sensor networks using a more realistic, probabilistic sensing model instead of a deterministic sensing model. Moreover, it investigates the problem of connected $k$-coverage in homogeneous three-dimensional wireless sensor networks while considering a deterministic sensing model. Both studies are generalizations of the work described earlier in Chap. 5. Our goal is to enhance the practicality of our previous work and extend its scope of applicability.

7.1 Introduction

The problem of coverage (and in particular $k$-coverage) has been well studied in the literature [37, 127, 128, 139]. Also, the problem of coverage-preserving scheduling (or duty-cycling) has gained considerable attention [96, 110, 205, 218]. Several existing works on $k$-coverage in wireless sensor networks assumed a perfect sensing model (also known as deterministic sensing model), where a point in a field is guaranteed to be covered by a sensor provided that this point is within the sensor’s sensing range [218]. While some approaches focused on coverage only [2], others considered both coverage and connectivity in an integrated framework to ensure the correct operation of the network [205, 218]. Indeed, coverage deals with all locations in a field, and hence informs how well a phenomenon in the field is monitored; whereas, connectivity is related to the locations of the sensors, and hence quantifies how well the active sensors communicate with each other and forward sensed data on behalf of each other to the sink. We addressed this problem in Chap. 5, where centralized, pseudo-distributed, and distributed protocols are proposed. A few works, however, considered a more realistic sensing model (also known as stochastic sensing model) in the design of sensor scheduling protocols while preserving either full coverage [123, 146, 157, 218] or $k$-coverage of a field [196, 205, 218], where a point is covered by a sensor with some probability.

As discussed in Chap. 4, three-dimensional settings reflect more accurately network design for real-world applications than their more traditional, two-dimensional counterparts. As of writing this dissertation, the assumption of two-dimensional space is well accepted by the sensor network community while that of three-dimensional space has been receiving little attention due to the challenges
imposed by the design of three-dimensional wireless sensor networks [5]. Indeed, most (if not all) of the works on the design of protocols for wireless sensor networks, and particularly, those on deployment, have focused on two-dimensional space, where the sensors are deployed in a planar field. As mentioned by Poduri et al. [167], there is a tendency of ignoring the extension of protocols initially designed for two-dimensional to three-dimensional wireless sensor networks either because it is simple or straightforward. Furthermore, Poduri et al. [167] showed that there are a few properties in two-dimensional wireless sensor networks that cannot generalize at all to three-dimensional wireless sensor networks. In general, the design of connected \( k \)-coverage configuration protocols for wireless sensor networks in three-dimensional space is more challenging than their counterparts in two-dimensional space.

In this chapter, we consider two fundamental problems in two-dimensional and three-dimensional wireless sensor networks, respectively. First, we focus on the design of stochastic connected \( k \)-coverage configuration protocols for two-dimensional wireless sensor networks [25]. More specifically, we decompose this problem into two sub-problems: stochastic \( k \)-coverage characterization problem and stochastic \( k \)-coverage-preserving scheduling problem. Specifically, the first problem is to find a sufficient condition so that every point in the field is covered by at least \( k \) sensors with a probability no less than \( p_{th} \), called threshold probability, under our stochastic sensing model (see Chap. 2) and compute the corresponding minimum number of sensors. Second, we address the problem of connected \( k \)-coverage in three-dimensional wireless sensor networks using a deterministic sensing model of the sensors, and focus on the problem of sensor scheduling for \( k \)-coverage of a three-dimensional space [21], where \( k > 1 \). Moreover, we focus on the problem of data forwarding on duty-cycled sensors in three-dimensional connected \( k \)-covered wireless sensor networks. Not surprisingly, we show that the extension of our analysis of two-dimensional wireless sensor networks is really not straightforward for three-dimensional wireless sensor networks due to the non-preserving nature of some of the properties for two-dimensional space when we consider three-dimensional space.

The remainder of this chapter is organized as follows. Section 7.2 discusses the problem of stochastic connected \( k \)-coverage in two-dimensional wireless sensor networks under a more realistic stochastic sensing model, which is described in Chap. 2. It also presents simulation results of our proposed protocol. Section 7.3 presents a solution to the problem of connected \( k \)-coverage in three-dimensional wireless sensor networks and presents simulation results of our proposed protocols. Section 7.4 reviews related work. Section 7.5 summarizes the chapter.

7.2 Two-Dimensional Stochastic Connected \( k \)-Coverage

Although the approach on \( k \)-coverage in wireless sensor networks proposed in [205] is elegant and considers both deterministic and probabilistic sensing models, it does not provide any proof on whether its \( k \)-coverage eligibility algorithm would yield a minimum number of selected sensors to \( k \)-cover a field.
In this section, we propose a solution to the stochastic connected \( k \)-coverage problem stated earlier using our *stochastic sensing model*, which reflects the real behaviour of the sensing units of the sensors that are irregular in nature.

**Fig. 7.1** Reuleaux triangle

**Fig. 7.2** Location of a least \( k \)-covered point
7.2.1 Stochastic k-Coverage Characterization

In this section, we exploit the results of Sect. 5.2 of Chap. 5 to characterize $k$-coverage in wireless sensor networks based on the stochastic sensing model described earlier. It is also similar to the stochastic sensing model in [228], except that ours accounts for the type of propagation model, i.e., $2 < \alpha \leq 4$. Precisely, we use the Reuleaux triangle model to compute the minimum $k$-coverage probability, denoted by $p_{k,\text{min}}$, such that every point in a field is $k$-covered. Theorem 7.1 computes $p_{k,\text{min}}$.

Theorem 7.1: Let $r$ be the radius of the nominal sensing range of the sensors and $k \geq 3$. The minimum $k$-coverage probability $p_{k,\text{min}}$ so that each point in a field is probabilistically $k$-covered by at least $k$ sensors under the stochastic sensing model defined in Eq. 2.2 (Chap. 2) is approximately computed as

$$p_{k,\text{min}} = 1 - \left( 1 - e^{-\beta \left( \frac{r}{\sqrt{3}} \right)^{\alpha}} \right)^k$$

Proof: First, we identify the least $k$-covered point in a field so we can compute $p_{k,\text{min}}$. By looking at the Reuleaux triangle corresponding to three sensors and given in Fig. 7.1, it is easy to check that the centre $\xi$ of the Reuleaux triangle is the least 3-covered point as shown in Fig. 7.2. Indeed, $\xi$ is located close to the boundaries of the sensing ranges of the sensors $s_j$ and $s_l$. By Lemma 5.2 (see Chap. 5), $k$ sensors should be deployed in each Reuleaux triangle regions of a field to achieve $k$-coverage with a minimum number of sensors. Thus, on the average, we can claim that the centre $\xi$ is also the least $k$-covered point in a field. Note that $\xi$ is equidistant from the sensors $s_j$ and $s_l$. Using the configuration in Fig. 7.2, a little algebra shows that the distance between $\xi$ and each of these three sensors is equal to $r/\sqrt{3}$. Let $S_k = \{s_1, ..., s_k\} \subseteq S$ be a set of sensors that $k$-cover $\xi$. As per the above observation, we can approximate the distance between any sensor in $S_k$ and $\xi$ by $r/\sqrt{3}$, i.e., $\delta(s_i, \xi) = r/\sqrt{3}$, for each sensor $s_i \in S_k$. Therefore, the minimum $k$-coverage probability (or detection probability) for the least $k$-covered point $\xi$ by exactly $k$ sensors $(s_1, ..., s_k)$ under our stochastic sensing model is given by

$$p_{k,\text{min}} = 1 - \prod_{i=1}^{k} (1 - p(\xi, s_i)) \approx 1 - \left( 1 - e^{-\beta \left( \frac{r}{\sqrt{3}} \right)^{\alpha}} \right)^k$$

\[\blacksquare\]
The stochastic $k$-coverage problem is to select a minimum subset $S_{\min} \subseteq S$ of sensors such that each point in a field is $k$-covered by at least $k$ sensors and that the minimum $k$-coverage probability of each point is at least equal to some given threshold probability $p_{th}$, where $0 < p_{th} < 1$. This helps us compute the sensing range $r_s$, which provide full $k$-coverage of a field with a probability no less than $p_{th}$:

$$p_{k,\min} \geq p_{th} \Rightarrow r_s \leq \sqrt{3} \left( \frac{1}{\beta} \log \left( \frac{1}{1 - (1 - p_{th})^{1/k}} \right) \right)^{1/\alpha}$$

Lemma 7.1 computes the value of the stochastic sensing range of the sensors.

**Lemma 7.1:** Let $k \geq 3$. The stochastic sensing range $r_s$ of the sensors that is necessary to fully $k$-cover a field with a minimum number of sensors and with a probability not lower than $0 < p_{th} < 1$ is given by

$$r_s = \sqrt{3} \left( \frac{1}{\beta} \log \left( \frac{1}{1 - (1 - p_{th})^{1/k}} \right) \right)^{1/\alpha} \quad (7.2)$$

where $\beta$ is the physical characteristic of the sensors’ sensing units and $2 \leq \alpha \leq 4$ is the path-loss exponent, which depends on the propagation model (free-space model vs. multi-path model).
Fig. 7.4 Upper bound of $r_s$ vs. $k$ for $\alpha = 3$.

Fig. 7.5 Upper bound of $r_s$ vs. $k$ for $\alpha = 4$. 
The upper bound on the stochastic sensing range $r_s$ of the sensors computed in Eq. 7.2 will be used as one of the input parameters to the $k$-coverage candidacy algorithm, which will be presented in Sect. 7.2.2. Figures 7.3–7.5 show $r_s$ for different values of $p_{th}$ and $k$ while considering the free-space model ($\alpha = 2$) (Fig. 7.3) and the multi-path model ($\alpha = 3.4$) (Figs. 7.4–7.5). As can be seen, $r_s$ decreases as $p_{th}$ and $\alpha$ increase; however, it increases with $k$. Indeed, to achieve higher degree of coverage, the stochastic sensing range of the sensors should increase.

Lemma 7.2 states a sufficient condition for full $k$-coverage of a field while Lemma 7.3 states a sufficient condition to guarantee connectivity between sensors under our stochastic sensing model when both $p_{th}$ and $k$ are known.

**Lemma 7.2:** Let $k \geq 3$. A field is probabilistically fully $k$-covered with a probability no lower than $0 < p_{th} < 1$ if any Reuleaux triangle region of width $r_s$ in the field contains at least $k$ sensors.

**Lemma 7.3:** Let $k \geq 3$. The sensors that are selected to $k$-cover a field with a probability no less than $0 < p_{th} < 1$ under our stochastic sensing model defined in Chap. 2 are guaranteed to be connected if the radius of their communication range is at least equal to $r_s$, the sensors’ stochastic sensing range.

---

**Algorithm 1:** $k$-COVERAGE-CANDIDACY($r_s, k$

(* This code is run by each sensor *)

Begin

/* Sensing range slicing */

1. Randomly decompose sensing range into six overlapping Reuleaux triangles $RT(r_s)_i$, $1 \leq i \leq 6$

/* Localized $k$-coverage candidacy checking */

2. For each Reuleaux triangle $RT(r_s)_i$, Do

3. If $RT(r_s)_i$ contains $k$ active sensors Then

4. Skip /* i.e., do nothing */

5. Else

6. Return (“candidate”)

7. End

8. End

9. Return (“non-candidate”)

End

---

**Fig. 7.6** $k$-Coverage candidacy algorithm
7.2.2 Stochastic k-Coverage-Preserving Scheduling

In this section, we focus on the design of a distributed sleep–wakeup scheduling protocol for stochastic $k$-coverage ($\text{SCP}_k$) of a field. The same approach could be applied for $k$-coverage under the deterministic sensing model by replacing $r_s$ by $r$. We exploit the results of Chap. 5 to present a distributed approach for the selection of a minimum number of active sensors to $k$-cover a field under the stochastic sensing model defined in Eq. 2.2 of Chap. 2. Recall the two approaches for sensor scheduling presented in Chap. 5. We use the second approach which is different from the first one in the sense that each sensor decides whether it is eligible to turn itself active. This decision is based on the degree of coverage of its sensing range. More specifically, each sensor runs our $k$-coverage candidacy algorithm, which is given in Fig. 7.6, before it takes this decision.

7.2.2.1 $k$-Coverage Candidacy Algorithm

A sensor turns active if its sensing disk is not $k$-covered. Precisely, a sensor randomly slices its sensing range into six overlapping Reuleaux triangle of width $r_s$ and checks whether each one of them contains at least $k$ sensors. Each sensor should know the status of its sensing neighbours only to decide whether it is a candidate to turn active or not. If any of the six overlapping Reuleaux triangles of width $r_s$ of the sensing range of a sensor $s_i$ does not have $k$ active sensors, the sensor $s_i$ is a candidate to become active. Figure 7.6 shows the pseudo-code of our $k$-coverage candidacy algorithm.

7.2.2.2 State Transition of SCP$_k$

The state transition diagram associated with our stochastic $k$-coverage protocol ($\text{SCP}_k$) is similar to the one given in Fig. 5.16 of Chap. 5 by replacing $r$ with $r_s$. In this case, however, each sensor decides whether to turn itself on by running the $k$-coverage candidacy algorithm given in Fig. 7.6.

7.2.3 Simulation Results

In this section, we present the simulation results of SCP$_k$ using a high-level simulator written in the C programming language. We consider a square field of side length 1000 m. We use the energy model given in [211], where the sensor energy consumption in transmission, reception, idle, and sleep modes are 60, 12, 12, and 0.03 mW, respectively. Following [218], the energy required for a sensor to stay idle for 1 s is equivalent to one unit of energy. We assume that the initial energy of each sensor is 60 J enabling a sensor to operate about 5000 s in reception/idle modes [211]. All simulations are repeated 100 times and the results are averaged.

In Figs. 7.7–7.9, we plot the sensor spatial density as a function of the degree of coverage $k$ for different values of the threshold probability $p_{th}$ and path-loss
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Fig. 7.7 Sensor spatial density vs. degree of coverage $k$ for $\alpha = 2$

Fig. 7.8 Sensor spatial density vs. degree of coverage $k$ for $\alpha = 3$
Fig. 7.9 Sensor spatial density vs. degree of coverage $k$ for $\alpha = 4$

exponent $\alpha$. As expected, the density increases with $p_{th}$ and $\alpha$. Indeed, as we increase $p_{th}$, more sensors would be needed to achieve the same degree of coverage $k$. Recall that the width of the Reuleaux triangle that is guaranteed to be covered with exactly $k$ sensors is equal to the stochastic sensing range of the sensors given in Eq. 7.2 and hence decreases as $p_{th}$ and $\alpha$ increase. On the other hand, the sensor density required for full $k$-coverage of a field is inversely proportional to the area of this Reuleaux triangle as stated implicitly in Lemma 7.2.

Figures 7.10–7.12 plot the achieved degree of coverage $k$ versus the total number of deployed sensors. Moreover, we vary both $p_{th}$ and $\alpha$. Definitely, higher number of deployed sensors would yield higher coverage degree. Here also, any increase in $p_{th}$ and $\alpha$ would require a larger number of deployed sensors to provide the same degree of coverage. Both experiments show a good match between simulation and analytical results.

Figures 7.13–7.15 show that the number of active sensors required to provide 3-coverage increases with the characteristic of the sensors $\beta$ used in the definition of our stochastic sensing model presented in Chap. 2. Recall that $\beta$ measures the uncertainty of the sensing units of the sensors. This result is expected given the definition of the stochastic sensing range in Eq. 7.2.
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Fig. 7.10 Degree of coverage $k$ vs. number of deployed sensors for $\alpha = 2$

Fig. 7.11 Degree of coverage $k$ vs. number of deployed sensors for $\alpha = 3$
Fig. 7.12 Degree of coverage $k$ vs. number of deployed sensors for $\alpha = 4$

Fig. 7.13 Number $n_d$ of active sensors vs. $\beta$ for $k = 3$ and $\alpha = 2$
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Fig. 7.14 Number \( n_a \) of active sensors vs. \( \beta \) for \( k = 3 \) and \( \alpha = 3 \)

Fig. 7.15 Number \( n_a \) of active sensors vs. \( \beta \) for \( k = 3 \) and \( \alpha = 4 \)
Fig. 7.16 Total remaining energy vs. time for $k = 3$, $\alpha = 2$, and $p_{th} = 0.7$

Fig. 7.17 Total remaining energy vs. time for $k = 3$, $\alpha = 2$, and $p_{th} = 0.8$
Figures 7.16–7.18 show the impact of $p_{th}$ on the operational lifetime of the network to provide 3-coverage. As mentioned earlier, higher values of $p_{th}$ require larger numbers of active sensors, and hence more energy consumption. To the best of our knowledge, the work in [205] is the only one on probabilistic $k$-coverage. However, the probabilistic sensing model used in [205] is totally different from ours. While our stochastic sensing model quantifies the detection probability of a sensor by an exponential function, the one in [205] only assigns it a constant value. Therefore, it is impossible to provide a fair quantitative comparison between our SCP$_k$ protocol and the one in [205].

Next, we focus on the problem of connected $k$-coverage in homogeneous three-dimensional wireless sensor networks.

### 7.3 Three-Dimensional Connected $k$-Coverage

While coverage in two-dimensional wireless sensor networks have been well studied, three-dimensional wireless sensor networks have gained relatively less attention in the literature. In this section, we analyze the $k$-coverage problem in three-dimensional wireless sensor networks and propose a distributed $k$-coverage protocol. Then, we relax some widely used assumptions to promote the use of our $k$-coverage protocol in real-world scenarios. Finally, we evaluate the performance of our protocol. Our work is complementary to the existing ones, especially those...
few works which dealt with three-dimensional wireless sensor networks. First, we propose an energy-efficient $k$-coverage protocol for three-dimensional wireless sensor networks. Indeed, Alam and Haas [8] considered only 1-coverage and proposed deterministic sensor placement strategies to achieve full coverage of a three-dimensional space. However, 1-coverage is not always enough given that sensors are not highly reliable and some applications, such as intruder detection and tracking, require high coverage of a target field.

First, we show the problem that we encounter when we attempt to extend our analysis of connected $k$-coverage in two-dimensional to three-dimensional wireless sensor networks. We refer to this problem as the curse of dimensionality, which is due to the fact that some properties that are valid for two-dimensional space cannot hold for three-dimensional space. Then, we propose an energy-efficient connected $k$-coverage protocol for three-dimensional wireless sensor networks.

### 7.3.1 Problem Analysis: The Curse of Dimensionality

In this section, we analyze the above problem from the perspective of the shape of a three-dimensional region $C$ in a three-dimensional field corresponding to minimum $k$-coverage. In other words, we want to determine the shape of $C$ so that it is guaranteed to be $k$-covered when exactly $k$ sensors are deployed in it. Clearly, the breadth of $C$ should be less than or equal to the radius $r$ of the sensing spheres of sensors so that each location in $C$ is within the sensing spheres of these $k$ sensors. Since our goal is to achieve $k$-coverage of a three-dimensional field with a minimum number of sensors, the volume of $C$ should be maximum, and hence the breadth of $C$ must be equal to $r$. Therefore, our problem reduces to the problem of finding the shape of this three-dimensional region $C$ that has a constant breadth equal to $r$.

To solve this problem, we consider Helly’s Theorem [44] and apply the same analysis as in the case of two-dimensional space, which was described in Chap. 5. Thus, from Helly’s Theorem, we infer that a three-dimensional ($n = 3$) convex region $C$ is $k$-covered by exactly $k$ sensors ($\|E\| = k$) if and only if $C$ is 4-covered by any four ($m = 4$) of those $k$ sensors, where $k \geq 4$. Now, let us identify the shape of a three-dimensional convex region $C$ whose breadth is constant and equal to the radius $r$ of the sensing spheres of sensors, and hence has a maximum volume. More importantly, this region $C$ should be guaranteed to be fully $k$-covered when exactly $k$ sensors are deployed in it.

Let $C_k$ be the intersection of $k$ sensing spheres. Using Helly’s Theorem [44], the maximum volume of the intersection of these $k$ sensing spheres is equal to that of four spheres since $k \geq 4$. However, the maximum intersection (or overlap) volume of four sensing spheres such that the maximum distance between any pair of sensors is equal to $r$, corresponds to the configuration where the centre of each sensing sphere is at distance $r$ from the centres of all other three ones. In this
configuration, the edges between the centres of these four spheres form a regular tetrahedron and the shape of their intersection volume is known as the Reuleaux tetrahedron [234] (Fig. 7.19).

In [15, 22], we used Helly’s Theorem [44] in our analysis of the $k$-coverage problem and exploited the geometric properties of the Reuleaux triangle to derive a sufficient condition to fully $k$-cover a two-dimensional field. Note that the Reuleaux triangle of side $r$, which represents the intersection of three symmetric, congruent disks of radius $r$, consists of a central regular triangle of side $r$ and three curved regions. More importantly, it has a constant width equal to $r$ [233]. We found that a Reuleaux triangle region of width $r$ of a two-dimensional field is guaranteed to be $k$-covered with exactly $k$ sensors, where $r$ is the radius of the sensing range of the sensors [22]. Also, the regular triangle allows a perfect tiling of two-dimensional space. Based on this characterization, we designed an
energy-efficient $k$-coverage configuration protocol for two-dimensional wireless sensor networks [15, 22].

Now, we provide some facts why the Reuleaux tetrahedron is not an appropriate solution to our minimum connected $k$-coverage problem. First of all, the Reuleaux tetrahedron does not have a constant breadth whose value is slightly larger than the radius $r$ of the corresponding spheres [234]. In contrast to the regular triangle, the regular tetrahedron does not allow a perfect tiling of a three-dimensional space. Indeed, Conway and Torquato showed that the dihedral angle of a regular tetrahedron is equal to 70.53°, which is not sub-multiple of 360° [66]. They also gave two arrangements of regular tetrahedra such that five regular tetrahedra packed around a common edge would result in a small gap of 7.36° as shown in Fig. 7.20 (left diagram), and that 20 regular tetrahedra packed around a common vertex yield gaps that amount to a solid angle of 1.54 steradians as shown in Fig. 7.20 (right diagram) [66]. This shows that some properties that hold for two-dimensional space are not valid for three-dimensional space. Thus, the extension of the analysis of $k$-coverage in two-dimensional space [22] to three-dimensional space is not straightforward, and hence another approach should be used. More precisely, we want to address the following question: What is the “closest shape” to the Reuleaux tetrahedron that will guarantee energy-efficient $k$-coverage of a three-dimensional space?

Fig. 7.21 Two-dimensional projection of a slice

To address this question efficiently, we consider two halves of the sensing sphere of the sensors, i.e., the top half and bottom half. Note that in two-dimensional wireless sensor networks, we divide the sensing disk of the sensors into six overlapping Reuleaux triangles [22]. By analogy with the two-dimensional analysis given in [22], we divide each of the halves of a sensing sphere into six congruent three-dimensional regions, called slices, each of which
7.3 Three-Dimensional Connected \( k \)-Coverage

has three flat faces and one curved face representing an \textit{equilateral spherical triangle}. Unfortunately, the distance between the point \( B \) at the top of a slice and all the points \( E \) on the edge of any spherical triangle is larger than \( r \). Thus, a sensor located at \( B \) cannot cover any point \( E \) and a sensor located at any point \( E \) cannot cover \( B \). Any sensor located in the region \( \angle A,C,D \) is able to cover the whole slice as shown in Fig. 7.21. However, sensors located in the regions \( \angle A,B,C \) and \( \angle A,D,E \) cannot cover the entire slice. Thus, if \( k_1 = k \), then \( k_2 = k_3 = 0 \); otherwise, \( k_2 = k_3 = k - k_1 \). In other words, to guarantee \( k \)-coverage of a slice and hence a sensing sphere with a minimum number of sensors, it is necessary that active sensors should be located in the region \( \angle A,C,D \), thus efficiently solving the \textit{minimum connected \( k \)-coverage} problem.

Theorem 7.2, which follows from the above analysis, states a \textit{tight sufficient condition} for \( k \)-coverage of a three-dimensional field.

\textbf{Theorem 7.2:} Let \( k > 1 \). A three-dimensional field is \( k \)-covered if any slice of the field contains at least \( k \) active sensors.

Theorem 7.3, which follows from Theorem 7.2, computes the \textit{minimum sensor spatial density} necessary to fully \( k \)-cover a three-dimensional field.

\textbf{Theorem 7.3:} Let \( r \) be the radius of the sensing spheres of sensors and \( k > 1 \). The minimum sensor spatial density required to guarantee \( k \)-coverage of a three-dimensional field is computed as

\[ \lambda(r,k) = \frac{9k}{\pi r^3} \]

\textit{Proof:} The volume of a slice is \( \text{vol}(\text{slice}) = \pi r^3/9 \). By Theorem 7.2, each slice should contain at least \( k \) sensors. Thus, \( k \)-covering a three-dimensional field with a minimum number of sensors requires that every slice in the three-dimensional field contain exactly \( k \) sensors. Thus, the minimum sensor density to \( k \)-cover a three-dimensional field is equal to \( k / \text{vol}(\text{slice}) \).

Using Theorem 7.2, Theorem 7.4 states a sufficient condition to maintain connectivity in three-dimensional \( k \)-covered wireless sensor networks.

\textbf{Theorem 7.4:} Let \( k > 1 \). A three-dimensional \( k \)-covered wireless sensor network is connected if \( R \geq r \), where \( r \) and \( R \) stand for the radii of the sensing and communication spheres of sensors, respectively.

\subsection{Our Distributed \( k \)-Coverage Protocol}

In this section, we describe our \textit{distributed randomized connected \( k \)-coverage protocol} (3DIRACC\(_k\)) for three-dimensional field. First, we present our algorithm that enables a sensor to check its \textit{candidacy} to turn active.
Algorithm 1: k-Coverage-Candidacy
(* This code is run by each sensor *)
Begin
/* Sensing sphere slicing */
1. Randomly decompose a sensing sphere into 12 slices
/* Localized k-coverage candidacy checking */
2. For each slice Do
3. If it contains k awake sensors Then
4. Skip /* i.e., do nothing */
5. Else
6. Return (“candidate”)
7. End
8. End
9. Return (“non-candidate”)
End

Fig. 7.22 k-Coverage-Candidacy algorithm

k-Coverage-candidacy algorithm: A sensor turns active if its sensing sphere is not k-covered. Based on Lemma 5.2 in Chap. 5, a sensor randomly decomposes its sensing sphere into 12 slices of side r and checks whether each one of them contains at least k sensors. Each sensor should know the status of its sensing neighbours only to decide whether it is candidate to turn active or not. If any of the 12 slices does not have k active sensors, a sensor is a candidate to become active. Else, it is not. Fig. 7.22 shows the pseudo-code of our k-Coverage-candidacy algorithm.

State Transition Diagram of 3DIRACC_k: We use the same state transition diagram described in Sect. 7.2.2.

7.3.3 Performance Evaluation

We consider a cubic deployment field of side length 1000 m where all sensors are randomly and uniformly deployed. We use the same energy model used earlier in Sect. 7.2.3. All simulations are repeated 20 times and the results are averaged.

Figure 7.23 plots the sensor spatial density λ(r,k) versus the coverage degree k, where the radius r of the sensing range of sensors is equal to 30 m. We observe a close to perfect match between our simulation and analytical results. Notice that λ(r,k) increases with k for a fixed r. Indeed, higher coverage degree of a field would require more active sensors.
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**Fig. 7.23** \( \lambda(r, k) \) vs. \( k \)

**Fig. 7.24** \( \lambda(r, k) \) vs. \( r \)
Figure 7.24 plots $\lambda(r,k)$ versus the radius $r$ of the sensing range of sensors, where the degree of coverage $k$ is equal to 3. We observe that $\lambda(r,k)$ decreases with $r$ for a fixed $k$. In fact, sensors with larger sensing range would cover more areas and hence less number of active sensors is required to achieve a certain coverage degree $k$ of a field.

Figure 7.25 plots $\lambda(r,k)$ versus the radius $R$ of the communication range of sensors for different values of the radius $r$ of their sensing range, where the degree $k$ of coverage is equal to 3. Notice that $\lambda(r,k)$ does not increase with $R$. Indeed, as we found in Theorem 7.3, the sensor spatial density $\lambda(r,k)$ of active sensors to $k$-cover a field depends only on the radius $r$ of the sensing range of sensors. Also, our $k$-coverage protocol 3DIRACC$_k$ is based on the sensing range of sensors in the sense that each sensor guarantees that its sensing range only is $k$-covered.

### 7.4 Related Work

In this section, we present sample approaches on stochastic coverage in two-dimensional wireless sensor networks. Existing work on coverage and connectivity in three-dimensional wireless sensor networks is described in Chap. 4.
As mentioned in Chap. 6, Lazos and Poovendran [132] formulated the coverage problem in heterogeneous wireless sensor networks as a set intersection problem and derived analytical expressions, which quantify the coverage achieved by stochastic coverage. Megerian et al. [157] studied the exposure in wireless sensor networks, which is related to the quality of coverage provided by these networks, based on a general sensing model, where the sensing signal of a sensor at an arbitrary point by a function that is inversely proportional to the distance between the sensor and point. Liu and Towsley [146] studied three coverage measures, namely area coverage, node coverage, and detectability, using the general sensing model defined in [157].

Liu et al. [147] presented a joint scheduling scheme based on a randomized algorithm for providing statistical sensing coverage and guaranteed network connectivity. This scheme does not make any assumption on the relationship between sensing and transmission ranges, and works without the availability of per-node location information. Zou and Chakrabarty [228] proposed a distributed approach for the selection of active sensors to fully cover a field based on the concept of connected dominating set. This approach is based on a probabilistic sensing model, where the probability of the existence of a target is defined by an exponential function that represents the confidence level of the received sensing signal.

Wang and Tseng [196] proposed solutions to the $k$-coverage sensor deployment problem using both deterministic and probabilistic sensing models. These solutions compute the minimum number of sensors required to $k$-cover a field as well as their locations, and schedule the sensors to move to these locations. In the first solution, the sink computes those locations and the sensors bid for their closest locations. The second solution enables the sensors to derive the target locations by themselves. Xing et al. [205] extended their CCP protocol to provide probabilistic coverage guarantee based on a probabilistic coverage model, where the sensors may have non-uniform and irregular communication and sensing regions. According to this model, a point in a convex coverage area is guaranteed to be $k$-covered with a probability no lower than $\beta$. CCP provides probabilistic coverage via a mapping of the $(k,\beta)$-coverage requirement to a pseudo coverage degree $k'$, which is computed analytically.

7.5 Summary

In this chapter, we proposed a distributed approach to solve the scheduling problem in stochastic $k$-covered wireless sensor networks [25], where the sensing ability of the sensors is represented by a probability function. Indeed, stochastic sensing models are more realistic than the deterministic sensing model, which does not capture the probabilistic nature of the sensors’ characteristics. Our methodology is based on a geometric analysis using the Reuleaux triangle model. For problem tractability, we considered the deterministic sensing model and then extended the analysis to a stochastic sensing model. First, we characterized $k$-coverage in wireless sensor networks and provided a necessary and sufficient condition to achieve $k$-coverage with a minimum number of sensors. Then, we presented our $k$-coverage-preserving scheduling protocol (SCP$_k$) based on this
characterization. Precisely, sensors activate themselves by running a $k$-coverage candidacy algorithm to ensure that their sensing ranges are $k$-covered. We found a good match between simulation and analytical results.

We also investigated the problem of connected $k$-coverage in three-dimensional wireless sensor networks [21]. We found that our model for $k$-coverage in wireless sensor networks does not generalize to three-dimensional wireless sensor networks due to the inherent characteristics of the Reuleaux tetrahedron that totally differ from those of its two-dimensional Reuleaux triangle counterpart. Hence, we proposed a new model and derived the sensor spatial density to guarantee full $k$-coverage of a three-dimensional field. Also, we proposed a distributed randomized connected $k$-coverage protocol (3DIRACC$_k$) for three-dimensional field and evaluated its performance. We found that our simulation results match the theoretical ones.
Chapter 8
Network Connectivity and Fault-Tolerance Measures in Two-Dimensional Deployment Fields

This chapter gives our measures of unconditional (or traditional) and conditional connectivity and fault-tolerance of two-dimensional $k$-covered wireless sensor networks. The latter measures are more realistic than the former as they impose a restriction on the subsets of sensors that can fail at the same time. Precisely, conditional measures take into consideration the inherent properties of $k$-covered wireless sensor networks, such as high sensor density and sensor heterogeneity. In particular, the neighbour set of a sensor is defined as a forbidden faulty set, and hence cannot fail at the same time. This concept defines the new measure of connectivity, called conditional connectivity, which seems to be more realistic.

8.1 Introduction

Connectivity, primarily a graph-theoretic concept, helps define the fault tolerance of wireless sensor networks in the sense that it enables the sensors to communicate with each other so their sensed data can reach the sink. On the other hand, sensing coverage, an intrinsic architectural feature of wireless sensor networks, plays an important role in meeting application-specific requirements, for example, to reliably extract relevant data about a sensed field. A fundamental aspect in the design of wireless sensor networks is to keep them functional as long as possible. Because of scarce battery power (or energy), sensors may entirely deplete energy or have remaining energy below some threshold that is required for the sensors to function properly. Those sensors are called faulty as they cannot perform any monitoring task properly. A wireless sensor network is said to be functional if at any time there is at least one communication path between every pair of non-faulty sensors in the network. The existence of communication paths between pairs of sensors, however, is related to another fundamental property of wireless sensor networks, called vertex-connectivity (or simply connectivity). In general, sensing applications are required to be fault tolerant, where any pair of sensors is usually connected by multiple communication paths. Therefore, network functionality and hence network fault-tolerance strongly depends on connectivity. Another important issue in the design of wireless sensor networks is what is called sensing coverage, which is a good indicator of the quality of surveillance of a field of interest. Some sensing applications demand full coverage where every location in
the field is covered by at least one sensor. Moreover, to cope with the problem of faulty sensors, duplicate coverage of the same region is desirable.

Notice that sensing coverage and network connectivity are not totally orthogonal concepts. While sensing coverage depends on the sensing range, connectivity relates to the communication range of the sensors. Intuitively, sensing coverage becomes meaningless if the sensed data cannot be exchanged by the sensors so they reach a central gathering point, i.e., sink, for further analysis. Thus, for a network to function properly, sensing coverage and network connectivity should be maintained. In fact, it has been proven that connectivity strongly depends on coverage and hence considerable attention has been paid to establish tighter connection between them, although only loose lower bound on connectivity of wireless sensor networks is known. It was proved that the connectivity of a homogeneous $k$-covered wireless sensor network is equal to $k$ provided that the radius of the communication range of the sensors is at least double the radius of their sensing range [205]. In this chapter, we investigate connectivity based on the degree of sensing coverage by studying $k$-covered wireless sensor networks [13].

Although network connectivity can be used to measure the fault tolerance of small-scale networks, it is not appropriate for large-scale dense networks, such as $k$-covered wireless sensor networks. Traditional (or unconditional) connectivity has no restriction on the faulty sensor set and assumes that any subset of sensors can potentially fail at the same time, including all the neighbours of a given sensor. However, highly dense sensor networks, such as $k$-covered wireless sensor networks, can consist of thousands of sensors for which it is highly unlikely in this type of network that all the neighbours of a given sensor fail simultaneously. This is due to the following two reasons:

- Assuming a uniform sensor distribution, the ratio of the size of the neighbour set of a given sensor to the total number of sensors in a field of area size $A$ is given by $\pi R^2 / A$, where $R$ ($R << \sqrt{A}$) is the radius of the communication ranges of the sensors forming a homogeneous wireless sensor network. The probability of the failure of the entire neighbour set of a given sensor can be identified with this ratio and hence is very low. It is worth mentioning that there are two types of faults: random faults and arbitrary faults. Definitely, random fault can be dealt with much easier than arbitrary faults. In practice, the failure of sensors would come from the (uncontrollable) environment, and if a sensor is damaged due to a wild animal, it is very likely that the same animal will damage some neighbouring sensors as well, but it is highly unlikely that all the neighbouring sensors would be damaged by the same animal in highly densely deployed networks, such as $k$-covered wireless sensor networks.

- In real-world scenarios, wireless sensor networks can be heterogeneous, where sensors have different sensing, processing, and communication capabilities, thus increasing the network reliability and lifetime [209]. Hence, the probability that an entire neighbour set of a given sensor fail simultaneously in this type of heterogeneous network is very low.
Thus, the classical (or unconditional) connectivity may not reflect the actual fault tolerance of large-scale dense networks, such as $k$-covered wireless sensor networks, due to the above shortcomings. To alleviate this problem, we use a more general concept of connectivity, called conditional connectivity (or P-connectivity), which was originally introduced in [101] with respect to some property. Precisely, we exploit an instance of conditional connectivity, called restricted connectivity, which was proposed in [82]. Specifically, the restriction is on the faulty set (i.e., set of nodes that can fail). Restricted connectivity uses the concept of forbidden faulty set in which the entire neighbour set of a given node cannot be faulty at the same time. In this chapter, we propose a new measure of fault tolerance for $k$-covered wireless sensor networks, called conditional fault-tolerance, based on the concepts of conditional connectivity and forbidden faulty sensor set that includes all the neighbours of a given sensor. We prove that $k$-covered wireless sensor networks can sustain a large number of sensor failures provided that the faulty sensor set does not include a forbidden faulty sensor set.

The remainder of this chapter is organized as follows. Section 8.2 computes unconditional connectivity and fault-tolerance measures for two-dimensional $k$-covered wireless sensor networks while Sect. 8.3 computes their conditional connectivity and fault-tolerance measures. Section 8.4 reviews related on conditional connectivity and its variations. Section 8.5 summarizes the chapter.

Fig. 8.1 Sensor distribution in a square field of area $A$. The radius of the sensing ranges of the sensors is $r$ while the radius of their communication ranges is $R$.

### 8.2 Unconditional Fault-Tolerance Measures

In this chapter, we compute connectivity and fault-tolerance measures of homogeneous and heterogeneous two-dimensional $k$-covered wireless sensor networks. We consider a square field of area size $A$ as shown in Fig. 8.1. We also assume that the size of the sensing and communication ranges of the sensors is much less than $A$. 

8.2.1 Homogeneous Sensors

We assume that the sink has the same communication range as the other sensors. In Chap. 5, we have computed the sensor density required to achieve \( k \)-coverage of a two-dimensional field based on the Reuleaux triangle [233] model. Also, we have proved that when a two-dimensional wireless sensor network is guaranteed to be connected when it is configured to provide \( k \)-coverage of a two-dimensional deployment field with \( k \geq 3 \) and the radius of the communication ranges of the sensors is at least equal to the radius of their sensing ranges, i.e., \( R = r \). To make this chapter self-contained, we recall Lemma 5.2 given in Chap. 5.

**Lemma 5.2:** Let \( r \) be the radius of the sensing disks of the sensors and \( k \geq 3 \). A field is \( k \)-covered if any Reuleaux triangle region of width \( r \) in a field contains at least \( k \) active sensors. 

From Lemma 5.2, we deduce that the minimum sensor spatial density required to guarantee \( k \)-coverage of a field is given by

\[
\lambda(r,k) = \frac{2k}{(\pi - \sqrt{3}) r^2}
\]  

(8.1)

Indeed, since we are interested in the number of neighbors of a sensor, we need to consider this lemma instead of Theorems 5.2, which characterizes minimum \( k \)-coverage, and Theorem 5.3, which gives a tight bound on the sensor spatial density required for \( k \)-coverage.

Ammari and Das [22] proposed a sleep-wakeup scheduling protocol for full \( k \)-coverage of a field while using a minimum number of active sensors based on the above characterization. Theorem 8.1 computes the connectivity of homogeneous \( k \)-covered wireless sensor networks and derives their fault tolerance. While the works in [205] compute connectivity based on boundary and interior sensors, our study considers the sink given its critical role in data collection and analysis. Precisely, we focus on the size of the connected component containing the sink. Indeed, it is more realistic to relate network connectivity measure to the sink. For instance, we may have a giant connected component of sensors that does not include the sink, and hence their data cannot reach the sink.

**Theorem 8.1:** Let \( G \) be a communication graph of a homogeneous \( k \)-covered wireless sensor network deployed in a square field of area \( A \). The connectivity of \( G \) is given by

\[
2\pi \frac{\alpha^2 k}{(\pi - \sqrt{3})} \leq \kappa(G) \leq \frac{2 R \sqrt{A} k}{(\pi - \sqrt{3}) r^2}
\]  

(8.2)

where \( \alpha = R / r \) and \( k \geq 3 \). Its fault tolerance, \( \eta(G) \), is given by

\[
2\pi \frac{\alpha^2 k}{(\pi - \sqrt{3})} - 1 \leq \eta(G) \leq \frac{2 R \sqrt{A} k}{(\pi - \sqrt{3}) r^2} - 1
\]  

(8.3)
Proof: To compute the network connectivity of homogeneous $k$-covered wireless sensor networks, we need to consider the following three cases, which depend on the sink, denoted by $s_0$ and located at $\xi_0$. Since we assume that sensor failure is due to low battery power, we can use a powerful sink with infinite energy, thus eliminating the possibility of sink failure.

Case 1—Isolated sink: This situation occurs when the disconnected network has at least two connected components, one of them being the trivial component containing the sink. Given the definition of network connectivity, the number of disconnected components should be equal to two. Notice that the optimum location of the sink in terms of energy-efficient data gathering from the available sensors is the centre of the square field [148]. The sink can be isolated only when all its neighbours fail. Therefore, we compute the number of neighbours of the sink whose failure would disconnect the sink.

Let $n_0$ be the minimum number of sensor failures to isolate the sink $s_0$. Assuming that the sensors are deterministically deployed to achieve $k$-coverage of a field, the value of $n_0$ is given by

$$n_0 = \lambda(r, k) |D(\xi_0, R)|$$  \hspace{1cm} (8.4)

where $|D(\xi_0, R)| = \pi R^2$ is the measure of the area of the communication disk $D(\xi_0, R)$ of the sink $s_0$ located at $\xi_0$. Hence, the network connectivity in this case is given by

$$\kappa_1(G) = n_0 = \lambda(r, k) \pi R^2$$  \hspace{1cm} (8.5)

Substituting Eq. 8.1 in Eq. 8.5 yields

$$\kappa_1(G) = \frac{2\pi \alpha^2 k}{(\pi - \sqrt{3})}$$  \hspace{1cm} (8.6)

where $\alpha = R/r$ and $k \geq 3$. Notice that connectivity increase with the ratio $\alpha$ and the sensing coverage $k$. We observe that the network connectivity $\kappa_1(G)$ is also higher than the sensing coverage $k$.

Case 2—Non-trivial connected components: Similarly, the disconnected network has two connected components. We distinguish two particular network configurations that are worth of study. In the first one (Fig. 8.2), the connected component including the sink corresponds to its communication disk (whose area is $\pi R^2$) and is surrounded by a circular band that contains no sensors. Furthermore, the distance between any pair of sensors from these two components is at least $R$ in order to disable any communication between the two connected components. Thus, the width of this empty band should be at least $R$. Hence, the area of the smallest empty circular band $B(\xi_0, R)$ should be equal to

$$|B(\xi_0, R)| = \pi (2R)^2 - \pi R^2 = 3\pi R^2$$  \hspace{1cm} (8.7)

Thus, the minimum number $n_0$ of sensor failures to isolate the connected component of the sink is given by

$$n_0 = \lambda(r, k) |B(\xi_0, R)|$$  \hspace{1cm} (8.8)
Fig. 8.2 First non-trivial connected component of the disconnected network

Fig. 8.3 Second non-trivial connected component of the disconnected network

Hence, the network connectivity is equal to

\[ \kappa_2(G) = n_0 = 3 \lambda(r, k) \pi R^2 \]  

If we set \( \alpha = R/r \) and substitute Eq. 8.1 in Eq. 8.9, we obtain

\[ \kappa_2(G) = \frac{6 \pi \alpha^2 k}{(\pi - \sqrt{3})} \]  

The second configuration of the disconnected network (Fig. 8.3) corresponds to the smallest connected component containing the sink if the field has to be divided into two regions such that none of them surrounds the other. Hence, the width of the empty rectangular band, denoted by \( B \), which splits the field vertically
should be equal to $R$. The minimum number $n_0$ of sensor failures to isolate the sink is given by

$$n_0 = \lambda(r, k) R \sqrt{A}$$  \hspace{1cm} (8.11)

We find that the network connectivity is equal to

$$\kappa^*_3(G) = n_0 = \lambda(r, k) R \sqrt{A}$$  \hspace{1cm} (8.12)

Setting $\alpha = R/r$ and substituting Eq. 8.1 in Eq. 8.12 yields

$$\kappa^*_3(G) = \frac{2 R \sqrt{A} k}{(\pi - \sqrt{3}) r^2}$$  \hspace{1cm} (8.13)

Notice that $\kappa^*_3(G) > \kappa^*_2(G)$ given the hypothesis $R << \sqrt{A}$.

Case 3—Largest connected component: One of the components of the disconnected network has only one sensor that is not the sink. This case is similar to the first case in that a single sensor becomes isolated when all of its neighbours fail. Applying the same reasoning leads to the same result found in Case 1. Thus, we have $\kappa_1(G) \leq \kappa(G) \leq \kappa^*_3(G)$ and hence the network fault tolerance, $\eta(G)$, is given by $\kappa_1(G) - 1 \leq \eta(G) \leq \kappa^*_3(G) - 1$.

It is easy to check that $\kappa(G) > k$. However, it was proved in [205] that the connectivity of $k$-covered wireless sensor networks is equal to $k$ provided that $R \geq 2r$.

![Diagram](image)

**Fig. 8.4** 1-Coverage and $R_i \geq 2r_i$ do not imply connectivity

### 8.2.2 Heterogeneous Sensors

In this section, we consider $k$-covered wireless sensor networks with heterogeneous sensors whose sensing and communications are not the same, i.e., both
parameters are varying. In this case, it is easy to prove that the relationship $R \geq 2r$ cannot guarantee network connectivity even when the network is configured to provide sensing coverage. Figure 8.4 shows that the sensor $s_j$ can connect to the sensor $s_i$, but $s_i$ cannot connect to $s_j$. Lemma 8.1 establishes a necessary and sufficient condition for connectivity of heterogeneous $k$-covered wireless sensor networks.

**Lemma 8.1:** A heterogeneous $k$-covered wireless sensor networks is connected if for any sensor, the radius of its communication disk is at least equal to the sum of the radii of its own sensing disk and that of the most powerful sensor in terms of sensing capability, i.e., for all $s_i \in S$, $R_i \geq r_i + r_{\text{max}}$, where $r_{\text{max}} = \max\{r_j : s_j \in S\}$.

**Proof:** Consider two sensors $s_i$ and $s_j$ whose sensing disks are tangential to each other at point $p$ (Fig. 8.4). Let $R_i = r_i + r_{\text{max}}$ and $R_j = r_j + r_{\text{max}}$. Thus, $R_i \geq r_i + r_j$ and $R_j \geq r_j + r_j$, implying $|\xi_i - \xi_j| \leq \min\{R_i, R_j\}$. Hence, $s_i$ and $s_j$ are mutually connected. Thus, the underlying heterogeneous wireless sensor network is connected because it is $k$-covered.

It is worth noting that achieving $k$-coverage depends on the least powerful sensors in terms of their sensing capability. Corollaries 8.1 and 8.2 for heterogeneous $k$-covered wireless sensor networks correspond to Lemmas 5.1 and 5.2, respectively, given in Chap. 5.

**Corollary 8.1:** If the width of a closed convex area $\Omega$, $\omega(\Omega)$, satisfies $\omega(\Omega) \leq r_{\text{min}}$, where $r_{\text{min}} = \min\{r_j : s_j \in S\}$, then $\Omega$ is guaranteed to be $k$-covered when $k$ heterogeneous sensors are deployed in it, where $k \geq 3$.

**Proof:** Our reasoning should be based on the least powerful sensors in terms of their sensing capability. In the worst case, when $k$ least powerful sensors (all of them have the smallest radius of their sensing disks) are deployed in the Reuleaux triangle of constant (maximum) width equal to $r_{\text{min}}$, denoted by $RT(r_{\text{min}})$, then $RT(r_{\text{min}})$ is guaranteed to be $k$-covered, where $r_{\text{min}} = \min\{r_j : s_j \in S\}$.

**Corollary 8.2:** The sensor spatial density necessary to guarantee $k$-coverage of a field sensed by spatially distributed heterogeneous sensors is given by

$$\lambda(r_{\text{min}}, k) = \frac{2k}{(\pi - \sqrt{3})r_{\text{min}}^2} \quad (8.14)$$

where $r_{\text{min}} = \min\{r_j : s_j \in S\}$ and $k \geq 3$.

**Proof:** The proof is verbatim and stems from the fact that if $k$ least powerful sensors (in terms of their sensing ranges) are able to $k$-cover a region $\Omega$, then any subset of $k$ sensors deployed in $\Omega$ will be able to do so. Using the AET model, we can easily prove that the maximum size of $\Omega$ is $A_{\text{max}}(r_{\text{min}}) = (\pi - \sqrt{3})r_{\text{min}}^2/2$. Thus,
the required sensor spatial density is 
\[ \lambda(r_{\min}, k) = \frac{k}{A_{\max}(r_{\min})} = \frac{2k}{(\pi - \sqrt{3}) r_{\min}^2}, \]
where \( r_{\min} = \min\{r_j : s_j \in S\} \).

While for homogeneous \( k \)-covered wireless sensor networks “\( k \)-connected” is the proper parameter, we believe that “\( k \)-node disjoint paths to the sink” is the right argument for heterogeneous \( k \)-covered wireless sensor networks since differences in communication ranges induce unidirectional networks. Indeed, “\( k \)-strong connectivity” is an over-kill in the case of heterogeneous \( k \)-covered wireless sensor networks. From now on, connectivity of heterogeneous \( k \)-covered wireless sensor networks should be understood in the sense of “\( k \)-node disjoint paths to the sink”. Corollary 8.3 computes connectivity of heterogeneous \( k \)-covered wireless sensor networks and their fault tolerance.

**Corollary 8.3:** Let \( G \) be a communication graph of a heterogeneous \( k \)-covered wireless sensor networks with \( k \geq 3 \). The connectivity of heterogeneous \( k \)-covered wireless sensor networks (in the sense of \( k \)-node disjoint paths to the sink) is given by
\[ K_1 \leq \kappa(G) \leq K_2 \]
where
\[ K_1 = \frac{2 \pi R_{\min}^2 k}{(\pi - \sqrt{3}) r_{\min}^2} \]
\[ K_2 = \frac{2 R_{\max} \sqrt{A} k}{(\pi - \sqrt{3}) r_{\min}^2} \]
\( r_{\min} = \min\{r_j : s_j \in S\} \) and \( R_{\max} = \max\{R_j : s_j \in S\} \). The fault tolerance, \( \eta(G) \), is given by
\[ K_1 - 1 \leq \eta(G) \leq K_2 - 1 \]

**Proof:** Similarly, we consider three cases depending on the types of components of the disconnected network that contain the sink.

**Case 1—Isolated sink:** Although there are several cases for the sink to consider in terms of its communication capability, we limit our study to the following extreme two cases.

**Case 1.1:** In this case, the sink is supposed to be the most powerful node in the network in terms of sensing, communication, computation, and storage capabilities. Hence, the radius of its communication disk is equal to \( R_{\max} \). Indeed, in some sensing applications, the sink would receive all sensed data from the sensors in the network which has to be analyzed and processed for a better and more accurate decision-making process. Thus, the minimum number \( n_0 \) of sensor failures to isolate the sink is given by
\[ n_0 = \lambda(r_{\min}, k) | D(\xi_0, R_{\max}) | \]
Substituting Eq. 8.14 in Eq. 8.17, we find that the network connectivity of heterogeneous \( k \)-covered wireless sensor networks is computed as

\[
\kappa_1(G) = n_0 = \frac{2 \pi R_{\text{max}}^2 k}{(\pi - \sqrt{3}) r_{\text{min}}^2}
\]  

(8.18)

where \( r_{\text{min}} = \min\{r_j : s_j \in S\} \), \( R_{\text{max}} = \max\{R_j : s_j \in S\} \), and \( k \geq 3 \).

**Case 1.2:** In this case, the sink is supposed to be the least powerful node in the network and hence the radius of its communication disk is equal to \( R_{\text{min}} \). Indeed, in other sensing applications, in addition to traffic relaying, the sensors are also responsible for in-network data processing. In this case, the sink would receive only a small amount of data and hence does not have to possess high capabilities. Thus, the minimum number \( n_0' \) of sensor failures to isolate the sink is given by

\[
n_0' = \lambda(r_{\text{min}}, k) \right| D(\xi_0, R_{\text{min}})\right|
\]  

(8.17’)

Substituting Eq. 8.14 in Eq. 8.17’, we find that the network connectivity of heterogeneous \( k \)-covered wireless sensor networks is computed as

\[
\kappa_1'(G) = n_0' = \frac{2 \pi R_{\text{min}}^2 k}{(\pi - \sqrt{3}) r_{\text{min}}^2}
\]  

(8.18’)

where \( r_{\text{min}} = \min\{r_j : s_j \in S\} \), \( R_{\text{min}} = \min\{R_j : s_j \in S\} \), and \( k \geq 3 \).

**Case 2—Non-trivial connected components:** We consider the same two network configurations, which were studied in the case of homogeneous \( k \)-covered wireless sensor networks. Notice that the sensors located around the sink are heavily used in data forwarding and hence should be the most powerful ones in terms of sensing and communication capabilities. Otherwise, they will suffer severe energy depletion and die very quickly. Thus, the communication disk of the sink contains only powerful sensors. Hence, the width of the circular empty band surrounding the connected component containing the sink should be equal to \( R_{\text{max}} \). Thus, the area of this empty circular band \( B(\xi_0, R_{\text{max}}) \) should be equal to

\[
\right| B(\xi_0, R_{\text{max}})\right| = \pi (2R_{\text{max}})^2 - \pi R_{\text{max}}^2 = 3 \pi R_{\text{max}}^2
\]  

(8.19)

The minimum number \( n_1 \) of sensor failures to isolate the sink is given by

\[
n_1 = \lambda(r_{\text{min}}, k) \right| B(\xi_0, R_{\text{max}})\right|
\]  

(8.20)

If we substitute Eq. 8.14 in Eq. 8.20, we find that connectivity is equal to
Likewise, for the second configuration of the disconnected network, the width of the empty rectangular band $B(R, \sqrt{A})$ should be equal to $R_{\text{max}}$ and hence its area is equal to $|B(R, \sqrt{A})| = R_{\text{max}} \sqrt{A}$. Therefore, the minimum number $n_2$ of sensor failures to isolate the sink is given by

$$n_2 = \lambda(r_{\text{min}}, k) |B(R, \sqrt{A})|$$  \hspace{1cm} (8.22)

Thus, the network connectivity is given by

$$\kappa_3(G) = n_2 = \frac{2 R_{\text{max}} \sqrt{A} k}{(\pi - \sqrt{3}) r_{\text{min}}^2}$$  \hspace{1cm} (8.23)

**Case 3—Largest connected component:** In this case, the single-node component may include the least powerful or the most power sensor in terms of its communication capability. Hence, the network connectivity will have lower and upper bounds depending on whether the isolated sensor is the least or most powerful sensor, respectively. The minimum number $n_{lb}$ of sensor failures to isolate a least powerful sensor is given by

$$n_{lb} = \lambda(r_{\text{min}}, k) |D(\xi_0, R_{\text{min}})|$$  \hspace{1cm} (8.24)

while the minimum number $n_{ub}$ of sensor failures to isolate a most powerful sensor is given by

$$n_{ub} = \lambda(r_{\text{min}}, k) |D(\xi_0, R_{\text{max}})|$$  \hspace{1cm} (8.25)

Let $K_{lb}$ and $K_{ub}$ be lower and upper bounds, respectively, on connectivity $\kappa_4(G)$ of heterogeneous $k$-covered wireless sensor networks. In this case, it is easy to establish that $\kappa_4(G)$ satisfies

$$K_{lb}(G) \leq \kappa_4(G) \leq K_{ub}(G)$$  \hspace{1cm} (8.26)

where

$$K_{lb}(G) = n_{lb} = \frac{2 \pi R_{\text{min}}^2 k}{(\pi - \sqrt{3}) r_{\text{min}}^2}$$

$$K_{ub}(G) = n_{ub} = \frac{2 \pi R_{\text{max}}^2 k}{(\pi - \sqrt{3}) r_{\text{min}}^2}$$

Using the results of the above three cases, we find that connectivity of heterogeneous $k$-covered wireless sensor networks satisfies $K_1 \leq \kappa(G) \leq K_2$ and their fault tolerance is given by $K_1 - 1 \leq \eta(G) \leq K_2 - 1$, where $K_1 = K_{lb}(G) = \frac{2 \pi R_{\text{min}}^2 k}{(\pi - \sqrt{3}) r_{\text{min}}^2}$.
\[ K_2 = \kappa_3(G) \frac{2R_{\min} \sqrt{\pi A k}}{(\pi - \sqrt{3}) r_{\min}^2}, \quad r_{\min} = \min \{ r_j : s_j \in S \}, \quad R_{\min} = \min \{ R_j : s_j \in S \}, \quad \text{and} \]
\[ R_{\max} = \max \{ R_j : s_j \in S \}. \]

Similarly, it is easy to prove that \( \kappa(G) > k \).

8.2.3 Conditional Fault-Tolerance Measures

Previous works on fault tolerance in wireless sensor networks assumed that any subset of sensors and, in particular, the neighbour set of any sensor, can potentially fail at the same time. As discussed earlier, this assumption is unrealistic for large-scale dense wireless sensor networks, such as \( k \)-covered wireless sensor networks, which are highly dense so they can achieve desirable levels of redundant coverage. Also, deploying heterogeneous sensors for real-world applications reduces the probability of simultaneous failure of the entire neighbour set of a given sensor. In this chapter, we restrict a faulty sensor set to some subsets of sensors that do not include the forbidden faulty set.

Next, we compute the conditional connectivity and conditional fault-tolerance of homogeneous and heterogeneous \( k \)-covered wireless sensor networks.

8.2.4 Homogeneous Sensors

In this section, we consider homogeneous sensors that possess the same sensing range and the same communication range. Our results prove that \( k \)-covered wireless sensor networks can sustain a larger number of sensor failures under the restriction imposed on a faulty sensor set. Precisely, we show that the conditional

\[ R_{\min} = \min \{ r_j : s_j \in S \}, \quad R_{\min} = \min \{ R_j : s_j \in S \}, \quad \text{and} \]
\[ R_{\max} = \max \{ R_j : s_j \in S \}. \]

Fig. 8.5 \( RT(\xi_0, r) \) and \( A(\xi_0, R) \) regions
connectivity of homogeneous $k$-covered wireless sensor networks is larger than $k$. Theorem 8.2 computes the conditional connectivity and conditional fault-tolerance of homogeneous $k$-covered wireless sensor networks.

**Theorem 8.2:** The conditional connectivity of homogeneous $k$-covered wireless sensor networks is given by

$$\kappa(G : P) = \frac{4R(R + r)k}{r^2}$$

where $\alpha = R/r$ and $k \geq 3$. The conditional fault-tolerance of $G$, $\eta(G : P)$, is given by $\eta(G : P) = \kappa(G : P) - 1$.

**Proof:** We consider two cases based on the type of component to which the sink belongs.

**Case 1—Smallest-size component including the sink:** Under the assumption of forbidden faulty set, we assume the sink belongs to the smallest connected component that is disconnected from the rest of the network. Let $\xi_0$ be the location of the sink $s_0$. By hypothesis, any location in the field is $k$-covered with $k \geq 3$, and in particular the location $\xi_0$. Therefore, there must be a subset of sensors located at distance at most equal to $r$ from $\xi_0$. Using the Reuleaux Triangle model, the Reuleaux triangle of width $r + \varepsilon_1$ and centered at $\xi_0$, denoted by $RT(\xi_0, r + \varepsilon_1)$, where $\varepsilon_1$ is an infinitesimal value, must be not empty; otherwise, the $k$-coverage property at $\xi_0$ is not satisfied, and particularly the forbidden faulty set constraint is not met. Our goal is to compute the minimum number of sensors to fail in order to disconnect the sink under the forbidden set constraint. Notice that the smallest connected component including the sink requires $\varepsilon_1 = 0$. The region $RT(\xi_0, r)$ is a guarantee that the sink will not be isolated by itself and hence the forbidden faulty sensor set constraint with respect to the sink is not violated. Indeed, only a subset of its neighbours fails and not all of them as in the case of classical connectivity (see Sect. 8.2.1, case 1 of proof of Theorem 8.1). In this configuration, the majority of the sensors are not connected to the sink, and hence the network is dead. Now, to disconnect the sink together with its neighbours located in $RT(\xi_0, r)$, the annulus surrounding the region $RT(\xi_0, r)$ and centered at $\xi_0$ should be empty and have a width equal to $R + \varepsilon_2$; otherwise, the network remains connected. Notice that the minimum number of sensor failure requires $\varepsilon_2 = 0$. Thus, this empty annulus, denoted by $A(\xi_0, R)$ (Fig. 8.5), will guarantee that the connected component in $RT(\xi_0, r)$ is disconnected. Notice that the width of the outmost Reuleaux triangle centered at $\xi_0$ is equal to $2R + r$. Hence, the area of the annulus $A(\xi_0, R)$ is given by

$$|A(\xi_0, R)| = |RT(\xi_0, 2R + r)| - |RT(\xi_0, r)| = 2(\pi - \sqrt{3})R(R + r)$$

Thus, the conditional minimum number $n(P)$ of sensor failures to disconnect the smallest component including the sink is computed as
Substituting Eq. 8.1 and Eq. 8.28 in Eq. 8.29, we find that the conditional connectivity is computed as

\[ \kappa_1(G : P) = n(P) = \frac{4R(R + r)k}{r^2} \]  

(8.30)

where \( r \) and \( R \) are the radii of the sensing and communication disks of the sensors, respectively, and \( k \) is the degree of coverage of the field. It is easy to prove that the forbidden fault set constraint is violated (neighbour set of \( s_i \) is within the circular band of width \( R_{\text{max}} \)) and connectivity is maintained (the radius of \( s_j \)'s communication disk is larger than \( R_{\text{min}} \)).
that the forbidden faulty sensor set constraint is satisfied for both the faulty and non-faulty sensors. Any sensor inside the region $RT(\xi_0, r)$ still has non-faulty neighbours located in $RT(\xi_0, r)$. Also, any sensor outside the region $RT(\xi_0, R + r)$ has non-faulty neighbours within $RT(\xi_0, R + r)$. Similarly, any faulty sensor within the annulus $A(\xi_0, R)$ has non-faulty neighbours located in $RT(\xi_0, r)$ and outside $RT(\xi_0, R + r)$.

Case 2—Largest connected component: We assume that the sensors located in the annulus $A(\xi_j, R)$ as defined earlier fail. This case is similar to the previous one except that the sink belongs to the largest connected component of the disconnected network. Using the same reasoning as in case 1, we obtain the same conditional network connectivity. Here again, to consider whether or not the resulting network is connected or not depends on the type of coverage (full coverage or partial coverage) required by the sensing application. Thus, we have $\kappa_2(G : P) = \kappa_1(G : P)$.

From both cases 1 and 2, it follows that the conditional network connectivity is $\kappa(G : P) = \kappa_1(G : P)$, and hence the conditional network fault-tolerance, $\eta(G : P)$, is given by $\eta(G : P) = \kappa(G : P) - 1$. It is easy to check that $\kappa(G : P) > \kappa(G)$ and hence $\kappa(G : P) > k$. By definition (Chap. 2, Definition 2.32), the conditional network fault tolerance, $\eta(G : P)$, is given by $\eta(G : P) = \kappa(G : P) - 1$.

8.2.5 Heterogeneous Sensors

Computing the conditional connectivity of heterogeneous $k$-covered wireless sensor networks is not a straightforward generalization of the process used previously for homogeneous $k$-covered wireless sensor networks. We found that disconnecting the network while satisfying the forbidden faulty set constraint is a challenging problem. If, on the one hand, we choose the width of the annulus to be $R_{\max}$, then the sensors with communication range less than or equal to half of $R_{\max}$ may be located in the annulus. Thus, the property $P$ will be violated (Fig. 8.6) as the entire neighbour set of some sensors located within the annulus would fail at the same time. If, on the other hand, the width of the annulus is less than $R_{\max}$, then the non-faulty sensors of one connected component might be able to connect to the non-faulty sensors of the other connected component of the disconnected network. Hence, the obtained network is not disconnected (Fig. 8.7). As can be seen, we cannot find an exact value of the conditional connectivity of heterogeneous $k$-covered wireless sensor networks in the absence of any deterministic sensor deployment strategy. Hence, we propose to compute lower and upper bounds on conditional connectivity based on particular sensor configurations in the annulus and around the annulus. While in the first scenario we assume that the annulus contains only least powerful sensors, the second scenario supposes that the annulus consists of most powerful sensors.
Corollary 8.4 computes the conditional connectivity and conditional fault-tolerance of heterogeneous $k$-covered wireless sensor networks.

**Corollary 8.4:** The conditional connectivity of heterogeneous $k$-covered wireless sensor networks is given by

\[
\kappa_1(G : P) \leq \kappa(G : P) \leq \kappa_2(G : P)
\]

where

\[
\kappa_1(G : P) = \frac{4 R_{\text{min}} (R_{\text{min}} + r_{\text{min}}) k}{r_{\text{min}}^2}
\]

\[
\kappa_2(G : P) = \frac{4 R_{\text{max}} (R_{\text{max}} + r_{\text{max}}) k}{r_{\text{min}}^2}
\]

$k \geq 3$, $r_{\text{min}} = \min\{r_j : s_j \in S\}$, $r_{\text{max}} = \max\{r_j : s_j \in S\}$, $R_{\text{min}} = \min\{R_j : s_j \in S\}$, and $R_{\text{max}} = \max\{R_j : s_j \in S\}$. The conditional fault tolerance of the network is given by

\[
\kappa_1(G : P) - 1 \leq \eta(G : P) \leq \kappa_2(G : P) - 1
\]

**Proof:** First assume that the annulus as well as the area surrounding it contains only least powerful sensors, and hence its width is equal to $R_{\text{min}}$. Furthermore, in order to guarantee that the sink will not be isolated, which would violate the forbidden faulty sensor set constraint, the width of the Reuleaux triangle centered at the location $\xi_0$ of the sink $s_0$ should be equal to $r_{\text{min}}$. These two conditions yield a disconnected network that satisfies the forbidden faulty sensor set constraint. First assume that the annulus as well as the area surrounding it contains only least powerful sensors, and hence its width is equal to $R_{\text{min}}$. The area of the annulus $A(\xi_0, R_{\text{min}})$ is given by

\[
|A(\xi_0, R_{\text{min}})| = |RT(\xi_0, 2 R_{\text{min}} + r_{\text{min}})| - |RT(\xi_0, r_{\text{min}})| = 2(\pi - \sqrt{3}) R_{\text{min}} (R_{\text{min}} + r_{\text{min}})
\]

Hence, the conditional minimum number $n(P)$ of sensor failures to disconnect the connected component including the sink from the rest of the network is computed as

\[
n_1(P) = \lambda(r_{\text{min}}, k) |A(\xi_0, R_{\text{min}})|
\]

Thus, the lower bound on conditional connectivity is computed as

\[
\kappa_1(G : P) = n_1(P) = \frac{4 R_{\text{min}} (R_{\text{min}} + r_{\text{min}}) k}{r_{\text{min}}^2}
\]

where $r_{\text{min}} = \min\{r_j : s_j \in S\}$ and $R_{\text{min}} = \min\{R_j : s_j \in S\}$. To compute the upper bound on network connectivity, we assume that the sensors inside the annulus and around it are the most powerful ones. The analysis is similar to the previous one except that we just replace $r_{\text{min}}$ by $r_{\text{max}}$ and $R_{\text{min}}$ by $R_{\text{max}}$ in the denominator of the first part of Eq. 8.7 in order to disconnect the network while meeting the forbidden faulty set constraint. We found that the network connectivity is given by

\[
\kappa_2(G : P) = \frac{4 R_{\text{max}} (R_{\text{max}} + r_{\text{max}}) k}{r_{\text{min}}^2}
\]
where \( r_{\text{max}} = \max \{ r_j : s_j \in S \} \), \( R_{\text{min}} = \min \{ R_j : s_j \in S \} \), and \( R_{\text{max}} = \max \{ R_j : s_j \in S \} \).

Thus, the conditional network connectivity of heterogeneous \( k \)-covered wireless sensor networks with respect to the forbidden faulty set constraint \( P \) satisfies

\[
\kappa_1(G : P) \leq \kappa(G : P) \leq \kappa_2(G : P)
\]

and their conditional network fault-tolerance is given by

\[
\kappa_1(G : P) - 1 \leq \eta(G : P) \leq \kappa_2(G : P) - 1
\]

Note that there is neither a polynomial-time algorithm for computing \( \kappa(G : P) \) for a general graph nor any tight upper bound for \( \kappa(G : P) \). However, our characterization of \( k \)-coverage based on the intersection of \( k \) sensing disks and the Reuleaux triangle make it possible to compute the corresponding minimum sensor spatial density. This helps us derive conditional connectivity and conditional fault-tolerance of \( k \)-covered wireless sensor networks.

### 8.3 Related Work

Existing works on coverage and connectivity in wireless sensor networks assumed the concept of traditional connectivity. Our proposed approach, however, considers both concepts of traditional and conditional connectivity. The latter is based on the concept of forbidden faulty sensor set that includes subsets of sensors that cannot be faulty at the same time. Furthermore, our measures of connectivity and fault tolerance for \( k \)-covered wireless sensor networks take into consideration the morphology of wireless sensor networks, where the sink is the most crucial node. In this section, we describe existing work that exploited the concept of conditional connectivity.

The concept of conditional connectivity [101] has been investigated in several research works. Esfahanian [81] presented a new fault-tolerance analysis for the \( n \)-cube networks based on the concept of forbidden faulty set. Latifi et al. [130] introduced a new measure of conditional connectivity for the \( n \)-dimensional cube, where every node is required to have at least \( g \) good neighbours. Wu and Guo [201] computed the fault tolerance of the \( m \)-ary \( n \)-dimensional hypercubes using forbidden faulty sets. Also, Chen et al. [60] proposed a probabilistic approach for computing the fault tolerance of hypercube network using forbidden faulty sets. Malde and Oellermann [151] introduced the notion of \( F \)-connectivity as the smallest number of vertices of \( G \) whose removal produces a trivial graph or a disconnected graph with each component a subgraph of \( F \), where \( F \) is an induced subgraph of \( G \). Oellermann [163] proposed the \( P \)-connectivity of a graph \( G \) with respect to hereditary properties, where every induced subgraph \( F \) of a graph \( G \) having property \( P \) also has property \( P \). Ammari and Das [29] proposed measures of conditional fault-tolerance of \( k \)-covered wireless sensor networks but considered connectivity from graph theory perspective, which is quite different from connectivity with the sink. Indeed, network connectivity is not necessarily a condition for the network to operate whereas connectivity to the sink is. Thus, more realistic measures of fault tolerance should be defined with respect to the sink.
8.4 Summary

One important issue in the design of wireless sensor networks is fault tolerance. Precisely, the network should remain functionally connected in spite of some sensor failures. In the context of graph theory, connectivity is an appropriate measure of fault tolerance. In this chapter, we have investigated coverage, connectivity, and fault tolerance in $k$-covered wireless sensor networks [13]. In order to compute their connectivity and fault tolerance, we have found that it is necessary to compute the minimum sensor spatial density to guarantee $k$-coverage of a convex field. For this purpose, we have characterized $k$-coverage based on the intersection of sensing disks of $k$ sensors and the Reuleaux Triangle model. Our measures take into account the size of the connected component that includes the sink. Indeed, the sink is a very critical node in data collection and decision making. Regardless of the degree of coverage $k$ provided by the network, we have proved that connectivity is always higher than $k$. We have derived fault tolerance of $k$-covered wireless sensor networks based on connectivity. Traditional (or unconditional) connectivity assumes that any subset of sensors can be potentially faulty at the same time. For large-scale dense wireless sensor networks, such as $k$-covered wireless sensor networks, this assumption is not realistic. To alleviate this problem, we have proposed a new measure of fault-tolerance for $k$-covered wireless sensor networks based on the concepts of conditional connectivity and forbidden faulty sensor set, where the entire neighbour set of a given sensor cannot fail at the same time. We have proved that $k$-covered wireless sensor networks can sustain a large number of sensor failures under this assumption. We believe that our results can be used in the design of wireless sensor networks with prescribed degrees of coverage, connectivity, and fault tolerance. In Appendix 1, we provide network and fault-tolerance measures for three-dimensional homogeneous and heterogeneous $k$-covered wireless sensor networks using the same approach for their counterpart in two-dimensional deployment fields.
Chapter 9
Geographic Forwarding on Always-On Sensors

This chapter addresses the problem of energy-efficient data forwarding in wireless sensor networks. It presents our solution to this problem for always-on wireless sensor networks, where the sensors are active all the time. Specifically, it investigates both short-range and long-range data forwarding schemes on always-on sensors and provides several theoretical and simulation results. It shows that short-range data forwarding scheme is more appropriate than long-range data forwarding scheme to save energy of the sensors and promote the longevity of wireless sensor networks with scarce energy resources. Our proposed solution is based on the geometric properties of Delaunay triangulation.

9.1 Introduction

In contrast to traditional wireless networks, energy efficiency is a critical determinant to extend the lifetime of wireless sensor networks. Data forwarding is an essential function in wireless sensor networks. As discussed earlier, the sensors communicate with each other via wireless, multi-hop links and have limited battery power (or energy), which is the most crucial resource. With these challenges in mind, energy efficiency is the primary constraint that should be met in the design and implementation of protocols for wireless sensor networks, which will be used by the sensors in their sensing, communication, and processing tasks. Because energy is the most crucial resource for the sensors to perform efficiently and correctly, the design of energy-efficient data forwarding protocols for wireless sensor networks has been receiving much attention to extend the network lifetime.

It is well-known that geographic forwarding is an energy-efficient and practical scheme for wireless sensor networks in the sense that the sensors are not required to maintain global and detailed information on the topology of the entire network. The sensors need only maintain local knowledge on their one-hop communication neighbours with respect to their geographic location information in order to progress data towards their final destinations, i.e., to forward data to a central gathering point, i.e., the sink, for further analysis and processing.

There is an ongoing debate on short-range versus long-range data forwarding in multi-hop wireless networks. This chapter supports the short-range data forwarding strategy for wireless sensor networks, where energy should be given the highest priority [20]. Precisely, our protocol is designed to efficiently use the limited energy of the sensors by minimizing their average energy consumption in forwarding data originated from sources to a single sink with a goal to prolong the
operational network lifetime. Our proposed data forwarding protocol exploits the properties of Delaunay triangulation to forward data via short range.

The remainder of this chapter is organized as follows. Section 9.2 describes our WLDT protocol. Section 9.3 analyzes WLDT while Sect. 9.4 discusses both short-range and long-range data forwarding schemes and presents several theoretical results. Section 9.5 addresses a few reliability issues of WLDT. Section 9.6 reviews related work. Section 9.7 summarizes the chapter.

9.2 The WLDT Protocol

In this section, we propose an energy-efficient data forwarding protocol for wireless sensor networks so they remain operational as long as possible. Our protocol, Weighted Localized Delaunay Triangulation-based data forwarding (WLDT), uses 1-lookahead scheme to guarantee data delivery to the sink. WLDT aims to minimize the average energy consumption of the sensors during data forwarding towards the sink. It exploits the geometric properties of the Delaunay triangulation [36] to build an energy-efficient path between the source and the sink as a sequence of sub-paths whose endpoints are called checkpoints. These checkpoints are selected based on their location in the field and their remaining energy. A sub-path between a pair of checkpoints consists of a series of forwarders, which are the endpoints of short Delaunay edges and are selected based on their location and remaining energy to forward the data between their checkpoints. Next, we describe WLDT in details.

9.2.1 Long-Range Versus Short-Range Forwarding

Let \( S = \{s_0, ..., s_{n-1}\} \) be a set of \( n \) sensor nodes and \( s_m \) the single sink connected by wireless links over a wireless sensor network.

Lemma 9.1 states that, under some specific condition, data forwarding through a short-range forwarding scheme is more energy efficient than that using a long-range forwarding scheme. We assume that the sensors \( s_i \) and \( s_j \) are one-hop neighbours of each other. Note that the “one-hop neighbour” relationship is symmetric. In other words, we assume that all the sensors are homogeneous, i.e., have the same physical capabilities and, in particular, their transmission range.

Lemma 9.1: The total energy consumption for forwarding one data packet from the sensor \( s_i \) to the sensor \( s_j \) along a short-range path is smaller than the energy spent along a long-range path between them if there is a sensor \( s_k \in NS(s_i) \) such that

\[
\delta(s_k, s_{k,p}) < \sqrt{\left( \frac{d^2}{2} - \frac{E_{elec}}{\varepsilon} \right)^{2/\alpha} - \frac{d^2}{4}}
\]

where \( \delta(s_i, s_j) = d \) and \( s_{k,p} \) is the orthogonal projection of \( s_k \) on the segment \( s_i s_j \).
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**Fig. 9.1** Single-hop vs. two-hop data forwarding

**Proof:** Let us compute the critical distance $d_0$ between $s_k$ and $s_{k,p}$ for which long-range and short-range data forwarding consume the same energy. Let

$$E_{1\text{-hop}}(s_i, s_j) = 2 \kappa E_{\text{elec}} + \kappa \varepsilon \delta^\alpha(s_i, s_j)$$

and

$$E_{2\text{-hop}}(s_i, s_j) = 4 \kappa E_{\text{elec}} + \kappa \varepsilon (\delta^\alpha(s_i, s_k) + \delta^\alpha(s_k, s_j))$$

be the energy consumption required to forward the data from $s_i$ to $s_j$ through 1-hop and 2-hop paths, respectively. It is easy to check that $E_{2\text{-hop}}(s_i, s_j)$ reaches its minimum when $\delta(s_i, s_k) = \delta(s_k, s_j)$. Thus, $E_{1\text{-hop}}(s_i, s_j) = E_{2\text{-hop}}(s_i, s_j)$ implies

$$\delta(s_i, s_k) = \left(\frac{d^2}{2} - \frac{E_{\text{elec}}}{\varepsilon}\right)^{1/\alpha}$$

where $\delta(s_i, s_j) = d$. By Pythagorean Theorem, $\delta^2(s_i, s_k) = \delta^2(s_i, s_{k,p}) + d_0^2$, where $d_0 = \delta(s_k, s_{k,p})$, i.e.,

$$d_0 = \sqrt{\left(\frac{d^2}{2} - \frac{E_{\text{elec}}}{\varepsilon}\right)^{2/\alpha} - \frac{d^2}{4}}$$

Thus, a short-range path between the sensors $s_i$ and $s_j$ contains at least one forwarder between them if $\delta(s_k, s_{k,p}) < d_0$. ■
The WLDT protocol is based on Lemma 9.1 and the result in [32] which states that the total energy consumption for forwarding one data packet from the source \( s_0 \) to the sink \( s_m \) reaches its minimum value only when all forwarders between \( s_0 \) and \( s_m \) lie on the line segment \([s_0, s_m]\) between \( s_0 \) and \( s_m \).

Lemma 9.2 compares the average energy consumption of the sensors in short-range and long-range data forwarding schemes.

**Lemma 9.2:** Long-range data forwarding leads to higher average energy consumption of the sensors than short-range data forwarding even when the total energy consumption in both schemes is the same.

**Proof:** According to Lemma 9.1, it is clear that when \( \delta(s_k, s_k, p) = d_0 \), the total energy consumption required for long-range and short-range data forwarding is the same. Without loss of generality, let us assume that long-range data forwarding uses the shortest path between the source \( s_0 \) and the sink \( s_m \). Moreover, we assume that all the forwarders are located at the perimeter of the transmission ranges (within distance \( r \) from each other). The average energy consumption of the sensors participating in long-range data forwarding is given by

\[
E_{\text{avg}}^{\text{th}}(s_i) = 2 \kappa E_{\text{elec}} + \kappa \varepsilon r^\alpha
\]

We assume that we deal with two-hop data forwarding, where half of the sensors lie on the shortest path \([s_0, s_m]\) and the other half lie above it as shown in Fig. 9.1, where \( \delta(s_i, s_{i+1}) = \left(\frac{r^2}{2} - \frac{E_{\text{elec}}}{\varepsilon}\right)^{1/\alpha} \) (see Lemma 9.1). Hence, the average energy consumption of the sensors in two-hop data forwarding is

\[
E_{\text{avg}}^{\text{th}}(s_i) = 2 \kappa E_{\text{elec}} + \kappa \varepsilon \delta^{\alpha}(s_i, s_{i+1}).
\]

Thus,

\[
E_{\text{avg}}^{\text{th}}(s_i) = 2 \kappa E_{\text{elec}} + \kappa \varepsilon \left(\frac{r^2}{2} - \frac{E_{\text{elec}}}{\varepsilon}\right)
\]

Note that \( \left(\frac{r^2}{2} - \frac{E_{\text{elec}}}{\varepsilon}\right) < r^\alpha \), for all \( \alpha \geq 2 \). Thus,

\[
E_{\text{avg}}^{\text{th}}(s_{i}) < E_{\text{avg}}^{\text{th}}(s_i)
\]

**Corollary 9.1:** Assume \( \alpha = 2 \) (free space model) and \( s_k \in NS(s_i) \) lies on \( s_is_j \). If \( \delta(s_i, s_k)\delta(s_k, s_j) > \frac{E_{\text{elec}}}{\varepsilon} \), then

\[
E_{1-\text{hop}}^{\text{th}}(s_i, s_k) + E_{1-\text{hop}}^{\text{th}}(s_k, s_j) < E_{1-\text{hop}}^{\text{th}}(s_i, s_j)
\]

Corollary 9.1 recommends two-hop data forwarding between any pair of sensors \( s_i \) to \( s_j \) only if they are separated by a distance \( \delta(s_i, s_j) \) such that

\[
\delta(s_i, s_k)\delta(s_k, s_j) > \frac{E_{\text{elec}}}{\varepsilon}
\]

where \( s_k \) is a forwarder that lies on the line segment \([s_i, s_j]\).
Algorithm: WLDT
Begin
// Actions executed by source $s_0$
Step 1: Checkpoint selection
1. Compute the localized DT, $LDT(s_0)$
2. Find the subset of candidate checkpoints, $Clos(s_0, s_m)$
3. Select the checkpoint $s_p$ using equation (9.1)
Step 2: Checkpoint-based short-range data forwarding
4. Consider the localized DT, $LDT(s_0)$
5. Assign weights to the Delaunay edges adjacent to $s_0$
6. Sort the weighted Delaunay edges adjacent to $s_0$
7. Run the 1-lookahead scheme to find a forwarder $s_k$
8. If $s_k$ found Then
9. Forward the sensed data to $s_k$
   Else
10. Forward the sensed data directly to $s_p$
   EndIf
// Actions executed by any checkpoint or forwarder $s_i$
11. While (data has not reached the sink $s_m$) Do
12. If $s_i$ is a forwarder Then
13. Execute Steps 4-11 and replace $s_0$ with $s_i$
   Else
14. If $s_i$ is a checkpoint Then
15. If sink node $s_m \in NS(s_i)$ Then
16. save temp = $s_i$
17. set $s_p = s_m$
18. Execute Steps 4-11 and replace $s_0$ with temp
   Else
19. Execute Steps 1-11 and replace $s_0$ with $s_p$
   EndIf
EndIf
EndIf
EndWhile
End

Fig. 9.2 The WLDT protocol
9.2.2 A Two-Step Data Forwarding Protocol

We propose a data forwarding protocol (Fig. 9.2), which benefits from the energy gain introduced by short-range data forwarding as stated in Lemmas 9.1 and 9.2 and Corollary 9.1, and uses the geometric properties of the Delaunay triangulation (DT). Since we are interested in the area between the sending and the receiving sensors, the neighbour set $N_S(s_i)$ of the sensor $s_i$ will contain only the sensors located between $s_i$ and the sink $s_m$. Figure 9.3 shows a localized DT as well as a set of candidate checkpoints of $s_0$ (Chap. 2, Definitions 2.17 and 2.18).

The WLDT protocol is composed of two steps: checkpoint selection and checkpoint-based short-range data forwarding.

9.2.2.1 Checkpoint Selection

We consider a scenario where the source $s_0$ wishes to forward its sensed data to the sink $s_m$. The goal of this step is to identify a subset of candidate checkpoints, $CCP(s_0, s_m)$, of $NS(s_0)$ that are closest to the sink $s_m$. First, the source $s_0$ constructs its localized Delaunay triangulation, $LDT(s_0)$, as shown in Fig. 9.3. Intuitively, only the sensors in $CCP(s_0, s_m)$ will be able to get the sensed data out of the
transmission range of \(s_0\). Figure 9.3 shows the LDT\((s_0)\) and the subset CCP\((s_0,s_m)\) that includes \(s_{p1}\), \(s_{p2}\), \(s_{p3}\), \(s_{p4}\), and \(s_{p5}\), which are adjacent to the sink \(s_m\) in the LDT\((s_0)\).

From the subset of candidate checkpoints, CCP\((s_0,s_m)\), the source \(s_0\) selects the checkpoint sensor \(s_p\) such that

\[
CE_p = \max\{CE_i = c_i e_i : s_i \in CCP(s_0,s_m)\}
\]  

(9.1)

where

\[
c_i = \frac{\delta(s_0,s_m)}{\delta(s_0,s_i) + \delta(s_i,s_m)}
\]  

(9.2)

and

\[
e_i = \frac{E_{rem}(s_i)}{\sum_{s_j \in CCP(s_0,s_m)} E_{rem}(s_j)}
\]  

(9.3)

As can be seen, the weight \(c_i\) measures the degree of closeness of \(s_i\) to the shortest path \([s_0,s_m]\), while the term \(e_i\) is the percentage of the remaining energy of the sensor \(s_i\) with respect to the total remaining of the subset of sensors CCP\((s_0,s_m)\). Note that \(c_i\) attains its maximum \((c_i = 1)\) when \(s_i\) lies on \([s_0,s_m]\). Intuitively, the source \(s_0\) and the sink \(s_m\) are the first and last checkpoints, respectively.

### 9.2.2.2 Checkpoint-Based Short-Range Forwarding

The objective is to forward the sensed data to the checkpoint \(s_p\) that was selected in the previous step. First, the source \(s_0\) assigns weights to each of the Delaunay edges adjacent to it as follows: if \(s_j\) is an adjacent node to \(s_0\) in the LDT\((s_0)\), then the weight placed on the edge \((s_0,s_j)\) is \(CED_j(s_0) = c_j e_j d_j\), where

\[
c_j = \frac{\delta(s_0,s_p)}{\delta(s_0,s_j) + \delta(s_j,s_p)}
\]  

\[
e_j = \frac{E_{rem}(s_j)}{\sum_{s_k \in Adj(s_0)} E_{rem}(s_k)}
\]  

and

\[
d_j = \frac{1/\delta(s_0,s_j)}{\sum_{s_k \in Adj(s_0)} 1/\delta(s_0,s_k)}
\]

where \(Adj(s_0)\) denotes the subset of sensors adjacent to \(s_0\) in the LDT\((s_0)\). As can be observed, the term \(d_j\) measures the degree of closeness of the sensor \(s_j\) to
the source $s_0$. This means that $s_0$ favours closer sensors so it transmits its sensed data over short distances and hence saves its energy. Then, the source $s_0$ selects its next forwarder using $1-\text{lookahead}$ scheme described as follows:

- The source $s_0$ sorts the list of Delaunay edges adjacent to it, $\text{sorted-list}$, based on their weights in decreasing order.
- The source $s_0$ considers the node, $s_h$, with the highest weight and examines its adjacent neighbours in the $LDT(s_0)$. If $s_h$ has at least one path that originates from one of its adjacent sensors and leads to the checkpoint $s_p$ using only positive progress (condition COND), the node $s_h$ is selected as the next forwarder. Otherwise, the source $s_0$ repeatedly picks the next node in $\text{sorted-list}$ and checks if it satisfies COND.

The WLDT protocol is said to be $1-\text{lookahead}$ because any forwarding sensor uses the information about the adjacent of its adjacent sensors so that it can make appropriate forwarding decision. At the end of this phase, the source sensor identifies its appropriate forwarder and forwards the sensed data to it. By Lemma 9.1, the source $s_0$ prefers to forward its data to its corresponding checkpoint (located at the perimeter of its transmission range) through a series of forwarders, hence favouring short-range over long-range data forwarding. This will enable all the sensors deplete their energy slowly, thus extending the network lifetime. From the function $CED_j$, it is clear that when the sensor $s_0$ selects a forwarder $s_k$, it takes into consideration three metrics: remaining energy of the sensor $s_k$, position of the sensor $s_k$ with respect to the shortest path $[s_0,s_p]$, and the Euclidean distance, $\delta(s_0,s_k)$, between the sensors $s_k$ and $s_j$; recall that $E_r(s_0,s_k) \propto \delta(s_0,s_k)$. This means that WLDT attempts to build energy-efficient sub-paths between the source and its checkpoint or between any pair of consecutive checkpoints, which include a series of forwarders linked by short Delaunay edges. Then, the source $s_0$ fills in two fields in the data packet, namely $\text{Checkpoint}$, which contains the checkpoint $s_p$, and $\text{Forwarder}$, which contains the forwarder $s_h$, and forwards the data to $s_h$. When a node $s_k$ receives the sensed data, it will examine both fields to check whether it is a checkpoint or a forwarder. If $s_k$ is a checkpoint, it will act like the source $s_0$ by running steps 1 and 2. Otherwise, it will run only step 2. The pseudo-code of WLDT is given in Fig. 9.2.

### 9.2.3 Illustrative Example

Figure 9.4 shows a path marked by arrows between the source $s_0$ and its checkpoint $s_{p2}$. Data are forwarded by $s_1$, $s_2$, $s_3$, and $s_4$ along the corresponding Delaunay edges before it reaches $s_{p2}$. In order to identify its checkpoint, $s_0$
9.3 Analysis of WLDT

In this section, we compute a lower bound on the energy consumption in short-range data forwarding and the corresponding optimum number of forwarders between a source and the sink. This bound helps extend the battery lifetime of the sensors, thus prolonging the operational network lifetime. Specifically, we prove that any checkpoint on the data forwarding path between the source \( s_0 \) and the sink \( s_m \) is reachable (Lemma 9.3), and hence the sink itself (Corollary 9.2). Next, we approximate the length of any edge in the transmission graph \( G = (S,T) \) (Lemma 9.4) and deduce the length of any Delaunay edge in \( LDT(s_i) \) (Lemma 9.5). Then, we analyze the energy consumption in short-range data forwarding (Theorems 9.1 and 9.2) and compare WLDT with BVGF and GPSR, which implement a long-range data forwarding scheme (Theorems 9.3 and 9.4). Finally, we show that checkpoints have a positive impact on data forwarding in terms of energy savings (Theorem 9.5).

Lemma 9.3: Any checkpoint between the source \( s_0 \) and the sink \( s_m \) is reachable.

Proof: Let us prove that the checkpoint of the source \( s_0 \), say \( s_p \), is reachable. Assume that the current forwarder (the sensor that currently holds the sensed data) is \( s_i \). If the sensor \( s_i \) has a Delaunay edge \((s_i, s_p)\) in \( LDT(s_0) \), then \( s_i \) could either
directly forward the data to $s_p$ (long-range) or forward the data to $s_p$ through a series of forwarders (short-range) depending on the length of the Delaunay edge $(s_i, s_p)$ compared to the length of other Delaunay edges adjacent to $s_i$. The WLDT protocol uses a 1-lookahead scheme, which helps the sensors choose appropriate forwarders. Therefore, $s_i$ selects its forwarder $s_j$ only if there is at least one path from $s_j$ to $s_p$ along the Delaunay edges, where the $x$-coordinate of any forwarder along this path is less than the $x$-coordinate of $s_p$. This means that the checkpoint $s_p$ will be reached using only positive progress from any forwarder between the source $s_0$ and the sink $s_m$. Using the same argument as above, we can prove that every checkpoint between $s_0$ and $s_m$ is reachable.

The sink $s_m$ is also a checkpoint, and hence should be reachable. Corollary 9.2 below follows directly from Lemma 9.3.

**Corollary 9.2**: Any sensed data originated from the source $s_0$ is guaranteed to reach the sink $s_m$, assuming no packet loss.

The total energy consumption in data forwarding depends on the distance between the sending and receiving nodes. Lemma 9.4 approximates the minimum length of any edge between any pair of sensors in the transmission graph $G = (S,T)$.

**Lemma 9.4**: The minimum edge length in the transmission graph $G = (S,T)$ can be approximated by

$$d_{\text{min}} = \left( \frac{E_{\text{elec}}}{\epsilon} \right)^{1/\alpha} \quad (9.4)$$

**Proof**: We need to compute the minimum transmission distance used by a sensor in data transmission. According to the energy model [102] discussed earlier in Chap. 2, $E_{\text{tx}} = \kappa E_{\text{elec}}$ and $E_{\text{tx}}(d) = \kappa E_{\text{elec}} + \kappa \epsilon d^\alpha$, where $d$ is the transmission distance used by a sender. By Assumption 4, $E_{\text{rx}}$ represents the minimum energy which could be spent by a given sensor. It is always the case that when a sensor transmits, it always consumes more than when it receives. However, we can approximate the second term in the formula of $E_{\text{tx}}(d)$, which corresponds to the energy consumed by the amplifier transmitter component, with the energy consumed by the receiver in data reception. Furthermore, if we consider the values of $E_{\text{elec}}$ and $\epsilon$ given later in Table 1, we observe that $E_{\text{elec}}$ is much higher than $\epsilon$. Thus, there must be certain value of the distance $d$ such that $\epsilon d = E_{\text{elec}}$. Hence, the minimum value of $\kappa \epsilon d^\alpha$ in $E_{\text{tx}}$ can be approximated by $E_{\text{tx}}$. That is, $\kappa \epsilon d^\alpha = \kappa E_{\text{elec}}$. Thus, the minimum transmission distance that can be used by a sensor in data transmission is equal to

$$d_{\text{min}} = (E_{\text{elec}}/\epsilon)^{1/\alpha}$$

$\blacksquare$
It is worth noting that the minimum transmission distance \( d_{\text{min}} \) is totally different from the minimum distance between neighbouring sensors. While the former is quantified by using energy parameters, the latter is a geometric parameter that can be quantified based on sensor density as one possible parameter. In fact, the minimum distance between any pair of neighbouring sensors can be very small if the sensor density is very high.

Lemma 9.5 computes the length of any Delaunay edge in a localized DT, \( LDT(s_i) \), based on the result of Lemma 9.4.

Lemma 9.5: The length of any Delaunay edge between two sensors \( s_j \) and \( s_k \), denoted by \( (s_j,s_k) \), in a localized DT, \( LDT(s_i) \), satisfies

\[
d_{\text{min}} \leq (s_j,s_k) \leq r
\]

Proof: Let \( G(s_i) \) be the sub-graph of the transmission graph \( G = (S,T) \) induced by \( NS(s_i) \cup \{s_m\} \), and \( LDT(s_i) \) the localized DT of \( s_j \). First, both \( G(s_i) \) and \( LDT(s_i) \) have the same vertex set \( NS(s_i) \cup \{s_m\} \). By definition of \( G(s_i) \), an edge \( t_{j,k} = (s_j,s_k) \) if and only if \( \delta(s_j,s_k) \leq r \). On the one hand, if \( \delta(s_j,s_k) = d_{\text{min}} \), then the corresponding Voronoi diagram should have two Voronoi cells \( VC(s_j) \) and \( VC(s_k) \) with a common Voronoi edge. By definition of the DT, there must be a Delaunay edge connecting \( s_j \) and \( s_k \) whose length is \( (s_j,s_k) = \delta(s_j,s_k) \). Thus, \( (s_j,s_k) = d_{\text{min}} \). On the other hand, no edge between two sensors exists unless they are within the transmission range of each other. Therefore, the maximum length of any Delaunay edge cannot exceed \( r \). Hence, \( (s_j,s_k) \leq r \). Both results yield

\[
d_{\text{min}} \leq (s_j,s_k) \leq r
\]

Theorem 9.1 computes the minimum energy consumption and the corresponding optimum number of forwarders required for forwarding one data packet from the source \( s_0 \) to the sink \( s_m \).

Theorem 9.1: The lower bound on the energy consumption required to forward one sensed data packet from the source \( s_0 \) to the sink \( s_m \) along \( [s_0,s_m] \) is given by

\[
E_{\text{min}}(s_0,s_m) = 2^{\alpha - 1} \kappa \frac{\delta(s_0,s_m)}{d_{\text{min}}} \times [\{(\alpha - 1) E_{\text{elec}} + 2^{1/\alpha} (\alpha - 1)^{1/\alpha - 1} d_{\text{min}}^{\alpha - 1}\}]
\]

(9.5)

and the corresponding optimum number of forwarders is...
Proof: Assume that there are \( m \) forwarders including \( s_0 \) \((s_0, s_1, \ldots, s_{m-1})\) between the source \( s_0 \) and the sink \( s_m \). The total energy \( E_{tot}(s_0, s_m) \) spent in forwarding one sensed data packet from the source \( s_0 \) to the sink \( s_m \) is computed as

\[
E_{tot}(s_0, s_m) = E_{tot}(s_0, s_1) + E_{tot}(s_m) + \sum_{i=1, m-1} E_{tot}(s_i)
\]

where

\[
E_{tot}(s_0, s_1) = \kappa E_{elec} + \kappa \varepsilon \delta^\alpha(s_0, s_1), \quad E_{tot}(s_m) = \kappa E_{elec}, \quad \text{and}
\]

\[
E_{tot}(s_i, s_{i+1}) = 2 \kappa E_{elec} + \kappa \varepsilon \delta^\alpha(s_i, s_{i+1}) \quad \text{(Chap. 2, Sect. 2.5).}
\]

Thus,

\[
E_{tot}(s_0, s_m) = \sum_{i=0, m-1} 2 \kappa E_{elec} + \kappa \varepsilon \delta^\alpha(s_i, s_{i+1})
\]

In general, the distances between all pairs of consecutive forwarders are not equal. Indeed, \( E_{tot}(s_0, s_m) \) reaches its minimum when all distances \( \delta(s_i, s_{i+1}) \) are the same. In other words, \( \delta(s_i, s_{i+1}) = \frac{\delta(s_0, s_m)}{m} \). Thus, \( E_{tot}(s_0, s_m) \geq E(m) \), where

\[
E(m) = \sum_{i=0, m-1} 2 \kappa E_{elec} + \kappa \varepsilon \left(\frac{\delta(s_0, s_m)}{m}\right)^\alpha
\]

Thus,

\[
E(m) = 2 m \kappa E_{elec} + \kappa \varepsilon \frac{\delta^\alpha(s_0, s_m)}{m^{\alpha-1}}
\]

The function \( E(m) \) reaches its minimum when \( \frac{\partial E(m^*)}{\partial m^*} = 0 \). It is easy to check that

\[
\frac{\partial^2 E(m^*)}{\partial m^*} > 0 , \quad \text{for all} \quad \alpha \geq 2 .
\]

That is, \( E(m) \) is strictly convex as shown in Figs. 9.5 and 9.6. Hence, \( m^* \) in \( \frac{\partial E(m^*)}{\partial m^*} = 0 \) corresponds to the minimum of \( E(m) \). Thus, the optimum number of forwarders and checkpoints is given by

\[
m_{opt}(s_0, s_m) = m^* = \left(\frac{\alpha - 1}{2}\right)^{1/\alpha} \frac{\delta(s_0, s_m)}{d_{min}}
\]

and hence the minimum energy consumption required in data forwarding between the source \( s_0 \) and the sink \( s_m \) is

\[
E_{min}(s_0, s_m) = 2^{\alpha-1} \kappa \frac{\delta(s_0, s_m)}{d_{min}} \times[(\alpha - 1) E_{elec} + 2^{1/\alpha} (\alpha - 1)^{1/\alpha-1} \varepsilon d_{min}^{\alpha-1}]
\]
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Fig. 9.5 Energy function $E(m)$ for $\alpha = 2$

Fig. 9.6 Energy function $E(m)$ for $\alpha = 3$
Theorem 9.1 shows that we made a good approximation of the transmission distance $d_{\text{min}}$ between any pair of sensors in the transmission graph $G = (S, T)$. Given that $2 \leq \alpha \leq 4$, we have

$$0.707 \leq \left( \frac{\alpha - 1}{2} \right)^{1/\alpha} \leq 1.107$$

Thus, using the above result and Eq. 9.6, we obtain

$$m_{\text{opt}}(s_0, s_m) = \frac{\delta(s_0, s_m)}{d_{\text{min}}}$$

Thus, we get

$$E_{\text{min}}(s_0, s_m) = \kappa \frac{\delta(s_0, s_m)}{d_{\text{min}}} (2 E_{\text{elec}} + \varepsilon d_{\text{min}}^\alpha)$$

This means that the energy consumption reaches its minimum when the distance between any pair of consecutive forwarders is $d_{\text{min}}$. The numerical values of all the constants are as follows: $\kappa = 216$, $E_{\text{elec}} = 50 \text{nJ/bit}$, $\varepsilon_{fs} = 10 \text{pJ/bit/m}^2$, and $\varepsilon_{mp} = 0.0013 \text{pJ/bit/m}^2$. Figures 9.5 and 9.6 show the plot of $E(m)$ (see Eq. 9.7), where $d_{\text{min}} = 70.71 \text{m}$ for $\alpha = 2$ and $d_{\text{min}} = 156.68 \text{m}$ for $\alpha = 3$ (see Eq. 9.4). According to Theorem 9.1, the optimum number of forwarders (see Eq. 9.6) is $m_{\text{opt}}(s_0, s_m) \approx 50$ for $\alpha = 2$ and $m_{\text{opt}}(s_0, s_m) \approx 23$ for $\alpha = 3$ given that $\delta(s_0, s_m) = 3500 \text{m}$. We find that the numerical results are consistent with our theoretical results since $50 \times 70.71 \text{m} = 3500 \text{m}$ and $23 \times 156.68 \text{m} = 3500 \text{m}$.

Theorem 9.2 computes the expected minimum and maximum energy required by the WLDT protocol in data forwarding from the source $s_0$ to the sink $s_m$.

**Theorem 9.2:** The expected minimum and maximum energy spent in forwarding one data packet from the source $s_0$ to the sink $s_m$ are respectively given by

$$E_{\text{exp}}^{\text{min}}(s_0, s_m) = (2 \kappa E_{\text{elec}} + \kappa \varepsilon d_{\text{min}}^\alpha) \times (N_{\text{exp}}^{\text{min}}(s_0, s_m) + 1)$$

$$E_{\text{exp}}^{\text{max}}(s_0, s_m) = (2 \kappa E_{\text{elec}} + \kappa \varepsilon d_{\text{min}}^\alpha) \times (N_{\text{exp}}^{\text{max}}(s_0, s_m) + 1)$$

where:

- $d_{\text{min}}$ : the expected minimum length of a Delaunay edge.
- $r$ : the expected distance between any pair of consecutive checkpoints ($r$ is the transmission range of the sensors).
- $N_{\text{exp}}^{\text{min}}(s_0, s_m) = \left\lfloor \frac{\delta(s_0, s_m)}{d_{\text{min}}} \right\rfloor - 1$ : the expected minimum number of forwarders and checkpoints that lie on $[s_0, s_m]$. 


- $N_{\text{exp}}^{\text{max}}(s_0, s_m) = \left[\frac{r}{P(d_{\text{min}}, \theta_0)}\right] \times \left[\frac{\delta(s_0, s_m)}{P(r, \theta)}\right]^{-1}$: the expected maximum number of forwarders and checkpoints that lie on the data forwarding path between $s_0$ and $s_m$.

- $P(r, \theta) = \delta(s_0, s_m) - \sqrt{r^2 + \delta^2(s_0, s_m) - 2r \delta(s_0, s_m) \cos \theta}$: the progress made towards the sink $s_m$.

- $P(d_{\text{min}}, \theta_0) = r - \sqrt{d_{\text{min}}^2 + r^2 - 2d_{\text{min}}r \cos \theta_0}$: the progress made towards a checkpoint.

![Communication range diagram](image)

**Fig. 9.7** Progress made towards $s_p$ and $s_m$

**Proof:** The expected minimum energy consumption in data forwarding occurs when all forwarders and checkpoints between the source $s_0$ and the sink $s_m$ lie on $[s_0, s_m]$. Because the checkpoints are located at the perimeter of the transmission range of the sensors, the expected distance between any pair of consecutive checkpoints is $r$. Thus, the expected minimum number of checkpoints between the source $s_0$ and the sink $s_m$ is $\left[\frac{\delta(s_0, s_m)}{r}\right]^{-1}$. Similarly, the expected minimum number of forwarders between any pair of consecutive checkpoints is $\left[\frac{r}{d_{\text{min}}}\right]^{-1}$, where the expected distance between any pair of consecutive forwarders is $d_{\text{min}}$. Recall that our protocol prefers forwarding the sensed data via a series of
forwards linked by short Delaunay edges in $LDT(s_j)$. Thus, the expected minimum total number of forwards and checkpoints is given by

$$N_{\text{exp}}^{\min}(s_0, s_m) = \left\lfloor \frac{r}{d_{\text{min}}} \times \left\lfloor \frac{\delta(s_0, s_m)}{r} \right\rfloor - 1 \right\rfloor = \left\lfloor \frac{\delta(s_0, s_m)}{d_{\text{min}}} \right\rfloor - 1$$

Because $E_{\text{tot}}(s_0) = \kappa E_{\text{elec}} + \kappa \varepsilon d_{\text{min}}^\alpha$, $E_{\text{tot}}(s_j) = 2\kappa E_{\text{elec}} + \kappa \varepsilon d_{\text{min}}^\alpha$ ($s_j$ is a forwarder or a checkpoint) and $E_{\text{tot}}(s_m) = \kappa E_{\text{elec}}$, the expected minimum energy consumption is

$$E_{\text{exp}}^{\min}(s_0, s_m) = \left[ E_{\text{tot}}(s_0) + (2\kappa E_{\text{elec}} + \kappa \varepsilon d_{\text{min}}^\alpha) \right] \times N_{\text{exp}}^{\min}(s_0, s_m) + E_{\text{tot}}(s_m)$$

Thus,

$$E_{\text{exp}}^{\min}(s_0, s_m) = (2\kappa E_{\text{elec}} + \kappa \varepsilon d_{\text{min}}^\alpha) \times (N_{\text{exp}}^{\min}(s_0, s_m) + 1)$$

Now, we consider data forwarding paths that do not coincide with the shortest path $[s_0, s_m]$. Let $P(r, \theta)$ be the progress made towards the sink at each forwarding action, where $\theta = \angle s_p, s_0, s_m$ is the expected maximum angle between segments $[s_p, s_0]$ and $[s_p, s_m]$ (Fig. 9.7). By definition, $P(r, \theta) = \delta(s_0, s_m) - \delta(s_p, s_m)$, where $\delta(s_p, s_m) = \sqrt{r^2 + \delta^2(s_0, s_m) - 2r \delta(s_0, s_m) \cos \theta}$ and $r$ is the expected distance between two consecutive checkpoints. Thus, the expected maximum number of checkpoints is $\left\lfloor \frac{\delta(s_0, s_m)}{P(r, \theta)} \right\rfloor - 1$. Likewise, the expected maximum number of forwards between any pair of consecutive checkpoints is $\left\lfloor \frac{r}{P(d_{\text{min}}, \theta)} \right\rfloor - 1$, where the expected distance between any pair of consecutive forwards is $d_{\text{min}}$. Therefore, the expected maximum number of forwards and checkpoints between the source $s_0$ and the sink $s_m$ is

$$N_{\text{exp}}^{\max}(s_0, s_m) = \left\lfloor \frac{r}{P(d_{\text{min}}, \theta_0)} \right\rfloor \times \left\lfloor \frac{\delta(s_0, s_m)}{P(r, \theta)} \right\rfloor - 1$$

Thus, the expected maximum energy consumption for forwarding one sensed data packet from the source $s_0$ to the sink $s_m$ is given by

$$E_{\text{exp}}^{\max}(s_0, s_m) = (2\kappa E_{\text{elec}} + \kappa \varepsilon d_{\text{min}}^\alpha) \times (N_{\text{exp}}^{\max}(s_0, s_m) + 1)$$

Figure 9.8 shows the plot of the function $E_{\text{exp}}^{\min}(s_0, s_m)$ (see Eq. 9.8) for different values of the distance $\delta(s_0, s_m)$ between the source $s_0$ and the sink $s_m$. As can be seen, the minimum energy consumption grows proportionally to the
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Fig. 9.8 $E_{\text{exp}}^{\min}(s_0, s_m)$ for $\alpha = 2$

Fig. 9.9 $E_{\text{exp}}^{\max}(s_0, s_m)$ for $\alpha = 2$
distance separating the source and the sink. Figure 9.9 shows the plot of the function $E_{\text{exp}}^{\text{max}}(s_0, s_m)$ (see Eq. 9.9) for $\alpha = 2$ and different values of $r$ and $\theta$ while keeping $\delta(s_0, s_m)$ constant. We observe that when the angle $\theta$ increases, the length of the data forwarding path between the source and the sink increases. As a result, more energy consumption will be introduced. In other words, any deviation from the shortest path between the source and the sink will increase the number of forwarders and hence yields additional cost in terms of energy consumption.

We also observe that small and large values of $r$ yield more energy consumption. Because the distance between any pair of checkpoints is $r$, the number of checkpoints is determined by the value of $r$. Thus, there are an optimum number of checkpoints that need to be used to optimize the deviation from the shortest path and hence leads to a minimum value of $E_{\text{exp}}^{\text{max}}(s_0, s_m)$. According to Fig. 9.9, for $\theta = \pi/7$, the optimum value of $r$ is $r_{\text{opt}} = 400$ m, implying that the optimum number of checkpoints is $\left\lceil \frac{3500}{400} \right\rceil = 9$.

### 9.4 Short-Range Versus Long-Range

In this section, we compare the WLDT protocol with the BVGF [204] and GPSR [118] protocols. We show that WLDT outperforms BVGF and GPSR even when BVGF considers its optimal path in terms of network dilation or number of hops between the source $s_0$ and the sink $s_m$. Precisely, we compute the energy gain percentage in data forwarding from a source to the sink in comparison with the BVGF [204] and GPSR [118] protocols, which we slightly updated so they account for energy in the selection of a next forwarder. Note that the BVGF and GPSR protocols forward data via long range. Moreover, we prove that the presence of checkpoints in WLDT introduces an energy gain in comparison with a similar protocol, called WLDT w/c (or WLDT without checkpoints), which forwards sensed data via short range but does not use checkpoints.

#### 9.4.1 Energy Gain

The BVGF and GPSR protocols follow a greedy forwarding approach, where the data are forwarded to the sensor with the closest distance to the sink, thus enabling long-range data forwarding. The WLDT protocol, however, enables short-range transmission of the data between a source and its checkpoint or between any pair of consecutive checkpoints.

Theorem 9.3 computes the energy gain percentage of our protocol compared to the BVGF protocol.

**Theorem 9.3:** The energy gain percentage of our protocol compared to the BVGF protocol along the shortest path $[s_0, s_m]$ between the source $s_0$ and the sink $s_m$ is given by
\[ E_{\text{GPSR}}(s_0, s_m) = 1 - \frac{3 e^{1/\alpha} E_{\text{elec}}^{1-1/\alpha} r}{2 E_{\text{elec}} + \varepsilon r^\alpha} \] (9.10)

where \( r \) is the radius of the transmission range of the sensors.

**Proof:** The total energy consumption required by BVGF [204] to forward a data packet from the source \( s_0 \) to the sink \( s_m \) is

\[ E_{\text{BVGF}}(s_0, s_m) = (2 \kappa E_{\text{elec}} + \kappa \varepsilon r^\alpha) \frac{\delta(s_0, s_m)}{r} \]

In fact, the BVGF protocol performs \( \frac{\delta(s_0, s_m)}{r} \) forwardings of the data packet along \([s_0, s_m] \), where two consecutive forwarders are separated by a distance equal to \( r \). Likewise, the total energy consumption required by the WLDT protocol is

\[ E_{\text{WLDT}}(s_0, s_m) = (2 \kappa E_{\text{elec}} + \kappa \varepsilon d_{\min}^\alpha) \frac{\delta(s_0, s_m)}{d_{\min}} \]

Indeed, the WLDT protocol requires \( \frac{\delta(s_0, s_m)}{d_{\min}} \) forwardings of the sensed data along \([s_0, s_m] \). The energy gain percentage of the WLDT protocol compared to the BVGF protocol is

\[ EGP(s_0, s_m) = 1 - \frac{E_{\text{WGDT}}(s_0, s_m)}{E_{\text{BVGF}}(s_0, s_m)} = 1 - \frac{3 e^{1/\alpha} E_{\text{elec}}^{1-1/\alpha} r}{2 E_{\text{elec}} + \varepsilon r^\alpha} \]

Theorem 9.4 computes the energy gain percentage of WLDT compared to the GPSR using the non-direct data forwarding path between \( s_0 \) and \( s_m \).

**Theorem 9.4:** The energy gain percentage of our protocol compared to the GPSR protocol along the non-shortest path between the source \( s_0 \) and the sink \( s_m \) is given by

\[ EGP(s_0, s_m) = 1 - \frac{3 E_{\text{elec}}}{2 E_{\text{elec}} + \varepsilon r^\alpha} \times \frac{r}{P(d_{\min}, \theta_0)} \] (9.11)

where \( P(d_{\min}, \theta_0) = r - \sqrt{d_{\min}^2 + r^2 - 2 d_{\min} r \cos \theta_0} \) is the progress made towards the sink along any segment between any pair of consecutive forwarders (checkpoint), \( \theta_0 = \angle s_{i+1}, s_i, s_m \) is the angle between the segments \([s_i, s_{i+1}]\) and \([s_i, s_m]\), \( s_i \) and \( s_{i+1} \) are two consecutive forwarders, and \( r \) is the radius of the transmission range of sensors.

**Proof:** We assume that the distance between any pair of consecutive forwarders in GPSR and checkpoints in WLDT is equal to \( r \). Thus, the total energy consumption of GPSR is given by
\[
E_{\text{GPSR}}(s_0, s_m) = (2 \kappa E_{\text{elec}} + \kappa \varepsilon r^\alpha) \frac{\delta(s_0, s_m)}{P(r, \theta)}
\]

since the sensed data will be forwarded \(\frac{\delta(s_0, s_m)}{P(r, \theta)}\) times. On the other hand, the total energy consumption of WLDT is

\[
E_{\text{WLDT}}(s_0, s_m) = (2 \kappa E_{\text{elec}} + \kappa \varepsilon d_{\text{min}}^\alpha) \frac{r}{P(d_{\text{min}}, \theta_0)} \times \frac{\delta(s_0, s_m)}{P(r, \theta)}
\]

where

\[
P(r, \theta) = \delta(s_0, s_m) - \sqrt{r^2 + \delta^2(s_0, s_m) - 2r\delta(s_0, s_m)\cos\theta}
\]

and

\[
P(d_{\text{min}}, \theta_0) = r - \sqrt{d_{\text{min}}^2 + r^2 - 2d_{\text{min}}r\cos\theta_0}
\]

In fact, there are \(\frac{\delta(s_0, s_m)}{P(r, \theta)}\) checkpoints between \(s_0\) and \(s_m\) and \(r/P(d_{\text{min}}, \theta_0)\) forwarders between any pair of consecutive checkpoints. Thus,

\[
E_{\text{GP}}(s_0, s_m) = 1 - \frac{E_{\text{WLDT}}(s_0, s_m)}{E_{\text{GPSR}}(s_0, s_m)}
\]

\[
= 1 - \frac{3rE_{\text{elec}}}{(2E_{\text{elec}} + \varepsilon r^\alpha)P(d_{\text{min}}, \theta_0)}
\]

\[
\alpha = 2
\]

Fig. 9.10 Impact of \(r\) and \(\theta_0\) on \(E_{\text{GP}}(s_0, s_m)\)
Figure 9.10 shows the impact of the radius of the transmission range of sensors, $r$, and the angle $\theta_0$ on $EGP(s_0, s_m)$ (see Eq. 9.11), assuming $\alpha = 2$. We observe that the maximum energy gain percentage is obtained when every series of forwarders lie on the segment between their corresponding checkpoints, i.e., $\theta_0 = 0$. When $\theta_0 = 0$, the BVGF and GPSR protocols are similar in the sense that both of them forward the data to the closest sensors to the sink on the shortest path $[s_0, s_m]$. We find that the energy gain percentage of WLDT compared to BVGF and GPSR is about 55%. As $\theta_0$ increases, the length of the path between two consecutive checkpoints increases and hence more energy will be spent to forward the sensed data towards the next checkpoint. Notice that when $r$ increases, GPSR would consume more energy as $E_{GPSR}(s_0, s_m) \propto r$, while WLDT transmits data over short Delaunay edges. Thus, $EGP(s_0, s_m)$ increases with $r$ as shown in Fig. 9.10. Thus, WLDT achieves significant energy savings for higher values of $r$ compared to the GPSR protocol.

![Fig. 9.11 Impact of $\alpha$ on $EGP(s_0, s_m)$](image)

Figure 9.11 shows the impact of $r$ and $\alpha$ on $EGP(s_0, s_m)$, assuming $\theta_0 = 0$. As $r$ and $\alpha$ increase, $EGP(s_0, s_m)$ increases and reaches 100% for $\alpha = 3$. Moreover, for $\alpha = 3$, the energy gain percentage is more than 100%.
9.4.2 Controlled Short-Range Data Forwarding

As mentioned earlier, the presence of checkpoints helps build short data forwarding paths between the source $s_0$ and the sink $s_m$ by reducing their deviation from the shortest path $[s_0, s_m]$. Theorem 9.5 states that the use of checkpoints yields short data forwarding paths and hence significant energy savings.

**Theorem 9.5:** The energy gain percentage of our protocol due to the presence of checkpoints in forwarding one sensed data packet from the source $s_0$ to the sink $s_m$ is given by

$$EGP(s_0, s_m) = 1 - \frac{rP(d_{min}, \theta + \theta_0)}{P(r, \theta)P(d_{min}, \theta_0)}$$ (9.12)

where

$$P(d_{min}, \theta_0) = R - \sqrt{d_{min}^2 + R^2 - 2Rd_{min} \cos \theta_0}$$

$$P(d_{min}, \theta + \theta_0) = \delta(s_0, s_m) - \sqrt{\delta^2(s_0, s_m) + d_{min}^2 - 2d_{min} \delta(s_0, s_m) \cos(\theta + \theta_0)}$$

$$P(r, \theta) = \delta(s_0, s_m) - \sqrt{\delta^2(s_0, s_m) + r^2 - 2r \delta(s_0, s_m) \cos \theta}$$

and $\phi$ is an infinitesimal angle in radian.

**Proof:** In order to measure the energy gain introduced by checkpoints, let us consider a similar protocol to WLDT, which forwards the sensed data through short distances but does not use checkpoints. For the sake of clarity of the notation, let us call this protocol $NoCP$ (No Checkpoint). The progress made towards the sink using the $NoCP$ scheme is given by

$$P(d_{min}, \theta_0) = \delta(s_0, s_m) - \sqrt{\delta^2(s_0, s_m) + d_{min}^2 - 2d_{min} \delta(s_0, s_m) \cos(\theta_0)}$$

where $\theta = \angle s_{i+1}, s_i, s_m$, $s_i$ and $s_{i+1}$ are two consecutive forwarders, and $d_{min}$ is the distance between any pair of consecutive forwarders. Figure 9.7 illustrates this scenario. Therefore, the number of forwarders between the source $s_0$ and the sink $s_m$ is given by $NF(NoCP) = \frac{\delta(s_0, s_m)}{P(d_{min}, \theta_0)}$. Thus, the total energy consumption required by the $NoCP$ protocol for forwarding one sensed data packet from the source $s_0$ to the sink $s_m$ is

$$E_{NoCP}(s_0, s_m) = (2 \kappa E_{elec} + \kappa \epsilon d_{min}^{\alpha}) \times NF(NoCP)$$

On the other hand, our protocol requires that the sensed data be forwarded through checkpoints. These checkpoints lie on or closely to the shortest path $[s_0, s_m]$. Thus, the progress made towards the sink using the WLDT protocol is given by
\[ P(r, \theta) = \delta(s_0, s_m) - \sqrt{\delta^2(s_0, s_m) + r^2 - 2r \delta(s_0, s_m) \cos \theta} \]

where \( \phi < \theta \) and \( r \) is the distance between any pair of consecutive checkpoints. In order to compare the WLDT protocol to the NoCP protocol, the progress made towards any checkpoint is \( P(d_{\text{min}}, \theta_0) \), which is given by

\[ P(d_{\text{min}}, \theta_0) = R - \sqrt{d_{\text{min}}^2 + R^2 - 2R d_{\text{min}} \cos \theta_0} \]

Thus, the total number of forwarders and checkpoints is

\[ N = \frac{\delta(s_0, s_m)}{P(r, \theta)} \times \frac{r}{P(d_{\text{min}}, \theta_0)} \]

In fact, there are \( \frac{\delta(s_0, s_m)}{P(r, \theta)} \) checkpoints between the source \( s_0 \) and the sink \( s_m \) and \( \frac{r}{P(d_{\text{min}}, \theta_0)} \) forwarders between any pair of consecutive checkpoints. Therefore, the total energy consumption for forwarding one sensed data packet from the source \( s_0 \) to the sink \( s_m \) is given by

\[ E_{\text{WLDT}}(s_0, s_m) = (2 \kappa E_{\text{elec}} + \kappa \epsilon d_{\text{min}}^\alpha) \times N \]

Thus, the energy gain percentage of WLDT compared to NoCP is given by

\[ EGP(s_0, s_m) = 1 - \frac{E_{\text{WLDT}}(s_0, s_m)}{E_{\text{NoCP}}(s_0, s_m)} = 1 - \frac{rP(d_{\text{min}}, \theta + \theta_0)}{P(r, \theta)P(d_{\text{min}}, \theta_0)} \]

Figures 9.12 and 9.13 show the impact of \( r \) and \( \delta(s_0, s_m) \) on \( EGP(s_0, s_m) \) (see Eq. 9.12), respectively, where \( \theta = \pi/3 \) and \( \theta_0 = \pi/7 \). As can be seen, regardless of the value of the radius \( R \) of the communication range of the sensors, there is always an energy gain percentage between 0.842 and 0.837 when we use checkpoints. This result shows the benefits of using checkpoints, which shorten the data forwarding paths between sources and the sink and hence yields significant energy savings. This will extend the network lifetime. However, this gain is inversely proportional to \( R \). We observe that the energy gain percentage using checkpoints reaches its maximum, which is about 0.842, for \( r = 250 \) m and its minimum, which is about 0.837, for \( r = 450 \) m. We should mention that the performance of the NoCP protocol does not depend on \( R \) at all while that of WLDT does. Indeed, any increase in the value of \( R \) will reduce the number of checkpoints between the source sensor and the sink. But it will lengthen the data forwarding path between any pair of consecutive checkpoints. The presence of more checkpoints guarantees short forwarding paths between consecutive checkpoints, and hence less energy consumptions of the sensors.
9.5 Discussion

In this section, we briefly discuss sensor reliability issues, which are left for future work. When the sensors fail, WLDT may also fail to forward the data to the sink.

1. What would WLDT do when the checkpoints fail? We need to consider the following two cases:

Case 1. A checkpoint goes down before forwarding the sensed data to its next forwarder: Any checkpoint $s_p$ is required to send back an acknowledgment message to its previous forwarder $s_k$ from which it has received the sensed data packet. In other words, as soon as the checkpoint $s_p$ forwards the sensed data towards the sink, it replies back with a message saying that the data have been successfully forwarded to its next forwarder. Therefore, when the forwarder $s_k$ does not hear from its checkpoint $s_p$ before certain time-out, it will understand that $s_p$ went down. In this case, the forwarder $s_k$ will have to act like a checkpoint. Thus, the sensor $s_k$ will run phase 1 of the WLDT protocol to identify a new checkpoint and forward the sensed data to it through a series of forwarders.

Case 2. A checkpoint goes down before having the sensed data forwarded to it: If a forwarder, say $s_k$, learns that its checkpoint $s_p$ has disappeared, it will ignore it
and find another checkpoint. Then, it forwards the sensed data towards this new checkpoint through a series of forwarders.

2. What if a forwarder fails? If a forwarder disappears before forwarding the sensed data to its next forwarder or checkpoint, the sensed data will be lost. To solve this problem, an acknowledgment with a time-out could be used to check whether a forwarder has successfully forwarded the sensed data towards the sink. Therefore, any forwarder has to send back an acknowledgment message to inform the previous forwarder (or checkpoint) that the sensed data packet has been sent out to the next forwarder. Otherwise, the previous forwarder will have to select another sensor as forwarder so the sink can receive the sensed data.

9.6 Related Work

In this section, we discuss a sample of energy-aware data forwarding protocols for wireless sensor networks as well as those protocols using the notion of proxies in data forwarding in wireless networks.

Xing et al. [204] proposed a greedy geographic routing protocol, called Bounded Voronoi Greedy Forwarding (BVGF), which allows sensing-covered networks to achieve a lower routing path length compared to other existing protocols. The nodes eligible to act as the next hops are the ones whose Voronoi regions are traversed by the segment line joining the source and the destination. The BVGF protocol chooses as the next hop the neighbour that has the shortest Euclidean distance to the destination among all eligible neighbours. This protocol does not help the sensors deplete their battery power uniformly. Each sensor has, indeed, only one next hop to forward its data to the sink. Thus, any data forwarding path between a source sensor and the sink will always have the same chain of next hops, thus suffering from battery power depletion. Bose and Morin [46] proposed a Voronoi routing for Delaunay triangulations that moves data along the nodes whose Voronoi regions intersect the straight line between the sender and the receiver. The major problem of this algorithm is that it requires the construction of the Voronoi diagram and the Delaunay triangulation of all the wireless nodes. This strategy is very expensive in distributed environments, such as sensor networks. Also, this protocol considers the same path between the source and destination, and hence would deplete the battery power of the sensors quickly. Karp and Kung [118] proposed a Greedy Perimeter Stateless Routing (GPSR) protocol for mobile wireless ad hoc networks. GPSR forwards data packets through long distances and hence consumes much energy. Our protocol, however, forwards sensed data through short Delaunay edges and hence achieves significant energy savings. Li et al. [135] studied compass routing [124], random compass routing [124], greedy routing [47], and most forwarding routing [183] on different graphs. Lindsey et al. [141] presented a scheme, called PEGASIS (Power-Efficient Gathering in Sensor Information Systems), where each node can receive from and send to close neighbours. Choi and Das [63] proposed an applicative indirect routing
(AIR) protocol for ad hoc wireless networks using proxy candidates, which are defined as the neighbours that are shared by the sender and the receiver.

9.7 Summary

In this chapter, we proposed a data forwarding protocol for wireless sensor networks, which helps sensors save their energy by forwarding the sensed data towards the sink over short distances [20]. In addition, preference is always given to the sensors with high remaining energy and whose locations lie on or closely to the shortest path between the source and the sink. The objective of our protocol is to prolong the network lifetime by controlling sensed data transmission. Specifically, the proposed protocol builds a data forwarding path between the source and the sink as a sequence of sub-paths, each of which is composed of a series of forwarders between two endpoints, called checkpoints. These checkpoints are selected based on their remaining energy and closeness to the sink based on the geometric properties of Delaunay triangulation. The data should be forwarded to the sink through these checkpoints.

To demonstrate the effectiveness of the WLDT protocol, we presented theoretical results supported by extensive numerical results. We computed lower bound on the energy cost of forwarding one sensed data packet from a source to the sink as well as the corresponding optimum number of forwarders between them. We proved that the proposed protocol yields significant energy savings. Also, we compared WLDT with BVGF and GPSR, which enable data forwarding through long distances, and have found that WLDT achieves an energy gain percentage in the order of 55% for the free space model and close to 100% for the multi-path model. Moreover, we proved that the checkpoints help shorten data forwarding paths between the sources and the sink. We found that WLDT yields an energy gain percentage compared to a protocol similar to WLDT, which favours short-range data forwarding but does not use checkpoints. These energy gain percentages are in the order of 84.2% for $R = 250$ m and 83.7% for $R = 450$ m. These significant energy savings will definitely increase the network lifetime.

There is an ongoing debate on short-range versus long-range data forwarding in multi-hop wireless sensor networks. We believe that the primary concern of wireless sensor networks is energy savings to prolong the network lifetime. The WLDT protocol supports the short-range strategy to achieve this goal.
Chapter 10
Trade-Off between Energy and Delay in Geographic Forwarding on Always-On Sensors

This chapter proposes a data forwarding protocol for wireless sensor networks that trades off between energy and delay. Specifically, this protocol helps achieve minimum energy consumption while ensuring uniform battery power depletion of the sensors and meeting the required delay constraints in the sense that data gathering points must receive the sensed data within a specified time bound. Given that these are conflicting goals, this trade-off is formulated as a multi-objective optimization problem whose solution is an input to our data forwarding scheme.

10.1 Introduction

Data forwarding is an essential component and critical determinant of the effectiveness of wireless sensor networks, where source sensors (or simply sources) send their sensed data possibly through multi-hop wireless links to the sink. The longevity of multi-hop wireless sensor networks requires that the load of data forwarding be balanced amongst all the sensors so they deplete their battery power uniformly. Indeed, battery power (or energy) is the most crucial resource in wireless sensor networks, especially when battery recharging or replenishing is impossible. Thus, sensors should use energy-efficient data forwarding protocols that guarantee uniform energy depletion of the sensors. This will keep the sensors operating for longer periods of time, thus extending the network lifetime. However, some sensing applications should satisfy strict source-to-sink delay (or simply delay) constraints in the sense that data gathering points, also known as sinks, must receive the sensed data originated from source sensors within a specified time bound. Therefore, ensuring the longevity of wireless sensor networks becomes a challenging issue, especially for sensing applications with strict delay constraints [152, 153] that must be satisfied at the sink so it can make decisions in a timely fashion regarding the collected data. Hence, appropriate data forwarding protocols should be designed to achieve minimum energy consumption while ensuring uniform battery power depletion of the sensors and meeting the required delay constraints, thus leading to a multi-objective optimization problem.

Given that minimum energy consumption, minimum delay, and uniform energy depletion are conflicting goals, which have to be dealt with simultaneously, finding a trade-off between them is necessary. Indeed, minimizing energy consumption requires transmitting the sensed data over short distances; recall that the
energy \( (E_{mt}) \) spent in data transmission over a physical distance \( d \) between a pair of transmitting and receiving points, is proportional to \( d \), i.e., \( E_{mt} \propto d^\alpha \), with \( 2 \leq \alpha \leq 4 \) being the path-loss exponent. Minimizing delay, however, requires minimizing the number of intermediate forwarders between a source and the sink. This goal could be achieved by maximizing the distance between any pair of consecutive forwarders. Furthermore, a reduced search space of candidate forwarders yields an unbalanced distribution of the data forwarding load amongst the sensors, thus causing a non-uniform depletion of their available energy. Indeed, the candidate forwarders located in a small search space would suffer heavy depletion of their energy as they will be frequently selected as forwarders. In contrast, a large search space ensures a more balanced data forwarding load amongst the sensors and hence helps achieve uniform energy depletion of the sensors. Haenggi [98] and Haenggi and Puccinelli [99], however, took an extreme position by arguing that long-hop routing is a very competitive strategy compared to short-hop routing, thus sacrificing the very scarce energy resource of the sensors. Haenggi [98] provided 12 reasons explaining the advantages of long-range over short-range forwarding. We believe that a more balanced approach should be used to account for delay and energy uniformity [19].

The remainder of this chapter is organized as follows. Section 10.2 introduces the concepts of slicing the communication range of the sensors and proxy forwarders. It also characterizes the uniform energy depletion of the sensors. Section 10.3 presents an approach to trade-off between energy consumption, delay, and energy depletion in data forwarding based on the needs of the sensing applications. Then, it discusses our proposed data forwarding protocol, which trades off energy with delay, and shows how to relax the assumptions stated in Sect. 10.4. Section 10.5 evaluates the performance of our protocol. Section 10.6 reviews sample data forwarding protocols for wireless sensor networks. Section 10.7 summarizes the chapter.

### 10.2 A Slicing Approach

This section shows how to slice the communication range of the sensors into concentric circular bands (CCBs). It also characterizes the uniform battery power depletion of the sensors.

#### 10.2.1 Slicing of Communication Range

The idea of slicing the communication range of the sensors stems from the simple fact that any sensor has higher preference to some of its neighbours than to others. This notion of preference becomes apparent in the next-forwarder selection process when a sensor has to decide to which sensor it wishes to forward its data so it
Fig. 10.1 Slicing of the communication range of sensors

reaches the sink while meeting some energy and/or delay constraints. The slicing approach is based on an approximation of a minimum transmission distance $d_{\text{min}}$ in data transmission. As will be seen, the communication range slicing approach helps a sensor classify its neighbours depending on which of the above-mentioned metrics it wishes to optimize.

From Lemma 9.4, the minimum transmission distance that can be used in data transmission can be approximated by

$$d_{\text{min}} = (E_{\text{elec}}/e)^{1/\alpha}$$ \hspace{1cm} (10.1)

To achieve a better balance between minimum energy consumption, minimum delay, and uniform energy depletion, we propose to slice the communication range $CD(s_i, R)$ of a sensor $s_i$ into $n_{\text{ccb}} = \lceil R/d_{\text{min}} \rceil$ CCBs, each of which is centred at $s_i$ and has a width of $d_{\text{min}}$. As will be seen, a set of CCBs can be divided into three categories (Fig. 10.1). The inner CCBs favour minimizing energy consumption over minimizing delay and uniform energy depletion; the middle CCBs give the same degree of interest to the three performance metrics; and the outer CCBs favour minimizing delay and uniform energy depletion over minimizing energy consumption of the sensors.
Fig. 10.2 Impact of $k$ on the size of the subset $CPF(s_i, s_m, k, \beta)$

10.2.2 Selection of Candidate Proxy Forwarders

We consider a set of sensors and a single sink $s_m$, all in a planar field. Next, we define the notion of candidate proxy forwarder.

Definition 10.1: From a neighbour set $NS(s_i)$ of a sensor $s_i$, we define $CPF(s_i, s_m, k, \beta)$ as a subset of sensors, called candidate proxy forwarder set of $s_i$, which belong to the $k^{th}$ CCB and located within a zone determined by a wedge with an angle $\beta$ centred at $s_i$ (Fig. 10.2).

The size of $CPF(s_i, s_m, k, \beta)$ depends on the values of $\beta$ and $k$, where $1 \leq k \leq n_{ccb}$ and $0 < \beta < \pi$. We design our trade-off protocol between energy and delay in such a way that when a source selects a specific concentric circular band, say $k$, from which it will designate a sensor as a forwarder, any future proxy forwarder will have to use the same value of $k$. We use this design decision for the sake of ease of the analysis of our proposed protocol based on this trade-off. Also, this decision would help us find some theoretical results in terms of upper bounds on some specific metrics. We will further relax this decision by allowing the sensors to select their own values of $k$ before forwarding data originated from a source to the sink.
10.2.3 Uniform Energy Depletion Characterization

Now, we propose to characterize uniform energy depletion. First, we define this notion with respect to our slicing approach.

Definition 10.2: We say that uniform energy depletion is achieved if each sensor guarantees that a large number of its neighbours located in a given CCB are equally likely to act as candidate proxy forwarders, and hence participate in forwarding the sensed data to the sink.

As can be seen from Fig. 10.2, the size of the subset $CPF(s_j, s_m, k, \beta)$ increases with $k$. On one hand, high values of $k$ yield a large subset of sensors to participate in the selection process of a proxy forwarder. This leads to a uniform depletion of the battery power of sensors. On the other hand, when the size of $CPF(s_j, s_m, k, \beta)$ is small, the same sensors will be frequently selected as proxy forwarders and hence their remaining energy drains faster compared to the other sensors in the network, leading to a non-uniform energy depletion. Thus, uniform energy depletion of sensors can be achieved by maximizing the size of $CPF(s_j, s_m, k, \beta)$, i.e., maximizing $k$. In other words, the uniform energy depletion can be characterized by a large size of subset $CPF(s_j, s_m, k, \beta)$, implying high values of $k$.

It is worth noting that higher values of $k$ mean that the proxy forwarders would be selected from CCBs that are closer to the boundary of the communication range of the sensors. This will introduce an additional computational cost due to the selection of a proxy forwarder from the subset $CPF(s_j, s_m, k, \beta)$, which is large, compared to choosing a proxy forwarder from a CCB that is far away from the boundary of the communication range of the sensor, and hence a small set of candidate proxy forwarder is considered. Thus, the origin of this “additional computational cost” is due to the size of the set of candidate proxy forwarder. Indeed, any sensor would need to select a candidate proxy forwarder that has the highest remaining energy as will be stated in Sect. 5.3.3. This step would need the sensor to sort its neighbouring sensors based on their remaining energy. However, the cost of this sorting step depends on the size of the set of candidate proxy forwarders. Clearly, choosing proxy forwarders from CCBs closer to the boundary of the communication ranges of the sensors would require higher sorting cost compared to choosing from CCBs farther from the boundary of the communication ranges of the sensors.

10.3 Trading-Off Energy with Delay

In this section, we discuss our approach that trades off between minimum energy consumption, minimum delay, and uniform energy depletion in data forwarding in wireless sensor networks. Precisely, we propose a data forwarding protocol that trades off between these goals by slicing the communication range of sensors into
concentric circular bands. In particular, we benefit from an approach that we call weighted scale-uniform-unit sum and which will be used by source sensors to solve this multi-objective optimization problem. Our proposed data forwarding protocol, called TED (short for Trade-off Energy with Delay), makes use of a solution to a multi-objective optimization problem to find a “best” trade-off between minimum energy consumption, minimum delay, and uniform sensors’ battery power depletion. We present several numerical results to show the effectiveness of TED. Then, we relax several assumptions to enhance the practicality of TED. We evaluate TED performance through simulations and find that it is near optimal with respect to the energy×delay metric. This simulation study seems to be an essential step to gain more insight into TED before implementing it on a sensor testbed. We also compute upper bounds on these three metrics and the optimal values of $k$ corresponding to their optimum trade-offs.

10.3.1 Simple Analytical Bounds

10.3.1.1 Data Forwarding along Shortest Paths

Lemma 10.1 computes upper bounds on the expected number of candidate proxy forwarders, energy consumption, and delay. We omit its proof since it is verbatim.

**Lemma 10.1:** Let $\lambda$ be the sensor spatial density (i.e., the number of sensors per unit area) and $c = qd + td$. The expected total number of candidate proxy forwarders, energy consumption, and delay associated with the $k^{th}$ CCB in forwarding a data packet from a source $s_0$ to the sink $s_m$ along the shortest path $[s_0, s_m]$ are computed as

$$|CPF_{exp}(s_0, s_m, k, \beta)| = \frac{\lambda \beta (2k - 1) \delta(s_0, s_m) d_{min}}{2k}$$

$$E_{exp}(s_0, s_m, k) = a \left( \frac{2 E_{elec}}{k d_{min}} + k^{\alpha - 1} d_{min}^{\alpha - 1} \right) \delta(s_0, s_m)$$

$$D_{exp}(s_0, s_m, k) = \frac{c \delta(s_0, s_m)}{k d_{min}}$$

respectively, and their respective upper bounds are given by

$$|CPF_{exp}(s_0, s_m, \beta)| \leq \frac{\lambda \beta (2 R - d_{min}) \delta(s_0, s_m) d_{min}}{2 R}$$

$$E_{exp}(s_0, s_m) \leq a \left( \frac{2 E_{elec}}{R} + R^{\alpha - 1} \right) \delta(s_0, s_m)$$

$$D_{exp}(s_0, s_m) \leq \frac{c \delta(s_0, s_m)}{d_{min}}$$
Proof: The area of the $k^{th}$ CCB is $\pi (2k-1) d_{\min}^2$, where $1 \leq k \leq n_{ccb}$. Thus, the size of the subset $CPF(s_i,s_m,k,\beta)$ is $\frac{\lambda \beta (2k-1)d_{\min}^2}{2}$. Given that the expected total number of forwarding of the sensed data is $N_f = \frac{\delta(s_0,s_m)}{kd_{\min}}$, the expected total number of candidate proxy forwarders between a source $s_0$ and the sink $s_m$ is given by

$$|CPF_{\exp}(s_0,s_m,k,\beta)| = \sum_{i=0}^{N_f-1} |CPF_{\exp}(s_i,s_m,k,\beta)| = \frac{\lambda \beta (2k-1)\delta(s_0,s_m)d_{\min}}{2k}$$

Because $|CPF_{\exp}(s_0,s_m,k,\beta)|$ is concave, its upper bound corresponds to the largest value of $k$, i.e., $k = n_{ccb}$. That is,

$$|CPF_{\exp}(s_0,s_m,\beta)| \leq \frac{\lambda \beta (2R-d_{\min})\delta(s_0,s_m)d_{\min}}{2R}$$

Also, the expected delay is given by

$$D_{\exp}(s_0,s_m,k) = \frac{c \delta(s_0,s_m)}{kd_{\min}}$$

It is easy to check that an upper bound on delay corresponds to $k=1$ since $D_{\exp}(s_0,s_m,k)$ is inversely proportional to $k$. Thus,

$$D_{\exp}(s_0,s_m) \leq \frac{c \delta(s_0,s_m)}{d_{\min}}$$

The expected total energy consumption along the shortest path between the source $s_0$ and the sink $s_m$ is

$$E_{\exp}(s_0,s_m,k) = \frac{a(2E_{\text{elec}} + c(kd_{\min})^{\alpha}) \delta(s_0,s_m)}{kd_{\min}}$$

$$= a \left( \frac{2E_{\text{elec}} + c(k^{\alpha-1}d_{\min}^{\alpha-1})}{kd_{\min}} \right) \delta(s_0,s_m)$$

To find an upper bound on the energy consumption, we solve

$$\frac{\partial E_{\exp}(s_0,s_m,k)}{\partial k} = 0$$

As $2 \leq \alpha \leq 4$, the unique solution to this equation is given by

$$k^* = \frac{2}{(\alpha-1)^{1/\alpha}}$$
Since \( \frac{\partial^2 E_{\exp}(s_0, s_m, k^*)}{\partial^2 k^*} \geq 0 \), the function \( E_{\exp}(s_0, s_m, k) \) reaches its lower bound at \( k = k^* \). Thus, we have

\[
E_{\exp}(s_0, s_m) \geq a \left( \frac{E_{\text{elec}}}{d_{\text{min}}} + \varepsilon \left( 2 d_{\text{min}} \right)^{\alpha-1} \right) \delta(s_0, s_m)
\]

Afterwards, \( E_{\exp}(s_0, s_m, k) \) starts growing proportionally to \( k \). Hence, an upper bound on the energy consumption corresponds to the last CCB, i.e., \( k = n_{\text{ccb}} \). Thus, the distance between \( s_0 \) and its proxy forwarder is equal to \( d_{\text{max}} = R \) and hence the minimum number of data forwarding is

\[
N_f(s_j, s_m) = \frac{\delta(s_j, s_m)}{R}
\]

Thus, we obtain

\[
E_{\exp}(s_0, s_m) \leq a \left( \frac{2 E_{\text{elec}}}{R} + \varepsilon R^{\alpha-1} \right) \delta(s_0, s_m).
\]

Fig. 10.3 Non-shortest path between \( s_0 \) and \( s_m \)

### 10.3.1.2 Data Forwarding along Non-direct Paths

In general, shortest paths between the senders and the sink are not always available given that our data forwarding protocol is based on the remaining energy of sensors. Precisely, the sensors that lie on the shortest path between a sender and the sink could be used as proxy forwarders a few times before their remaining energy get smaller than that of other sensors. The following analysis focuses on non-direct paths between sources and the sink based on the angle \( \theta = \angle s_{i+1}, s_i, s_m \) (Fig. 10.3). In Lemma 10.2, we assume that the progress that is made towards...
the sink, which is denoted by $\psi(k, \theta)$, is constant. This assumption is to simplify the analysis so the formulas that we obtain for the expected total energy consumption, delay, and number of candidate proxy forwarders, would look like the ones given in Eqs. (10.5), (10.6), and (10.7). Otherwise, we would obtain three summations that depend on the value of the angle, $\theta$. Note that the maximum value of $\theta$ is $\beta/2$, i.e., $\theta$ could be any value in the interval $[0, \beta/2]$, where the value of $\beta$ determines the size of the candidate proxy forwarder set as shown in Fig. 10.2. Thus, in practice, the value of $\theta$ could be chosen between 0 and $\beta/2$. Lemma 10.2 is a generalization of Lemma 10.1.

Lemma 10.2: Let $\psi(k, \theta)$ be a constant progress that is made towards the sink $s_m$ at each forwarding action, i.e., $\theta$ is constant (Fig. 10.3). The expected total energy consumption, delay, and number of candidate proxy forwarders considered when a data packet is disseminated along a non-direct path from a source $s_0$ to the sink $s_m$ with respect to the $k^{th}$ CCB are given by

$$E_{exp}(s_0, s_m, k, \theta) = \frac{a (2 E_{elec} + \varepsilon k^\alpha d_{\min}^\alpha) \delta(s_0, s_m)}{\psi(k, \theta)}$$  \hspace{1cm} (10.5)$$

$$D_{exp}(s_0, s_m, k, \theta) = \frac{c \delta(s_0, s_m)}{\psi(k, \theta)}$$ \hspace{1cm} (10.6)$$

$$|CPF_{exp}(s_0, s_m, k, \theta)| = \frac{\lambda \beta (2k - 1) d_{\min}^2 \delta(s_0, s_m)}{2 \psi(k, \theta)}$$ \hspace{1cm} (10.7)$$

respectively, where $1 \leq k \leq n_{ccb}$ and $\psi(k, \theta) = \delta(s_0, s_1^p) = k d_{\min} \cos \theta$.

Proof: By Pythagorean theorem, we have $\psi(k, \theta) = \delta(s_0, s_1^p) = k d_{\min} \cos \theta$, where $s_1^p$ is the orthogonal projection of $s_1$ on $[s_0, s_m]$ and $\theta_{\max} = \beta/2$. Also, we have $N_f = \delta(s_0, s_m)/\psi(k, \theta)$. Thus, we obtain

$$E_{exp}(s_0, s_m, k, \theta) = \frac{a (2 E_{elec} + \varepsilon k^\alpha d_{\min}^\alpha) \delta(s_0, s_m)}{\psi(k, \theta)}$$

Similarly, the expected delay is given by

$$D_{exp}(s_0, s_m, k, \theta) = \frac{c \delta(s_0, s_m)}{\psi(k, \theta)}$$

Using the same reasoning as in Lemma 10.1, we obtain

$$|CPF_{exp}(s_0, s_m, k, \theta)| = \frac{\lambda \beta (2k - 1) d_{\min}^2 \delta(s_0, s_m)}{2 \psi(k, \theta)}$$
Table 10.1 Parameters setting

<table>
<thead>
<tr>
<th>$\delta(s_0,s_m)$</th>
<th>$R$</th>
<th>$c$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3500 m</td>
<td>350 m</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>$\alpha = 2$</td>
<td>$\alpha = 3$</td>
<td>$\alpha = 4$</td>
<td></td>
</tr>
<tr>
<td>$d_{\text{min}}=70.71$ m</td>
<td>$d_{\text{min}}=156.68$ m</td>
<td>$d_{\text{min}}=44.29$ m</td>
<td></td>
</tr>
<tr>
<td>$n_{\text{c}}=5$</td>
<td>$n_{\text{c}}=3$</td>
<td>$n_{\text{c}}=8$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 10.4 Impact of CCB id $(k)$ and angle $\theta$ on the energy consumption for $\alpha = 2$

10.3.1.3 Numerical Results

Figure 10.4 shows the impact of $k$, $\theta$, and $\alpha$ on $E_{\text{exp}}(s_0,s_m,k,\theta)$ (Eq. 10.5). Notice that the energy consumption increases with $k$ and reaches its minimum at $k^* = 2$ as computed earlier. This result can be proved as follows.

Let $E_{\text{exp}}(s_0,s_m,k) = a \left[ A_1(k) + A_2(k) \right] \delta(s_0,s_m)$, where $A_1(k) = \frac{2 E_{\text{elec}}}{k d_{\text{min}}}$ and $A_2(k) = e k^{\alpha-1} d_{\text{min}}^{\alpha-1}$. Thus, $A_2(k)$ becomes a dominant factor (i.e., $A_2(k) \geq A_1(k)$) for some $k$ that makes $E_{\text{exp}}(s_0,s_m,k)$ grow proportionally to $k$. 
Fig. 10.5 Impact of CCB id \((k)\) and angle \(\theta\) on the energy consumption for \(\alpha = 3\)

Fig. 10.6 Impact of CCB id \((k)\) and angle \(\theta\) on the energy consumption for \(\alpha = 4\)
Fig. 10.7 Impact of CCB id $(k)$ and angle $\theta$ on the delay for $\alpha = 2$

Fig. 10.8 Impact of CCB id $(k)$ and angle $\theta$ on the delay for $\alpha = 3$
In fact, \( A_{\alpha}(k) \geq A_{\theta}(k) \Rightarrow k^\alpha \geq 2 \), implying \( k \geq 2 \) as \( 2 \leq \alpha \leq 4 \). Moreover, more energy consumption would be incurred as we deviate from the shortest path \([s_0, s_m]\) between a source \( s_0 \) to the sink \( s_m \), i.e., as \( \theta \) increases.

Figure 10.5 shows that \( D_{\exp}(s_0, s_m, k, \theta) \) (Eq. 10.6) decreases with \( k \) since fewer proxy forwarders would be needed. Also, \( \alpha \) has an impact on the delay. Indeed, \( D_{\exp}(s_0, s_m, k, \theta) \) is inversely proportional to \( d_{\min} \) which in turn depends on \( \alpha \). Similarly, more delay would be incurred as we deviate from \([s_0, s_m]\).

10.3.2 Multi-objective Optimization Approach

In this section, we discuss a weighted scale-uniform-unit sum (WES) approach [119] to solve our multi-objective optimization problem for trading off between the above-mentioned three metrics, namely minimum energy consumption, minimum delay, and uniform energy depletion.

10.3.2.1 Overview of the WES Approach

Assume we want to minimize a multi-objective function

\[
F(x) = (F_1(x), ..., F_n(x))^T
\]

where \( F_i(x) \) is an objective function, for \( 1 \leq i \leq n \). WES is a simple approach that introduces a weighting coefficient \( w_i c_i \) for each \( F_i(x) \), where \( w_i \) is a weight
Fig. 10.10 Impact of CCB id, $k$, and angle $\theta$ on $PF_{\exp}(s_0, s_m, k)$ for $\alpha = 2$

Fig. 10.11 Impact of CCB id, $k$, and angle $\theta$ on $PF_{\exp}(s_0, s_m, k)$ for $\alpha = 3$
selected by a network designer to reflect the relative importance of \( F_i(x) \) and \( c_i \) is a coefficient that not only scales \( F_i(x) \) but also helps produce a one-dimensional function \( F(x) \). A survey on similar approaches for solving multi-objective optimization problems can be found in [154]. Using WES, a multi-objective optimization problem can be formulated as follows:

\[
\text{Minimize } F(x) = \sum_{i=1}^{n} w_i c_i F_i(x) \\
\text{Subject to } x \in X
\]

where

\[
c_i = \frac{\mu}{F_i^{\max}},
\]

\[
F_i^{\max} = \max\{F_i(x) : \forall x \in X\},
\]

\[
w_i \geq 0, \quad \sum_{i=1}^{n} w_i = 1,
\]

\[
\mu = \max\{F_i^{\max} : 1 \leq i \leq n\},
\]

and \( X \) is a set of admissible solutions.

It is assumed that \( F_i^{\max} \neq 0 : 1 \leq i \leq n \).
10.3.2.2 Solving the Trade-Off Problem Using WES

Notice that the function \( CPF_{\exp}(s_0, s_m, k) \) (Eq. 10.2) is concave for any \( \theta \) and in particular for \( \theta = 0 \). In fact,
\[
\frac{\partial^2 |CPF_{\exp}(s_0, s_m, k)|}{\partial^2 k} < 0, \text{ for } 1 \leq k \leq n_{cb}.
\]
Thus, we consider its opposite function given by
\[
PF_{\exp}(s_0, s_m, k) = -|CPF_{\exp}(s_0, s_m, k)|
\]
which is a convex function (Fig. 10.6), so we can formulate our unconstrained multi-objective optimization problem using the WES approach. Now, uniform energy depletion requires minimizing \( PF_{\exp}(s_0, s_m, k) \). Notice that \( E_{\exp}(s_0, s_m, k) \), \( D_{\exp}(s_0, s_m, k) \), and \( PF_{\exp}(s_0, s_m, k) \) (Eqs. 10.3, 10.4, and 10.8, respectively) are conflicting objective functions. Minimizing \( E_{\exp}(s_0, s_m, k) \) requires minimizing \( k \), whereas minimizing \( PF_{\exp}(s_0, s_m, k) \) and \( D_{\exp}(s_0, s_m, k) \) requires maximizing \( k \). Moreover, \( E_{\exp}(s_0, s_m, k) \), \( D_{\exp}(s_0, s_m, k) \), and \( PF_{\exp}(s_0, s_m, k) \) are strictly convex [93] on the interval \([1..n_{cb}]\) given that
\[
\frac{\partial^2 E_{\exp}(s_0, s_m, k)}{\partial^2 k} > 0,
\]
\[
\frac{\partial^2 D_{\exp}(s_0, s_m, k)}{\partial^2 k} > 0,
\]
and
\[
\frac{\partial^2 PF_{\exp}(s_0, s_m, k)}{\partial^2 k} > 0, \text{ for } 1 \leq k \leq n_{cb}.
\]
In addition, because the feasible set \( \{1,2,...,n_{cb}\} \) is a convex set, the WES approach yields correct solutions [58].

Let \( M(k) = (E_{\exp}(s_0, s_m, k), D_{\exp}(s_0, s_m, k), PF_{\exp}(s_0, s_m, k))^T \) be our multi-objective function, which we wish to minimize. \( E_{\exp}(s_0, s_m, k) \) reaches its maximum value
\[
E_{\exp}^\text{max} = a \left( \frac{2 E_{\text{elec}}}{R} + \varepsilon R^{\alpha-1} \right) \delta(s_0, s_m) \text{ at } k = n_{cb} \text{ for } \alpha \in \{2,4\}
\]
and
\[
E_{\exp}^\text{max} = a \left( \frac{2 E_{\text{elec}}}{d_{\text{min}}^\alpha} + \varepsilon d_{\text{min}}^{\alpha-1} \right) \delta(s_0, s_m) \text{ at } k = 1 \text{ for } \alpha = 3.
\]
Also, \( D_{\exp}(s_0, s_m, k) \) and \( PF_{\exp}(s_0, s_m, k) \) attain their maximum
\[ D_{\text{exp}}^{\max} = \frac{c \delta(s_0, s_m)}{d_{\min}} \]

and
\[ P_{F_{\text{exp}}}^{\max} = \frac{\lambda \pi d_{\min} \delta(s_0, s_m)}{6}, \]

respectively, at \( k = 1 \). Using the WES approach, where the weights \( w_1, w_2, \) and \( w_3 \) indicate the relative importance of \( E_{\text{exp}}(s_0, s_m, k), D_{\text{exp}}(s_0, s_m, k), \) and \( P_{F_{\text{exp}}}(s_0, s_m, k), \) respectively, our unconstrained multi-objective optimization problem can be written as follows:

\[
\begin{align*}
\text{(MO) Minimize } & M(k) \\
\text{Subject to } & 1 \leq k \leq n_{\text{chb}}
\end{align*}
\]

where

\[
M(k) = \left\{ \begin{array}{ll}
& w_1 E_{\text{exp}}(s_0, s_m, k) + w_2 \frac{E_{\text{exp}}^{\max}(s_0, s_m, k)}{E_{\text{exp}}^{\max}} + w_3 \frac{P_{F_{\text{exp}}}(s_0, s_m, k)}{P_{F_{\text{exp}}}^{\max}} \\
\text{if } & E_{\text{exp}}^{\max} = \max\{E_{\text{exp}}^{\max}, D_{\text{exp}}^{\max}, P_{F_{\text{exp}}}^{\max}\} \\
& w_1 \frac{D_{\text{exp}}^{\max} E_{\text{exp}}(s_0, s_m, k)}{E_{\text{exp}}^{\max}} + w_2 D_{\text{exp}}(s_0, s_m, k) + w_3 D_{\text{exp}}^{\max} \frac{P_{F_{\text{exp}}}(s_0, s_m, k)}{P_{F_{\text{exp}}}^{\max}} \\
\text{if } & P_{F_{\text{exp}}}^{\max} = \max\{E_{\text{exp}}^{\max}, D_{\text{exp}}^{\max}, P_{F_{\text{exp}}}^{\max}\} \\
& w_1 \frac{P_{F_{\text{exp}}}^{\max} E_{\text{exp}}(s_0, s_m, k)}{F_{\text{exp}}^{\max}} + w_2 P_{F_{\text{exp}}}^{\max} D_{\text{exp}}(s_0, s_m, k) + w_3 P_{F_{\text{exp}}}(s_0, s_m, k)
\end{array} \right.
\]

\[ 0 \leq w_1, w_2, w_3 \leq 1 \text{ with } w_1 + w_2 + w_3 = 1, \]

\[ E_{\text{exp}}^{\max} = \max\{E_{\text{exp}}(s_0, s_m, k) : 1 \leq k \leq n_{\text{chb}}\}, \]

\[ D_{\text{exp}}^{\max} = \max\{D_{\text{exp}}(s_0, s_m, k) : 1 \leq k \leq n_{\text{chb}}\}, \]

and
\[ P_{F_{\text{exp}}}^{\max} = \max\{P_{F_{\text{exp}}}(s_0, s_m, k) : 1 \leq k \leq n_{\text{chb}}\} \]

Let us now study the non-linear multi-objective function \( M(k) \), which depends on the maximum values \( E_{\text{exp}}^{\max}, D_{\text{exp}}^{\max}, \) and \( P_{F_{\text{exp}}}^{\max} \) of their corresponding objective functions. Hence, we consider the following three cases depending on the values \( E_{\text{exp}}^{\max}, D_{\text{exp}}^{\max}, \) and \( P_{F_{\text{exp}}}^{\max} \).

**Case 1:** \( E_{\text{exp}}^{\max} = \max\{E_{\text{exp}}^{\max}, D_{\text{exp}}^{\max}, P_{F_{\text{exp}}}^{\max}\} \)

Let \( k^*_1 \) be a solution to (MO).

\[
\frac{\partial M(k^*_1)}{\partial k^*_1} = 0 \Rightarrow k^*_1 = \alpha \left\{ \frac{2 E_{\text{elec}}}{(\alpha - 1) \epsilon d_{\min}} + \frac{w_2 c E_{\text{exp}}^{\max}}{w_1 (\alpha - 1) \alpha d_{\min} E_{\text{exp}}^{\max} + d_{\min} E_{\text{exp}}^{\max}} + \frac{w_3 \pi \lambda E_{\text{exp}}^{\max}}{6(\alpha - 1) w_3 \alpha d_{\min}^{\alpha - 2} P_{F_{\text{exp}}}^{\max}} \right\}
\]

Notice that \( \frac{\partial^2 M(k^*_1)}{\partial^2 k^*_1} > 0 \). Thus, \( k^*_1 \) corresponds to the minimum of \( M(k^*_1) \).
Furthermore, varying the weights \( w_1, w_2, \) and \( w_3 \) from 0 to 1, where \( w_1 + w_2 + w_3 = 1 \), generates the corresponding minimum solutions of \( M(k_1^*) \).

**Case 2:** \( D_{\text{exp}}^{\text{max}} = \max\{E_{\text{exp}}^{\text{max}}, D_{\text{exp}}^{\text{max}}, PF_{\text{exp}}^{\text{max}}\} \)

Let \( k_2^* \) be a solution to (MO).

\[
\frac{\partial M(k_2^*)}{\partial k_2^*} = 0 \Rightarrow k_2^* = \frac{2 E_{\text{elec}}}{(\alpha - 1) \epsilon d_{\min}^\alpha} + \frac{w_2 \epsilon E_{\text{exp}}^{\text{max}}}{w_1 (\alpha - 1) \epsilon d_{\min}^\alpha D_{\text{exp}}^{\text{max}}} + \frac{w_3 \pi \lambda E_{\text{exp}}^{\text{max}}}{6 (\alpha - 1) w_1 \epsilon d_{\min}^{\alpha-2} PF_{\text{exp}}^{\text{max}}}.
\]

**Case 3:** \( PF_{\text{exp}}^{\text{max}} = \max\{E_{\text{exp}}^{\text{max}}, D_{\text{exp}}^{\text{max}}, PF_{\text{exp}}^{\text{max}}\} \)

Let \( k_3^* \) be a solution to (MO).

\[
\frac{\partial M(k_3^*)}{\partial k_3^*} = 0 \Rightarrow k_3^* = \frac{2 E_{\text{elec}}}{(\alpha - 1) \epsilon d_{\min}^\alpha} + \frac{w_2 \epsilon E_{\text{exp}}^{\text{max}}}{w_1 (\alpha - 1) \epsilon d_{\min}^\alpha D_{\text{exp}}^{\text{max}}} + \frac{w_3 \pi \lambda E_{\text{exp}}^{\text{max}}}{6 (\alpha - 1) w_1 \epsilon d_{\min}^{\alpha-2} PF_{\text{exp}}^{\text{max}}}.
\]

Notice that WES generates a unique, optimum solution \( (k_1^* = k_2^* = k_3^*) \) to the multi-objective optimization problem (MO) regardless of the outcome of the comparison between the maximum values \( E_{\text{exp}}^{\text{max}}, D_{\text{exp}}^{\text{max}}, \) and \( PF_{\text{exp}}^{\text{max}} \). Although there are other methods for solving multi-objective optimization problems, such as multi-objective optimization genetic algorithm (MOGA) [84], WES fits well our purpose. Indeed, the TED protocol is designed for sensing applications with different requirements in terms of energy and delay. That is, real-world applications could give priority to one or more metrics rather than others and vice-versa. The flexibility of WES enables a network designer to emphasize the importance of a specific objective function over the others by choosing a suitable weight vector. Particularly, the different objective functions could be given the same preference by using equal weights. Moreover, we obtain a Pareto-optimum solution [58].

**10.3.2.3 Numerical Results**

In Fig. 10.7, we plot \( M(k) \) with respect to different weight vectors \( (w_1, w_2, w_3) \), where \( w_1 + w_2 + w_3 = 1 \), while varying the path-loss exponent \( 2 \leq \alpha \leq 4 \). As expected, the minimum of \( M(k) \) depends on the weights assigned by a network designer to the individual objective functions. When \( \alpha = 2 \), the minimum of \( M(k) \) is obtained at \( k = 2 \) for high values of \( w_1 \) \((w_1 \in \{0.8, 0.7, 0.6\})\), meaning that the network designer wishes to minimize the energy consumption of sensors, which could be achieved for \( k = 2 \) as was proved theoretically. However, when \( w_1 \) has comparable values to those of \( w_2 \) and \( w_3 \) \((w_1, w_2, w_3) \in \{(0.5, 0.3, 0.2), (0.4, 0.4, 0.2)\})\), \( M(k) \) reaches its minimum at \( k = 3 \) as the network designer wants to achieve some balance between the three objective
Fig. 10.13 Trade-off between the three metrics with \((w_1 > w_2, w_3)\) for \(\alpha = 2\)

Fig. 10.14 Trade-off between the three metrics with \((w_1 > w_2, w_3)\) for \(\alpha = 3\)
Fig. 10.15 Trade-off between the three metrics with \((w_1 > w_2, w_3)\) for \(\alpha = 4\)

Fig. 10.16 Trade-off between the three metrics with \((w_2 > w_1, w_3)\) for \(\alpha = 2\)
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Fig. 10.17 Trade-off between the three metrics with \((w_2 > w_1, w_3)\) for \(\alpha = 3\)

\[
\alpha = 3
\]

\[
(w_2, w_1, w_3) = (0.2, 0.7, 0.1) \quad \text{and} \quad (w_2, w_1, w_3) = (0.3, 0.5, 0.2)
\]

Fig. 10.18 Trade-off between the three metrics with \((w_2 > w_1, w_3)\) for \(\alpha = 4\)
functions. When \( \alpha = 3 \), the best trade-off corresponds to \( k = 2 \) for \( ((w_1, w_2, w_3) \in \{(0.8, 0.1, 0.1), (0.7, 0.2, 0.1)\}) \), which favour minimizing energy consumption over minimizing delay and guaranteeing uniform energy depletion, and \( k = 3 \) for lower values of \( w_1 \). However, when \( \alpha = 3 \), \( M(k) \) attains its minimum at \( k = 3 \) and \( k = 4 \), depending on the weights \( w_1, w_2, \) and \( w_3 \). It is clear that as \( w_1 \) decreases, the value of \( k \) corresponding to the minimum of \( M(k) \) increases, meaning that outer CCBs are more preferred.

Figures 10.16–10.18 plot \( M(k) \) favouring minimizing delay over the other two metrics using appropriate values of \( w_1, w_2, \) and \( w_3 \). When \( \alpha = 2 \), the minimum of \( M(k) \) is obtained at the outmost CCB, i.e., \( k = 5 \). Similarly, when \( \alpha = 3 \), the best trade-off occurs at \( k = 3 \). We observe from Figs. 10.16 and 10.17 that the value of \( k \) increases as we increase the value of \( w_2 \). Recall that the minimum delay is reached for the outer CCBs. For \( \alpha = 4 \), the minimum of \( M(k) \) is reached at \( k = 2 \).

The plots of \( M(k) \) in Figs. 10.19–10.21 use the weights \( w_3 > w_1 \geq w_2 \), which favour uniform battery power depletion over the other two metrics. As can be observed from Figs. 10.19–10.21, the minimum of \( M(k) \) occurs at \( k = 5 \) for \( \alpha = 2 \). Also, when \( \alpha = 3 \), \( M(k) \) attains its minimum at \( k = 3 \) (outmost CCB). However, when \( \alpha = 4 \), the minimum of \( M(k) \) is reached at \( 2 \leq k \leq 3 \).

![Fig. 10.19 Trade-off between the three metrics with \((w_3 > w_1, w_2)\) for \( \alpha = 2 \)](image-url)
Fig. 10.20 Trade-off between the three metrics with \((w_3 > w_1, w_2)\) for \(\alpha = 3\).

Fig. 10.21 Trade-off between the three metrics with \((w_3 > w_1, w_2)\) for \(\alpha = 4\).
Fig. 10.22 Trade-off between the three metrics with \((w_1 = w_2 = w_3 = 1/3)\) for \(\alpha = 2\)

Fig. 10.23 Trade-off between the three metrics with \((w_1 = w_2 = w_3 = 1/3)\) for \(\alpha = 3\)
Figures 10.22–10.24 show that the best trade-off between the three objective functions with the same weight corresponds to $k = 5$ for $\alpha = 2$, $k = 3$ for $\alpha = 3$, and $k = 2$ for $\alpha = 4$. It is worth noting that minimizing delay and guaranteeing uniform energy depletion are not conflicting metrics since both of them require maximizing $k$. Thus, the weights $w_2$ and $w_3$ can be viewed as a combined weight against the weight $w_1$.

### 10.3.3 TED Detailed Description

The TED protocol given in Fig. 10.25 has three phases: communication range slicing, concentric circular band selection, and proxy forwarder selection.

#### 10.3.3.1 Communication Range Slicing

This phase is run by each sensor only once at the beginning of the sensing task. Each sensor creates a table with $c_{cbn}$ entries, each including a subset of neighbours located in the corresponding CCB. Sensors located at the boundaries of two consecutive CCBs are assigned to the inner one.

#### 10.3.3.2 Concentric Circular Band Selection

When a source $s_0$ wishes to disseminate its data to the sink $s_m$, it computes the $id$ of the CCB to be used. This $id$ is denoted by $k$, where $1 \leq k \leq n_{ccb}$. The value
of $k$ corresponds to the optimum solution of the multi-objective optimization problem defined earlier. It is the responsibility of a source to choose the appropriate weights associated with each of the three metrics. The selection of the values of these weights is guided by the requirements of the underlying sensing application in terms of energy savings and delay. In other words, a source may wish to favor one of the metrics over the others or find a “best” trade-off between them. Once a source $s_0$ has selected the corresponding weights, it solves the multi-objective optimization problem to find the value of $k$ that meets the application needs.

**10.3.3.3 Proxy Forwarder Selection**

A source $s_0$ selects its proxy forwarder $s_{PF1}$ amongst the subset $CPF(s_0, s_m, k)$, such that

$$E_{rem}(s_{PF1}) = \max\{E_{rem}(s_j) : s_j \in CPF(s_0, s_m, k, \theta)\}$$

where $E_{rem}(s_j)$ is the remaining energy of sensor $s_j$. In other words, the protocol takes into consideration the remaining energy of sensors and prefers the ones with high available energy, thus avoiding sensors with little remaining energy whose selection would possibly lead to network disconnections.

When a proxy forwarder receives sensed data, it runs the same protocol to select its next proxy forwarder. This process continues until the sink receives data originated from a source.

**10.3.3.4 Is $k$ Fixed for All Proxy Forwarders or Not?**

Recall that WES generates a unique, optimum solution ($k = k_1^* = k_2^* = k_3^*$) to the multi-objective optimization problem (MO). Furthermore, the value of $k$ depends only on the weighting coefficients $w_1$, $w_2$, and $w_3$, which are associated with each of the three metrics, i.e., minimum energy consumption, minimum delay, and uniform energy depletion. The question that we should address is whether the same value of $k$ computed by a source is used by all proxy forwarders. To answer this question, we consider the following two scenarios for computing the value of $k$. In the first one, the TED protocol requires all proxy forwarders on the data forwarding path between $s_0$ and $s_m$ to use the same value of $k$ to identify their proxy forwarders. In other words, the formulation of the multi-objective optimization problem and its solving is done only once by a source $s_0$ and any proxy forwarder should use the value of $k$ found by $s_0$. In the second scenario, however, each of the senders (i.e., sources and proxy forwarders) computes its own value of $k$ based on its own values of $w_1$, $w_2$, and $w_3$. The second scenario seems more practical for the following reason. As we get closer to the sink, sensors could get more active in data forwarding towards the sink. In particular, sensors located around the sink act as relay of all data originated from all sources.
Algorithm: TED
Begin
// Actions executed by a source $s_0$
Phase 1: Slice the communication range $CD(\zeta_0, R)$ of $s_0$
1. Slice $CD(\zeta_0, R)$ into $n_{ccb}$ CCBs

Phase 2: Select an appropriate CCB using $k$
2. Select the appropriate weights $0 \leq w_1, w_2, w_3 \leq 1$ such that
   $w_1 + w_2 + w_3 = 1$ to solve the multi-objective optimization
   problem: (MO) $\text{Minimize } M(k)$
   $\text{Subject to } 1 \leq k \leq n_{ccb}$
3. Choose a CCB id, $k$, which is a solution to (MO)
4. If sink $s_m \in NNS(s_0)$ and $s_m \in k^{th}$ with $k' \leq k$ Then
   Begin
   5. Forward the sensed data directly to the sink $s_m$
   6. Break;
   End
   7. Else
   Begin
   Phase 3: Select a proxy forwarder from $k^{th}$ CCB
   8. Identify a subset candidate proxy forwarders $CPF(s_0, s_m, k)$ from the $k^{th}$ CCB
   9. If this subset is empty Then
      Begin
      9. Randomly pick the closest $q^{th}$ non-empty lower/higher CCB
      10. $k = q$;
      End
   11. Determine the first proxy forwarder $s_{PF1}$ such that
       $E_{rem}(s_{PF1}) = \max\{E_{rem}(s_j) : s_j \in CPF(s_0, s_m, k, \theta)\}$
   12. Forward the sensed data packet to $s_{PF1}$
   // Actions executed by any proxy forwarder
   13. While (sensed data has not reached $s_m$) Do
      Begin
      14. If $s_m \in NNS(s_{PF1})$ and $s_m \in k^{th}$ CCB with $k' \leq k$ Then
         Begin
         15. Forward the sensed data directly to $s_m$
         16. Break;
         End
      17. Else Replace $s_0$ with $s_{PF1}$ and run steps 5-15
      End
      End
   End
End

Fig. 10.25 The TED data forwarding protocol
228 10 Trade-Off between Energy and Delay

Specifically, the data traffic model would have an impact on the energy consumption. In fact, if each sensor is required to transmit data to the sink, sensors nearer the sink would consume more energy than all other sensors in the network. Thus, for these sensors, it would be more important for them to minimize their energy consumption as much as possible by sending/forwarding data to the sink through short distances. This implies that the value of $w_1$ is higher than those of $w_2$ and $w_3$. Therefore, in our design and simulation of the TED protocol, we consider the second scenario in which the value of $k$ is not the same for a source and all subsequent proxy forwarders when forwarding sensed data towards the sink.

10.4 Relaxation of Several Key Assumptions

The assumptions that we have made about wireless sensor networks, namely sensor homogeneity (Assumption 1), communication disk model (Assumption 2), highly dense wireless sensor networks (Assumption 3), energy consumption dominated by energy spent in data transmission and reception (Assumption 4), and always-on sensor model (Assumption 5), form the basis for most of the existing data forwarding and topology control protocols for wireless sensor networks. In this section, we discuss how to relax these assumptions and assess their impact on the TED protocol to promote its applicability to real-world sensing applications.

10.4.1 Relaxing the Sensor Homogeneity Model

In real-world scenario, our assumption (Assumption 1) may not be true. Indeed, sensors may have different capabilities, particularly in terms of communication ranges. Several studies [75, 209] showed that wireless sensor networks with heterogeneous sensors, possessing unequal energy levels and different sensing, processing, and communication capabilities, have increased reliability and lifetime. In the second scenario (i.e., each sensor computes its own value of $k$), there is no change to TED. For the first scenario (i.e., same value of $k$ for all source and proxy forwarders), however, it may happen that the number of CCBs of some proxy forwarder $s_i$, say $n_{ccb}(s_i)$, is less than $k$ (i.e., solution to the multi-objective optimization problem ($MO$)). In this case, the sensor $s_i$ selects its proxy forwarder from its $k^{th}$ CCB, where $k' = n_{ccb}(s_i) < k$. Given that $k' < k$, the data forwarding process will consume less energy than expected. Also, given that the proxy forwarder $s_i$ selects its last CCB, a minimum delay and a uniform energy depletion will be ensured. Thus, we obtain the best trade-off with respect to the three goals.
10.4.2 Relaxing the Communication Disk Model

The circular radio model (Assumption 2) is used to simplify the analysis and may be unrealistic. Indeed, empirical studies have found that the communication range of radios is highly probabilistic and irregular [198, 221, 224]. For tractability, we consider convex communication ranges that are not necessarily disks. Using the notion of largest enclosed disk (Definition 3, see Chap. 2), each sensor would be able to run the TED protocol by slicing the largest enclosed disk of its communication range. As in Sect. 10.4.1, there is no change to TED protocol in the second scenario. For the first scenario, however, the number $n_{ccb}(s_i)$ of CCBs of a sensor $s_i$ may be less than the value of $k$ computed by a source. Similarly, sensor $s_j$ would consider its last CCB from which it would select its proxy forwarder. Using the same argument as in Sect. 10.4.1, we can see that we obtain the best trade-off between all the three individual objective functions.

10.4.3 Relaxing the Dense Network Model

One of the main characteristics of wireless sensor networks is their high density compared to ad hoc wireless networks [6, 7]. Thus, our assumption (Assumption 3) is realistic. Now, what would happen if TED is used by a sparse wireless sensor network? In this case, a sensor may not find any sensor located in the selected $k^{th}$ CCB. Although some proxy forwarder can be located in another CCC, say the $i^{th}$ CCB, where $i \neq k$, and hence selected to participate in the forwarding process of the sensed data, it may not be always possible to find the best trade-off required by the underlying sensing application. Thus, the TED protocol would be able to trade-off energy with delay with respect to the specific needs of a sensing application only when the network has some density such that each CCB has some sensors that would be selected to act as proxy forwarders. This is, indeed, a valid assumption since wireless sensor networks are densely deployed in general to provide high-quality monitoring.

10.4.4 Relaxing the Energy Consumption Model

The slicing approach of the communication range of sensors depends on the minimum transmission distance $d_{\text{min}}$. Recall that $d_{\text{min}}$ is computed based on our assumption (Assumption 4) which considers only the energy spent in data transmission and reception. Nevertheless, sensors spend energy in computation and sensing. However, both types of energy are negligible compared to the one spent in communication. Also, neither the energy spent in computation nor the one spent in sensing is quantifiable. Hence, if either type of energy has some known formula, the value of $d_{\text{min}}$ would be modified accordingly. Precisely, this value
would be smaller than the one that we have computed in Lemma 9.4. Hence, the number of CCBs would be higher, which would have an impact on TED performance.

### 10.4.5 Relaxing the Always-On Sensors Model

Most of the existing geographic routing and data forwarding protocols assume that the radios of all sensors are turned on all the time (Assumption 5). In particular, all sensors in the network are awake during the forwarding activity. However, in real-world scenarios, sensors switch between on and off states to save their limited energy. It is not even practical to keep a sensor awake all the time while it is in reality active for only some short periods of time. Indeed, keeping sensors always on may cause failures that have severe impact on the performance of the wireless sensor network. Precisely, the network could be partitioned into at least two non-communicating sub-networks and hence the existence of the whole network may become meaningless. Therefore, it is important to duty-cycle sensors so that they deplete their energy resources uniformly and slowly [205, 218]. Unfortunately, duty-cycling may create a problem for routing the current message to the next hop while it is asleep. The challenge is how to duty-cycle sensors running TED while guaranteeing good routing performance [161, 226, 227]. The handling of highly dynamic wireless sensor networks that experience time-varying connectivity due to sensor duty-cycling is left as one of our future work.

### 10.5 Simulation Results

Our approach to trading-off minimum energy consumption, minimum delay, and uniform energy depletion is unique in several ways as described below, and hence it is impossible to make a fair quantitative comparison between TED and other existing approaches, such as the ones given in [142, 143, 160, 208, 226, 227] and reviewed in Sect. 10.6. First, TED allows a network designer to optimize the above-mentioned three metrics according to the specific needs of the underlying sensing application by using weights that specify the interest in each of these three metrics. Second, TED works at the network layer and does not assume any sleep–wakeup scheduling protocol, where sensors are duty-cycled (i.e., turned on or off) to save energy. TED applies to always-on and many-to-one WSNs, where sensors are always on to collect data about a specific phenomenon in a target field and send them to a single sink for further analysis and processing. Third, TED does not assume any aggregation of sensed data originated from sources towards the sink. In other words, all data should be received by the sink without undergoing any fusion or aggregation at any intermediate sensor. On the other hand, PEGASIS (Power-Efficient GAthering in Sensor Information Systems) [142, 143] is a simple and elegant data aggregation protocol in that it forms a chain amongst sensors so that each sensor receives from and transmits to a close neighbour and
only one designated sensor sends the combined sensed data to the sink in each round. Precisely, all sensors take turns to directly transmit the combined data to the sink. PBBF (Probability-Based Broadcast Forwarding) [160] works at the MAC layer and assume a sleep–wakeup mechanism for all sensors. Indeed, PBBF benefits from the redundancy in broadcast communication and forwards packets using a probability-based approach with two parameters that need to be used by a sleep–wakeup scheduling protocol. The first parameter is a probability $p$ that a sensor rebroadcasts a packet in the current active time while not all its neighbours are guaranteed to be awake to receive the broadcast. The second parameter is a probability $q$ that a sensor would remain awake after the active time when it would be asleep. Furthermore, the goal of PBBF applies to many-to-many WSNs and ensures that a sensor receives at least one copy of each broadcast packet with high probability, while reducing the latency due to sleeping. Also, PTW (Pipelined Tone Wakeup) [208] helps sensors forward their data to their final destinations based on a wakeup scheme that helps to achieve a balance between energy saving and end-to-end delay. Also, GeRaF assumes a sleep–wakeup scheduling protocol, where each sensor keeps forwarding data until at least one of its neighbouring sensor is awake and able to receive them.

### 10.5.1 Simulation Settings

In this section, we present the performance results of the TED protocol for the free-space model ($\alpha = 2$) based on simulation programs written in the C programming language. We consider a square deployment field of side length is equal to 1000 m where sensors are randomly and uniformly distributed. Furthermore, we assume that every sensor continuously generates constant bit rate (CBR) data of 1024 bits/s (i.e., 4 data packets of size 256 bits per second). Moreover, the radius of the communication range of the sensors is equal to 250 m. Also, we assume that the total number of deployed sensors in the default case is 1000, which corresponds to a sensor spatial density equal to $\lambda = 0.001$ sensor per m$^2$. In addition, we assume that all sensors have the same amount of initial energy that is equal to 1J.

### 10.5.2 Impact of Selection Space Size

In this experiment, we consider one metric, namely number of communication rounds, and show the impact of the size of the selection space of proxy forwarders on TED. We assume that all sensors use the same value of the angle $\beta$, which together with a value of $k$ define the size of the space of the $k^{th}$ CCB from which proxy forwarders are selected. As can be seen from Fig. 10.26, as the value of $\beta$ increases, the number of communication rounds increases too. The existence of
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more communication rounds means that there are more communication paths between sensors and the sink so that data originated from the former would reach the latter. In the absence of a balance of the load of data forwarding amongst all sensors, some sensors would be more heavily used as proxy forwarders than others, and hence die quickly. Thus, holes (i.e., void regions) in the network would appear and the network would consequently disconnect, thus prohibiting sensed data from reaching the sink. This situation appears if the space from which sensors select their proxy forwarders is small. Hence, the same neighbours would be selected frequently to forward data towards the sink, thus depleting their energy faster than others. Thus, uniform energy would guarantee that most of sensors would evenly participate in data forwarding to the sink and deplete their energy as slowly and uniformly as possible. However, we should mention that the energy sink-hole problem [137, 140, 160, 164, 199, 200] cannot be avoided while using a static sink.

10.5.3 Using the Energy × Delay Metric

In this experiment, we consider another metric, namely energy×delay, which was introduced by Lindsey et al. [142] to evaluate the performance of their PEGASIS protocol. Since it is impossible to compare our TED protocol with any existing approach, we consider two instances of TED, namely short-range forwarding (SRF) and long-range forwarding (LRF). Using SRF, sensors forward data over short distances. With LRF, sensors forward data over long distances. SRF performs the best in terms of energy consumption but yields a highest delay, and hence provides us with lower bound on energy. LRF performs the best in terms of delay but consumes the maximum energy, and hence provides us with lower bound on delay. On the other hand, TED helps find a balance between energy with delay. Thus, we expect that TED performs like SRF when sensors care more about energy consumption \((w_1 >> w_2, w_3)\), and performs like LRF when sensors care more about delay and uniform battery depletion \((w_2, w_3 >> w_1)\). Given that our goal is to find a trade-off between energy and delay, we consider the energy×delay metric to compare TED against SRF and LRF.

Figure 10.27 shows that LRF has the lowest energy×delay, whereas SRF yields the highest energy×delay. As expected, Fig. 10.27 shows that energy×delay for the three schemes increases with the sensor spatial density. Figure 10.28 shows that energy×delay depends on the location of the sink. It is worth mentioning that the optimum location of the sink in terms of energy-efficient data gathering corresponds to the centre of the deployment field [148]. Figure 10.28 shows that the best performance of the three protocols is obtained only when the sink is located at the centre of the deployment field. Thus, the obtained results are conforming to the claim given in [148]. Figure 10.29 shows the impact of sensed data packet size
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Recall that the energy a sensor spends in data transmission ($E_{mt}$) depends on the size of the sensed data forwarded to the sink. As can be observed, TED has $\text{energy} \times \text{delay}$ close to the one produced by LRF. Given the orders of magnitude of energy and delay, we can claim that $\text{energy} \times \text{delay}$ reaches its minimum for the smallest value of delay. Our intuition matches the results of the analysis of the function $E_{\exp}(s_0, s_m, k) \times D_{\exp}(s_0, s_m, k)$. Indeed, it is easy to check that this function reaches its minimum at $k = 5$, which corresponds to LRF as it always selects proxy forwarders from the last CCB. Thus, LRF is optimal with respect to the $\text{energy} \times \text{delay}$ metric, and hence TED is near optimal. Although LRF has the best $\text{energy} \times \text{delay}$, it is not suitable for energy-constrained WSNs. SRF, on the other hand, is not appropriate for time-critical sensing applications.

As can be seen in Fig. 10.30, SRF yields better network lifetime than TED. However, as shown in Fig. 10.31, we find that TED outperforms LRF in terms of network lifetime. This is due to the nature of forwarding schemes of SRF and LRF.

Compared to SRF and LRF, the TED protocol is more balanced in terms of energy and delay, and hence is a best candidate for WSNs where both energy savings and delay are (equally) important. Also, TED offers more flexibility to WSN designers to meet the specific needs of sensing applications in terms of energy and delay.
10.5.4 Impact of Variability of $k$

In this experiment, we focus on the variability of $k$ whose value of $k$ may not be the same for all the proxy forwarders. We have considered two cases: In the first case, the source sensor computes the value of $k$ and each proxy forwarder involved in the forwarding data towards the sink has to use the same value of $k$. In the second case, computing the value of $k$ is done locally. In fact, each proxy forwarder computes its proper value of $k$ to identify the CCB from which it would select its next proxy forwarder. Figure 10.32 shows the simulation results for both cases. Although both results are very similar, we find that the variability of $k$ yields better performance. It is worth mentioning that the sensors nearer the static sink represent hot-spot traffic points in the sense that they are heavily used in the process of data forwarding to the sink. This situation creates a problem known as the energy sink-hole problem, which could possibly isolate the sink, thus disconnecting the network. These sensors care more about minimizing their energy consumption by forwarding the sensed data to the sink over short distances although it may be within their communication range. Thus, their selection scheme enables them to extend their individual lifetime and, consequently, the network lifetime.
10.5.5 Impact of Sensor Heterogeneity

In this experiment, we evaluate the performance of our TED protocol in the presence of heterogeneous sensors. We assume that the sensors may not necessarily have the same amount of initial energy and the same radii of their communication ranges. The initial energy of the sensors is randomly picked from the interval [1 J, 2 J]. Similarly, the radii of their communication ranges are randomly selected from the interval [250 m, 350 m]. Given that the sensors may not have the same radii of their communication range, they would not have the same number of CCBs when they slice their communication ranges. Thus, a value of $k$ that is initially computed by the source sensor may exceed the total number of CCBs a proxy forwarder would have in its communication range. In that case, a proxy forwarder would simply choose the last CCB from which it would select its next proxy forwarder. Therefore, the value of $k$ would not be the same for all the proxy forwarders, i.e., $k$ is dynamic. It is as if each sensor would have its proper value of $k$. Figure 10.33 shows the results for homogeneous sensors and heterogeneous sensors network setup. Not surprisingly, we find that the performance of TED using heterogeneous sensors outperforms that of the network with homogeneous sensors. Here, we show that sensor heterogeneity helps extend the lifetime of the individual sensors, thus prolonging the network lifetime. Indeed, Yarvis et al. [209] presented several analytical, simulations, and real testbed results showing the potential benefit and impact of energy and link heterogeneity on sensor nets, where all the sensors report their sensed data to a single static sink.

10.6 Related Work

This section reviews a sample of data forwarding protocols for wireless sensor networks that trade off energy with other metrics, such as delay and robustness.

Yang and Vaidya [208] proposed a wakeup scheme, called Pipelined Tone Wakeup (PTW), which achieves a balance between energy saving and end-to-end delay. The PTW scheme is based on an asynchronous wakeup pipeline that overlaps the wakeup procedures with the packet transmissions. It uses wakeup tones which allow a large value of duty-cycle ratio without causing a large wakeup delay at each hop. Miller et al. [160] studied the trade-off between energy, latency and reliability. They presented a Probability-Based Broadcast Forwarding (PBBF) scheme which minimizes energy usage and optimizes latency and reliability. Zorzi and Rao [226] proposed a transmission technique for wireless sensor networks called geographic random forwarding (GeRaF), where relay nodes are decided only after the transmission has started. The packet duplication problem is solved using a scheme for contention amongst receivers. Zorzi and Rao [227] also gave a detailed description of a MAC protocol and an evaluation of the latency and energy performance. Bandyppadhay and Coyle [39] proposed a transmission scheduling scheme using a collision-free protocol for gathering sensor data. They
also studied many trade-offs between energy usage, sensor density, temporal, and spatial sampling rates. Sohrabi et al. [180] proposed a sequential assignment routing (SAR) protocol which is used by sensors to select a path amongst multiple ones to the sink node. The SAR protocol selects a path based on the energy resources and the priority level of a packet. Lindsey et al. [141] presented a scheme, called PEGASIS, where each node can receive from and send to close neighbours. The data gathered by nodes in each round have to be collected and transmitted to the base station by only one designated node in order to reduce energy consumption and extend the network lifetime. PEGASIS, which outperforms LEACH protocol [102], considered $\text{energy} \times \text{delay}$ as the optimization metric per round of data gathering in wireless sensor networks [142, 143]. Krishnamachari et al. [125] showed by well-selected examples that when robustness and energy efficiency are the main concern, single-path routing outperforms multipath routing under the assumption of perfectly reliable source and destination sensors. Choi and Das [62] proposed a data gathering scheme which trades off coverage and data reporting latency while enhancing energy conservation. Hynh and Hong [111] proposed an energy*delay-aware routing protocol for wireless sensor networks using cluster-based and chain-based approaches. Each communication round consists of a cluster and chain formation phase and a data transmission phase. The construction of the network configuration, which is defined by the cluster of sensors and their cluster heads, is accomplished by a base station. Soltan et al. [182] proposed a mobility-aware multi-hop routing scheme for a hierarchical wireless sensor network using mobile relays with a goal to optimize the network lifetime, delay, and local storage size. They proposed to solve an optimization problem to maximize the network lifetime under local storage, delay, and maintenance cost constraint.

10.7 Summary

In this chapter, we studied a communication range slicing-based approach to trade-off between conflicting objectives of sensing applications. Our approach aims to slice the communication range of the sensors into concentric circular bands and classify them with a goal to satisfy specific requirements of sensing application in terms of energy consumption, delay, and energy depletion. In this chapter, we formulated the trade-off between these three conflicting goals as a multi-objective optimization problem which is solved using a weighted scale-uniform-unit sum (WES) approach [119]. Specifically, we proposed a data forwarding protocol for wireless sensor networks, which exploits a solution to a multi-objective optimization problem to find an optimum trade-off between three conflicting goals, namely minimum energy consumption, minimum delay, and uniform energy depletion. To account for the uniform energy depletion of the sensors, we proposed an approach to characterize it based on the size of the subset of candidate forwarders of the data towards the sink. Though there are other efficient methods, such as multi-objective optimization genetic algorithm (MOGA) [84], the WES approach offers more flexibility to a network designer to find solutions
that satisfy some associated priorities of the objective functions. Theoretical results show that an optimum trade-off between the three abovementioned goals exists. Moreover, it depends on the weighting coefficients, which are introduced to reflect the relative importance of the individual objective functions and to address the problem of their different units and order of magnitude. For tractability, the communication ranges of the sensors are supposed to be circular and have the same radius. Then, we discussed ways of relaxing these assumptions to enhance the practicality of TED. Also, we evaluate the performance of TED through extensive simulations and compare it with existing ones. We find that the performance of TED is near optimal with respect to the energy\times delay metric. This simulation study seems to be an essential step to gain more insight into TED before implementing it on a sensor testbed. To the best of our knowledge, although the design of energy-efficient data forwarding protocols for wireless sensor networks has received much attention, there is no previous work that jointly considered minimum energy consumption, minimum delay, and uniform energy depletion to find the best trade-off between them.
Chapter 11
Energy Sink-Hole Problem with Always-On Sensors in Two-Dimensional Deployment Fields

This chapter investigates the energy sink-hole problem, which is inherent to static always-on wireless sensor networks, where the sensors located around a static sink act as relays to the sink on behalf of all other sensors, thus suffering from severe energy depletion. It presents a theoretical analysis of the problem showing that it can be solved provided that the sensors adjust their communication ranges. However, this solution imposes a severe restriction on the size of a deployment field. To overcome this limitation, we propose a sensor deployment strategy based on energy heterogeneity with a goal that all the sensors deplete their energy at the same time. Also, it proposes an energy-efficient protocol to solve the energy sink-hole problem using sensor mobility and our newly introduced concept, called energy-aware Voronoi diagram.

11.1 Introduction

One way to extend the lifetime of a wireless sensor network is through load balancing so that all sensors deplete their energy slowly and uniformly during their monitoring activity. Particularly, the behaviour of the sink has an impact on the network lifetime. Indeed, static always-on wireless sensor network (i.e., the radios of the sensors are turned on all the time) are much affected by the energy sink-hole problem, whereas sensors located around a sink suffer from severe battery power depletion problem. Indeed, the sensors close to the sink act as relays to the sink on behalf of all other sensors, and hence deplete their battery power more quickly, thus leading to possible disconnection of the network and disruption of the sensed data from reaching the sink. It was proved that it is impossible to guarantee uniform energy depletion of all the sensors in static, uniformly distributed, always-on wireless sensor network with constant data reporting to the sink when sensors use their maximum communication range to transmit sensed data to the sink [137, 138, 140, 164, 199, 200].

The deployment of static sink and sensors in real-world applications is very common, and hence efficient solutions should be provided to tackle the energy sink-hole problem, which is inherent to static wireless sensor networks. We believe that the network lifetime depends on three key design metrics, namely type of data forwarding (long range vs. short range), type of sensors (homogeneous vs. heterogeneous), and type of sink (static vs. mobile). This motivates us to account for these three design metrics due to the energy sink-hole problem. First, we consider the transmission distance that distinguishes between short-range and
long-range forwarding. Second, we consider sensor heterogeneity when deploying sensors for its ability to improve the reliability of the network and extend its lifetime [75, 209]. Third, when sensors have the same initial energy, we consider sink mobility for its ability to evenly distribute the data forwarding load amongst all the sensors to extend the network lifetime [195]. In this chapter, we propose our solutions to the energy sink-hole problem based on the above-mentioned metrics [17].

The remainder of this chapter is organized as follows: Section 11.2 analyzes the energy sink-hole problem and proposes a restricted solution [17]. Section 11.3 exploits energy heterogeneity to solve the energy sink-hole problem [17]. Section 11.4 makes use of the sink mobility and our new proposed concept of energy
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**Fig. 11.1** Slicing field into circular bands

---

**Fig. 11.2** Circular field with a centred static sink
11.2 Energy Sink-Hole Problem Analysis

We consider always-on wireless sensor networks, where the sensors constantly report their sensed data to a single static sink. Hence, the sensor cannot be turned off while monitoring a physical phenomenon. We assume that the sensors are static and uniformly distributed in a circular field of radius $\mathcal{R}$ with sensor spatial density $\lambda$ (Fig. 11.1).

First, we discuss a base protocol, where the network has a static sink and uses a short-path routing protocol [89]. The static sink is supposed to be located at its optimum position in terms of energy-efficient data gathering, which corresponds to the centre of the field [148]. We will show that the sensors around the sink have higher energy consumption than all other sensors.

11.2.1 Base Protocol Average Energy Consumption

The model that we use to compute the maximum average energy consumption of sensors is similar to the model in [88]. The average energy consumption of a node located in an area of size $A_2$ that forwards traffic for other nodes located in another area of size $A_1$ is proportional to $A_1/A_2$. Our model focuses on the nodes within a distance $\ell \leq \sigma \leq R$ from the sink, where $R$ is the radius of the nominal communication range of sensors and $\ell \ll R$. Specifically, we consider a circle $C_{\sigma}$ of radius $\sigma$ around the sink $s_m$ which includes the most active forwarders to the sink, where $\ell \leq \sigma \leq R$ and $\ell$ is an infinitesimal value, as shown in Fig. 11.2. The number of sensors inside and outside $C_{\sigma}$ is $2\pi\lambda\mathcal{R}$ and $2\pi\lambda\mathcal{R} - \pi\lambda\mathcal{R}$, respectively, where $\mathcal{R}$ is the radius of the circular field $C_{\mathcal{R}}$ and $\lambda$ is the sensor spatial density. Let $r$ be the radius of an infinitesimal circular region whose area is $dA = r dr d\theta$, where $0 \leq r \leq \sigma$ and $0 \leq \theta \leq 2\pi$. The average distance between a sensor in $C_{\sigma}$ and the sink $s_m$ is computed as

$$d_{avg} = \frac{1}{\pi \sigma^2} \int_{C_{\sigma}} r dA = \frac{2\sigma}{3}$$

The energy consumption rate per sensor in $C_{\sigma}$ is given by

$$ER(C_{\sigma}) = ER(C_{\sigma}, s_m) + ER(C_{\sigma}, s_m)$$

where $ER(C_{\sigma}, s_m)$ is the average energy consumption rate per sensor in $C_{\sigma}$ to directly send its data to the sink, and $ER(C_{\sigma}, s_m)$ is the average energy consumption
rate per sensor in $C_\sigma$ to forward a subset of sensed data packets originated from sensors in $C_\sigma = C_\mathcal{R} - C_\sigma$ to the sink. Using the energy model in Chap. 2 (see Sect. 2.4), we obtain

$$ER(C_{\sigma}, s_m) = \frac{1}{\lambda \pi \sigma^2} \times \int_{C_\sigma} ER_{\alpha}(r) \lambda \, dA = (E_{\text{elec}} + \frac{2 \epsilon}{\alpha + 2} \sigma^\alpha) b$$

$$ER(C_{\sigma}, s_m) = \frac{\pi (\mathcal{R}^2 - \sigma^2)}{\pi \sigma^2} \left( 2 E_{\text{elec}} + \epsilon \left( \frac{2 \sigma}{3} \right)^\alpha \right) b$$

Thus, the energy consumption rate per sensor using the base protocol is given by

$$ER(C_\sigma) = b \epsilon \left( \frac{2}{\alpha + 2} + \left( \frac{2}{3} \right)^\alpha \right) \sigma^\alpha + \left( \frac{2 \mathcal{R}^2}{\sigma^2} - 1 \right) b E_{\text{elec}}$$

Figure 11.3 shows that $ER(C_\sigma)$ increases significantly as we approach the centre of the field (i.e., location of the sink). It is clear that all sensed data will be forwarded by sensors whose distance from the sink is at most equal to $R = 300 \text{ m}$. Hence, we slice the field $C_\mathcal{R}$ into concentric circular bands (or simply bands) of width $R$ (Fig. 11.1) and assume that the field has $k > 1$ bands such that $\mathcal{R} = k \cdot R$. 
11.2.2 Nominal Communication Range-Based Data Forwarding

Under the above-mentioned field slicing method, the energy consumption rate of sensors depends on which band they belong to as well as the communication range used in reporting their data to the sink. We assume that sensors are homogeneous and use their nominal communication range.

Lemma 11.1 proves that sensors located in the \( k^{th} \) (i.e., outmost) band consume less energy than all other sensors.

**Lemma 11.1:** Assume a uniform sensor distribution with spatial density \( \lambda \) and sensors constantly transmit their data to the sink using their nominal communication range of radius \( R \). Sensors located in the \( k^{th} \) band have longer lifetime than all sensors in the network.

**Proof:** Any sensor located in the \( k^{th} \) band has only to report its own data to the sink. Indeed, given that the communication range of sensors coincides with the width of the bands, no one of the sensors in the \( k^{th} \) band can participate in forwarding data to the sink on behalf of others. Using the energy model presented in Chap. 2, the energy consumption rate per sensor in the \( k^{th} \) band is computed as

\[
ER(k) = ER_{\text{tx}}(R) = (\varepsilon R^d + E_{\text{elec}}) b
\]

Let \( E_{\text{init}} \) be the initial energy of a given sensor. The average lifetime of a given sensor in the \( k^{th} \) band is equal to \( \frac{E_{\text{init}}}{ER(k)} \). To the contrary, all sensors located in any other band forward data on behalf of others. Precisely, a sensor in the \( i^{th} \) band forwards data originated from sensors in the \( j^{th} \) band, where \( i < j \leq k \). The number of sensors in the \( i^{th} \) band is equal to

\[
N(i) = \lambda \pi (i^2 - (i-1)^2) R^2 = \lambda \pi (2i-1) R^2
\]

Let \( s_i \) be an arbitrary sensor located in the \( i^{th} \) band. Thus, under uniform sensor distribution and constant data reporting, the average number of messages forwarded by \( s_i \) per unit of time is given by

\[
M(i) = \frac{\sum_{l=1}^{k} N(l)}{N(i)} = \frac{\lambda \pi R^2 (k^2 - (i-1)^2)}{\lambda \pi R^2 (2i-1)} = \frac{k^2 - (i-1)^2}{2i-1}
\]

Hence, the average energy consumption rate of a sensor in the \( i^{th} \) band is given by

\[
ER(i) = (M(i) - 1) (ER_{\text{tx}}(R) + ER_{\text{rx}}) + ER_{\text{tx}}(R)
\]

Using the energy model in Chap. 2 and the value of \( M(i) \), the above equation leads to
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\[ ER(i) = \frac{k^2 - (i-1)^2}{2(i-1)} b \in R^\alpha + \left( \frac{2k^2 - 2i^2}{2(i-1)} + 1 \right) b E_{elec} \]  

(1)

Hence, the average lifetime of the sensors in the \(i^{th}\) band is \(\frac{E_{init}}{ER(i)}\), where \(i < k\). It is easy to check that \(\frac{E_{init}}{ER(i)} < \frac{E_{init}}{ER(k)}\), meaning that the lifetime of the sensors in the \(k^{th}\) band is longer than that of the sensors in all other bands.

Lemma 11.2, which follows from Lemma 11.1, states that uniform energy depletion cannot be guaranteed under the assumption of constant data reporting by sensors using their nominal transmission range. Thus, all the sensors do not have same lifetime.

\textbf{Lemma 11.2}: Assume a uniform sensor distribution with sensor spatial density \(\lambda\). Also, suppose that sensors are always on and constantly report their sensed data to the sink using their nominal communication range of radius \(R\). It is impossible for a given pair of sensors in two different bands to have the same energy consumption rate in their lifetime.

Next, we investigate the case where sensors may use their \textit{adjustable communication range} to transmit or forward data to the sink.

\subsection*{11.2.3 Adjustable Communication Range-Based Data Forwarding}

Given that the sensor distribution is uniform and that sensors constantly report their data to the sink, the transmission distance remains the key parameter to check whether it is possible to guarantee uniform energy depletion of sensors. We consider the following two problems.

\subsubsection*{11.2.3.1 Perfect Uniform Energy Depletion}

In the case of \textit{perfect uniform energy depletion}, sensors in all bands consume energy at the same rate. Precisely, we want to compute the number \(k\) of bands of a field such that the sensors located in the first and \(k^{th}\) bands have the same lifetime.

Let \(N = \lambda \pi R^2\) be the total number of sensors forming the network. Now, consider two arbitrary sensors \(s_1\) and \(s_k\) that belong to the first and \(k^{th}\) bands, respectively. Given that sensors are uniformly distributed in the field, the average number of sensors in the first and the remaining \((k-1)\) bands, denoted by \(N(1)\) and \(N(2 \to k)\), respectively, are equal to

\[ N(1) = \lambda \pi R^2 \]
\[ N(2 \to k) = \lambda \pi (R^2 - R^2) = \lambda \pi (k^2 - 1) R^2 \]
Moreover, the sensors in the first band and, in particular, sensor $s_1$ acts as forwarder of the data coming from all other bands. Thus, the average number of messages forwarded by $s_1$ (including its own message) per unit of time is

$$M(1) = \frac{N}{N(1)} = \frac{\lambda \pi R^2}{\lambda \pi R^2} = k^2$$

Out of these $k^2$ messages, $(k^2 - 1)$ was sent by sensors located in the $(k - 1)$ remaining bands. To simplify the analysis, we assume that the sensor $s_1$ uses the transmission distance $d_1$. Hence, the average rate of energy consumption of $s_1$ is given by

$$ER(d_1,1) = \left( \sum_{l=1}^{k^2-1} ER_{tx}(d_1) + ER_{rx} \right) + ER_{tx}(d_1)$$

$$= (k^2 \epsilon d_1^\alpha + (2k^2 - 1) E_{elec}) b$$

On the other hand, the average rate of energy consumption of the sensor $s_k$ is computed as

$$ER(D_k,k) = ER_{tx}(D_k) = (\epsilon D_k^\alpha + E_{elec}) b$$

where $D_k$ is the transmission distance used by $s_k$. The metric of energy depletion uniformity requires that the average rate of energy consumption of all sensors is the same. Hence, equating the above two equations, i.e., $ER(d_1,1) = ER(D_k,k)$, yield

$$D_k^\alpha - k^2 d_1^\alpha - \frac{2E_{elec}}{\epsilon} (k^2 - 1) = 0$$

where $0 < D_k \leq R$, $0 < d_1 \leq R$, $2 \leq \alpha \leq 4$, and $k > 1$. Notice that under uniform sensor distribution and constant data reporting, it is possible to guarantee uniform energy consumption of sensors located in the first and $k^{th}$ bands if the transmission distances $d$ and $D_k$ satisfy Eq. 3. Thus, given that sensors in the $k^{th}$ band do not forward data on behalf of others, their transmission distance $D_k$ should be larger than that used by sensors in the lower $(k - 1)$ bands. Achieving the goal of energy depletion uniformity requires that sensors in the lower $(k - 1)$ bands adjust their transmission distances according to $D_k$. Particularly, the transmission distance $d_1$ for sensors in the first band is given by

$$d_1 = \frac{1}{k^{2/\alpha}} \left( D_k^\alpha - \frac{2E_{elec}}{\epsilon} (k^2 - 1) \right)^{1/\alpha}$$

Lemma 11.3 [18, 33, 34] approximates the minimum transmission distance $d_{\text{min}}$ a given sensor can use for transmitting its own data or forwarding data on behalf of others to the sink.
Lemma 11.3: The minimum transmission distance used by a sensor when it sends/forwards data to the sink can be approximated by

\[ d_{\text{min}} = \left( \frac{E_{\text{elec}}}{\varepsilon} \right)^{1/\alpha} \]

From Lemma 11.3, it follows that a physical solution to Eq. 3 exists if and only if

\[ \frac{1}{k^{2/\alpha}} \left( D_k^{\alpha} - \frac{2E_{\text{elec}}}{\varepsilon} (k^2 - 1) \right)^{1/\alpha} \geq \left( \frac{E_{\text{elec}}}{\varepsilon} \right)^{1/\alpha} \]

The above inequality implies that guaranteeing uniform energy depletion of all sensors is possible if and only if the number \( k \) of bands of the field satisfies

\[ k \leq \sqrt[3/2]{\frac{\varepsilon}{3E_{\text{elec}}} D_k^{\alpha} + \frac{2}{3}} \]

Fig. 11.4 Plot of \( k_u = \sqrt[3/2]{0.000067 D_k^2 + 2/3} \) for \( \alpha = 2 \)

Theorem 11.1 generalizes Eq. 4 and states the conditions under which uniform energy depletion of sensors is achieved.

Theorem 11.1: Assume that sensors can adjust their communication ranges when they transmit sensed data to the sink. Let \( D_k \) be the transmission distance used by
sensors in the $k^{th}$ band. Then, uniform energy depletion of sensors in the network can be guaranteed provided that

*(Condition 1)* sensors in the $i^{th}$ band with $i < k$ use a transmission distance $d_i$ given by

$$d_i = \left( D_k^\alpha - \frac{2E_{elec} (k^2 - i^2)}{\varepsilon (2i - 1)} \right) \times \left( \frac{2i - 1}{k^2 - (i - 1)^2} \right)^{\frac{1}{\alpha}}$$

*(Condition 2)* the number of bands in a circular field is upper-bounded by

$$k_u = \sqrt{\frac{\varepsilon D_k^\alpha + \frac{2}{3}}{3E_{elec}}}$$

<table>
<thead>
<tr>
<th>Table 11.1</th>
<th>Values of $E_{elec}$ and $\varepsilon$ depending on $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 2$</td>
<td>$50\text{nJ/\text{bit}}$</td>
</tr>
<tr>
<td>$2 &lt; \alpha \leq 4$</td>
<td>$50\text{nJ/\text{bit}}$</td>
</tr>
</tbody>
</table>

![Fig. 11.5 Plot of $k_u = \sqrt{87 \times 10^{-10} D_k^\alpha + 2/3}$ for $2 < \alpha \leq 4$](image-url)
Table 11.1 summarizes the values of the constants $\varepsilon \in \{\varepsilon_{fs}, \varepsilon_{mp}\}$ and $E_{elec}$ [102], which depend on $\alpha$. The upper bound on $k$ depends on whether the free-space ($\alpha = 2$) or multi-path ($2 < \alpha \leq 4$) propagation model is used, and is computed as

$$k_u = \begin{cases} \sqrt{0.000067D_k^2 + 2/3} & \text{if } \alpha = 2 \\ \sqrt{87 \times 10^{-10}D_k^{\alpha} + 2/3} & \text{if } 2 < \alpha \leq 4 \end{cases}$$

Assume that the radius of the nominal communication range of sensors is equal to $R = 300$ m. Fig. 11.4 plots the function $k_u$ for the free-space model while Fig. 11.5 plots $k_u$ for the multi-path model for different values of $\alpha$. As can be seen from Fig. 11.4, the maximum number of bands for $\alpha = 2$ is $k_u = 2$ and can be obtained only when sensors located in the $k^{th}$ band use a transmission distance equal to at least $D_k = 225$ m. However, for $\alpha \in \{2.5, 3, 3.5\}$, as shown in Fig. 11.5, there is no solution to the problem since $k_u = 1$, i.e., uniform energy depletion cannot be guaranteed for those values of $\alpha$. For $\alpha = 4$, however, the number of bands can vary from 2 to 8. For instance, for $k_u = 8$, the transmission distance used by sensors in the $k^{th}$ band should be $D_k \geq 290$ m. The corresponding value of the transmission distance $d$ used by sensors in the lower $(k - 1)$ bands can be computed based on Eq. 4 for each pair of values $(k_u, D_k)$.

**Discussion:** In [164], it was proved that that unbalanced energy depletion is unavoidable for $\alpha = 2$. Using our analysis, however, we have proved that providing uniform energy consumption of sensors in all the bands (i.e., *perfect uniform energy depletion*) is possible although hard to achieve, especially for $\alpha = 2$. Indeed, the number of bands cannot exceed 2, which imposes a severe restriction on the size of the field. This is due to the gap in the energy consumed by sensors in the first and $k^{th}$ bands. Indeed, most of the sensors in the $k^{th}$ band never forward data on behalf of others regardless of their transmission distance $D$. Thus, our result is in sharp contrast with the one reported in [164]. Also, while our analysis shows that the number of bands has a certain upper bound that does not depend on the size of the field but depends only on the transmission distance $D$ and the propagation model considered. Olariu and Stojmenovic [164] found that the number of coronnas (or bands) is based on the size of the field.

Next, we consider the following relaxed version of the above-mentioned problem.

### 11.2.3.2 Partial Uniform Energy Depletion

Here, we investigate the value of $i$, where $1 < i < k$ and $R = k R$, such that a uniform energy depletion could be achieved amongst all sensors located in the lower $i$ bands (1 to $i$). Hence, our objective is to compute the value of $i$ such that
sensors located in the first and \( i^{th} \) bands have the same energy consumption rate. Guaranteeing uniform energy depletion of sensors in the first and \( i^{th} \) bands will definitely yield uniform energy depletion of sensors located in the \( j^{th} \) and \( i^{th} \) bands, for any \( j < i \). Thus, we focus only on the lower \( i \) bands instead of all bands in the field and investigate the achievement of partial energy depletion uniformity.

Let \( s_i \) be an arbitrary sensor located in the \( i^{th} \) band and \( ER(D_i, i) \) be the average energy consumption rate of \( s_i \), where \( D_i \) is the transmission distance of \( s_i \). If we replace \( R \) by \( D_i \) in Eq. 1, we obtain

\[
ER(D_i, i) = \frac{k^2 - (i-1)^2}{2i-1} b \varepsilon D_i^\alpha + \left( \frac{2k^2 - 2i^2}{2i-1} -1 \right) b E_{elec} \tag{5}
\]

To achieve partial uniform energy depletion in the first and \( i^{th} \) bands, their corresponding sensors must have the same energy consumption rate, i.e., \( ER(d_1, 1) = ER(D_i, i) \). Hence, by equating Eqs. 2 and 5, the transmission distance \( d_1 \) is computed as

\[
d_1 = \frac{1}{k^{2/\alpha}} \left( \frac{k^2 - (i-1)^2}{2i-1} D_i^\alpha + \left( \frac{2k^2 - 2i^2}{2i-1} - k^2 + 1 \right) \frac{2 E_{elec}}{\varepsilon} \right)^{1/\alpha} \tag{6}
\]

where \( 0 < D_i \leq R \) and \( 0 < d_1 \leq R \). The value of \( i \) should be chosen in a way such that the transmission distance \( d_1 \) is lower-bounded by \( d_{\min} \). Hence, a value of \( d_1 \) in Eq. 6 exists if and only if \( d_1 \geq d_{\min} \). Hence, Eq. 6 and Lemma 11.3 imply

\[
\frac{k^2 - (i-1)^2}{2i-1} D_i^\alpha + \left( \frac{2k^2 - 2i^2}{2i-1} - 3k^2 + 2 \right) \frac{E_{elec}}{\varepsilon} \geq 0
\]

Let \( F(i,k) \) be a function defined as follows:

\[
F(i,k) = \frac{k^2 - (i-1)^2}{2i-1} D_i^\alpha + \left( \frac{2k^2 - 2i^2}{2i-1} - 3k^2 + 2 \right) \frac{E_{elec}}{\varepsilon}
\]

Let us evaluate the value of \( i \) such that the function \( F(i,k) \) is positive. For this purpose, we solve the following two equations:

\[
\frac{\partial F(i,k)}{\partial i} = \left( D_i^\alpha + \frac{2 E_{elec}}{\varepsilon} \right) (k^2 + i^2 - i) = 0 \tag{7}
\]

\[
\frac{\partial F(i,k)}{\partial k} = k \left( D_i^\alpha + \frac{E_{elec}}{\varepsilon} \right) (5 - 6i) = 0 \tag{8}
\]
Fig. 11.6 Plot of $i_{opt}$ for $\alpha = 2$

Fig. 11.7 Plot of $i_{opt}$ for $2 < \alpha \leq 4$
Notice that the value of $k$ is immaterial because we are only interested in achieving partial uniform energy depletion amongst the first $i$ bands, where $i < k$. Eq. 8 provides a physical solution $i_{opt}$ given by

$$i_{opt} = \frac{\varepsilon}{6E_{elec}} D_1 \alpha + \frac{5}{6}$$

Figure 11.6 shows that partial uniform energy depletion can be achieved with regard to the first and the 3rd bands when $\alpha = 2$, where the sensors in this band use their nominal communication range. Figure 11.7 shows that for $\alpha = 3.5$, we get $i = 2$; whereas for $\alpha = 4$, its value varies between 2 and 35. The number of bands does not depend on the size of the field.

Therefore, the energy sink-hole problem can be solved provided that sensors adjust the radii of their communication ranges. However, this solution imposes a severe restriction on the size of the field in terms of the number of its bands, especially for the free-space propagation model ($\alpha = 2$). Next, we propose a scheme to overcome this shortcoming with the help of heterogeneous sensors, and evaluate its performance.

### 11.3 Using Heterogeneous Sensors

We consider heterogeneous sensors that are equipped with batteries with different initial energy. First, we describe our architecture for such a network with a goal to guarantee that all the sensors deplete their initial energy at the same time. Then, we evaluate its performance.

#### 11.3.1 Multi-tier Architecture

In this approach, heterogeneous sensors are assigned to the bands of the field in such a way that they all deplete their initial energy at the same time. In real-world scenarios, wireless sensor networks can have heterogeneous sensors with different capabilities, thus increasing the network reliability and lifetime. For tractability of the problem, we assume that energy is the only criterion that decides whether sensors are homogeneous or heterogeneous. Now, the bands do not contain the same type of sensors regarding their initial battery power. Precisely, each band has homogeneous sensors (i.e., sensors having the same amount of initial energy). But, any two bands have heterogeneous sensors (i.e., sensors with unequal amounts of initial energy). Sensors are supposed to use their nominal communication range when they forward data to the sink. Our goal is to guarantee uniform energy depletion of all sensors regardless of their bands.

Yarvis et al. [209] proposed a three-tier architecture for heterogeneous wireless sensor networks. The top layer contains only one sink that receives sensed data and analyzes them. The second layer includes sensors with no energy constraint. These sensors, called line-powered sensors, have unlimited energy resources by connecting them to a wall outlet. The third layer contains battery-powered sensors.
that are one-hop away from line-powered sensors. The rationale behind this architecture is that sensors closer to the sink in multi-hop sensor network with many-to-one delivery, consume more energy than all other sensors in the network. Thus, those sensors should be line powered. As can be observed, this three-tier architecture forms a dominating tree where each battery-powered sensor communicates with the sink via only line-powered sensors to transmit its sensed data. There is no communication amongst battery-powered sensors to save their energy, and hence no battery-powered sensor can play the role of data forwarder on behalf of other sensors. Definitely, there should be a sufficient number of line-powered sensors.

Now, we propose a multi-tier wireless sensor network architecture, where each band represents a tier and no sensor is supposed to be line powered. The data forwarding algorithm used by sensors is called next band-based data forwarding (NEAR) and is mainly based on the following premise: each sensor selects a neighbour in its adjacent band as its next hop forwarder the one whose remaining energy is the highest amongst all sensors in that band. Also, their transmission distance \( R \). We prove that with such a sensor distribution, all sensors in the network deplete their initial energy at the same time. Consider the \( k^{th} \) band. As discussed earlier, the average energy consumption rate per sensor in this band is \( ER_{tx}(R) = (\varepsilon R^\alpha + E_{elec}) b \), where \( b \) (in bits/s) is the sensor’s data rate. According to [88], the average lifetime of sensors of the \( k^{th} \) band is given by

\[
T(k) = \frac{e_0(j,k)}{ER_{tx}(R)} = \frac{e_0(k)}{ER_{tx}(R)}
\]

where \( e_0(j,k) \) is the total initial energy of the \( j^{th} \) sensor in the \( k^{th} \) band whose total number of sensors is \( N(k) \). Since a given band is homogeneous in terms of initial energy,

\[
e_0(1,k) = ... = e_0(N(k),k) = e_0(k)
\]

Similarly, for the \( i^{th} \) band, the average energy consumption rate per sensor in this band is given by

\[
ER_{tx}(R) + \sum_{j=i+1}^{k} \frac{N(j)}{N(i)} (ER_{tx}(R) + ER_{rx})
\]

where the first term is due to a sensor transmitting its own data and the second term is due to data forwarding on behalf of sensors in the \((i+1)^{th},...,k^{th}\) bands. Similarly, the average lifetime of sensors of the \( i^{th} \) band is given by

\[
T(i) = \frac{N(i) e_0(i)}{\left( \sum_{j=i+1}^{k} N(j) (ER_{tx}(R) + ER_{rx}) \right) + N(i) ER_{tx}(R)}
\]

\[
= \frac{(2i-1) e_0(i)}{(k^2 - i^2) (ER_{tx}(R) + ER_{rx}) + (2i-1) ER_{tx}(R)}
\]
11.3 Using Heterogeneous Sensors

Note that the above equation holds for all $1 \leq i \leq k$. Sensors in all bands will deplete their initial energy at the same time if

$$T(1) = \ldots = T(i) = \ldots = T(k)$$

Thus, $T(i) = T(k)$, for all $1 \leq i \leq k - 1$, which implies the following relationship between the initial energy $e_0(i)$ and $e_0(k)$ of the $i^{th}$ and $k^{th}$ bands, respectively,

$$e(i) = g(i, k) e_0(k) \quad \text{for} \quad 1 \leq i \leq k - 1$$

where their ratio $g(i, k)$ is given by

$$g(i, k) = \frac{(k^2 - i^2)(ER_{tx}(R) + ER_{rx}) + (2i - 1) ER_{tx}(R)}{(2i - 1) ER_{rx}(R)}$$

Theorem 11.2 states the condition under which uniform energy depletion of all sensors can be guaranteed.

**Theorem 11.2:** Consider a deployment strategy where a circular field is sliced into $k$ concentric bands of constant width $R$ (i.e., nominal communication range of sensors) and the sensor spatial density is constant. Uniform energy depletion of sensors is guaranteed if each band is homogeneous and all bands are mutually heterogeneous in such a way that the ratio of the initial energy $e_0(i)$ of a sensor in the $i^{th}$ band to the initial energy $e_0(k)$ of a sensor in the $k^{th}$ band satisfies

$$\frac{e_0(i)}{e_0(k)} = g(i, k) \quad \text{for} \quad 1 \leq i \leq k - 1$$

where

$$g(i, k) = \frac{(k^2 - i^2)(ER_{tx}(R) + ER_{rx}) + (2i - 1) ER_{tx}(R)}{(2i - 1) ER_{rx}(R)}$$

Figures 11.8 and 11.9 plot the function $g(i, k)$ for different values of $i$, $k$, and $\alpha$ assuming a data rate of 1024 bits/s and $R = 300$ m. We use the same values of the other constants listed in Table 1. Both figures show that $g(i, k)$ is high for the first inner bands and decreases continuously for the outer bands that tend to have comparable data forwarding load.

11.3.2 NEAR Performance Evaluation

We assume that $R = 300$ m, $\alpha = 2$, and $\Re = 1500$ m, i.e., $k = 5$ (there are 5 concentric circular bands in the circular field). The corresponding values of the constants $E_{fs}$ and $E_{elec}$ are given in Table 11.1. Moreover, we assume that every sensor continuously generates constant bit rate (CBR) data of 1024 bits/s, i.e., 4 data packets per second ($b = 1024$ bits/s). Sensors are randomly deployed in the circular field and their initial energy is determined based on their bands following Eqs. 9 and 10. The simulation is run for multiple times and the simulated time for each run is equal to 1000 s. Then, we average the results of all those runs.
**Fig. 11.8** Plot of $g(i, k)$ for $\alpha = 2$

**Fig. 11.9** Plot of $g(i, k)$ for $2 < \alpha \leq 4$
Fig. 11.10 Average energy consumption of NEAR

Fig. 11.11 Uniform energy depletion of all sensors
In the first simulation, the number of sensors varies from 800 to 1600 (i.e., we vary the sensor spatial density). Figure 11.10 shows that sensors in all bands do not consume the same amount of energy. This remains true given that sensors are randomly and uniformly deployed. Indeed, sensors located in the bands closer to the sink still consume more energy than those placed in higher bands. However, the average energy consumption of sensors in a given band stays almost constant as we vary the total number of sensors deployed in the field. This implies that the energy sink-hole problem cannot be solved by simply increasing the number of sensors.

In the second simulation, the number of sensors is fixed to 1600. Assume that the initial energy of sensors in the $k^{th}$ band is $e_0(k) = 0.97$ J. By Theorem 11.2, the initial energy of sensors in all other bands are computed based on $e_0(k)$. Figure 11.11 shows that the total remaining energy of sensors in all bands decreases as time advances since those sensors are continuously sending or forwarding sensed data to the sink. The simulation results almost totally agree with the theoretical results, which are omitted for the clarity of Fig. 11.11. Notice that the curves related to those five bands do not have the same slope. This is due to the fact that sensors in those bands do not have the same load, and hence the remaining energy of the inner bands depletes faster than that of the outer bands. More importantly, all sensors in all bands deplete their initial energy at the same time. This result confirms with the analysis of our sensor deployment strategy that assigns initial energy to sensors based on their load in data forwarding to the sink. Definitely, sensors closer to the sink have the highest initial amount of energy given that any sensed data should go through them before reaching the sink.

Next, we propose a data forwarding protocol for homogeneous wireless sensor networks, which uses sink mobility and a new variant of Voronoi diagram whose structure is time-varying.

### 11.4 Sink Mobility and Energy Aware Voronoi Diagram

Here, we assume that the sink is mobile so its neighbours change over time. Moreover, all sensors are homogeneous and randomly and uniformly distributed in a circular field of radius $R$ with sensor density $\lambda$. We also assume that the mobility trajectory of the sink follows the random waypoint (RWP) mobility model [116], thus covering the entire field (i.e., all locations in the field are equally likely to be visited). Initially, the sink randomly selects a waypoint and a speed between 0 and $v_{\text{max}}$, and moves towards the selected waypoint at this constant speed. When it reaches a waypoint, the sink stays for a pause time and randomly selects new waypoint and speed. The sink repeats this process during the network lifetime. We assume that data collection continues via multi-hop forwarding wherever the sink stays. Thus, only the pause time has an impact on data dissemination.

To answer both questions raised in Chap. 1 (see Sect. 1.4), we propose a new concept, called energy aware Voronoi diagram, where all sensors in $\text{SCN}(s_i,s_m)$ act as candidate forwarders. When the sink arrives at a waypoint, it randomly selects its next waypoint and broadcasts it along with its current one and pause time.
in a single info packet, i.e., info = \{rwp_{cur}, rwp_{fut}, ptime\}. Each sensor that receives this info packet decides whether it would transmit its data to either the current or future waypoint of the sink based on its location and the average transmission delay. For a field whose size is in the order of a few miles, the average propagation delay is negligible compared to the average transmission delay [120]. Next, we discuss the concept of energy aware Voronoi diagram and compare it to weighted Voronoi diagram.

### 11.4.1 Why Energy Aware Voronoi Diagram?

The newly proposed concept of energy-aware Voronoi diagram differs from weighted Voronoi diagram [36]. While the Voronoi edges of the latter are not straight segments, the ones generated by the former are, indeed, straight segments. Also, energy aware Voronoi diagram depends on both the locations of sensors and their remaining energy. Hence, the structure of energy aware Voronoi diagram is dynamic in nature. As will be seen later, energy aware Voronoi diagram is an appropriate structure for data forwarding in wireless sensor networks for the following three reasons: First, it helps us design a localized routing protocol for wireless sensor networks in the sense that each sensor builds its energy aware Voronoi diagram based on its neighbours’ information. Second, most of the existing geographical routing protocols, except GeRaF [226, 227], consider the closest sensor to destination as candidate forwarder. However, in GeRaF, a sensor may have the same subset of sensors alive as candidate forwarders. The concept of energy aware Voronoi diagram enables a sensor to have a subset of candidate forwarders from which it chooses the best one with respect to some metric. Third, it gives an equal chance to all sensors in the network to act as candidate forwarders on behalf of others to the sink. This is due to the randomness caused by the remaining energy metric to construct such a Voronoi diagram.

Next, we describe our protocol, evaluate its performance through simulations, and compare it with existing ones.

### 11.4.2 EVEN Detailed Description

Our proposed protocol (Fig. 11.12), called energy aware Voronoi diagram-based data forwarding (EVEN), is composed of three phases, namely computing relative positions, computing energy-aware Voronoi diagram, and selecting appropriate forwarder.

#### 11.4.2.1 Computing Relative Positions

First, a source $s_0$ identifies its reference sensor $s_{ref}$. All other neighbours will be positioned relatively to $s_{ref}$ based on their remaining energy. If there are multiple reference sensors, EVEN selects $s_{ref}$ with the smallest distance to the shortest path $[s_0, s_{m}]$. The relative $(x,y)$-coordinates of a neighbour $s_j$ of $s_0$ are computed as follows:
\[
x_{\text{ref}}(s_j) = x(s_0) + x_{\text{move}}(s_j, s_0, \text{ref})
\]
\[
y_{\text{ref}}(s_j) = y(s_0) + y_{\text{move}}(s_j, s_0, \text{ref})
\]

where
\[
x_{\text{move}}(s_j, s_0, \text{ref}) = \left[ x(s_{\text{ref}}) - x(s_0) \right] \frac{E_{\text{rem}}(s_j)}{E_{\text{rem}}(s_{\text{ref}})}
\]
\[
y_{\text{move}}(s_j, s_0, \text{ref}) = \left[ y(s_{\text{ref}}) - y(s_0) \right] \frac{E_{\text{rem}}(s_j)}{E_{\text{rem}}(s_{\text{ref}})}
\]

Protocol: EVEN

Begin

// Actions executed by a source sensor \( s_0 \)

1: If sink \( s_m \in \text{CN}(s_0) \) Then

2: Forward sensed data packet directly to \( s_m \)

3: Else

4: Identify a reference sensor \( s_{\text{ref}} \) such that

\[ E_{\text{rem}}(s_{\text{ref}}) = \max \{ E_{\text{rem}}(s_j) : s_j \in \text{SCN}(s_0, s_m, \beta) \} \]

5: Compute the relative positions of the neighbours \( s_j \in \text{SCN}(s_0, s_m) \)

6: Compute the energy-aware Voronoi diagram:

\[ \text{EAVor}(\{s_0, s_{\text{ref}}, s_m\} \cup \text{SCN}(s_0, s_m)) \]

7: Identify a subset of candidate forwarders \( \text{CF}(s_0, s_m) \)

8: Select an appropriate forwarder \( s_{af} \) in \( \text{CF}(s_0, s_m) \)

\[ CE_r(s_{af}) = \max \{ CE_r(s_k) : s_k \in \text{CF}(s_0, s_m) \} \]

9: Forward the sensed data packet to \( s_{af} \)

// Actions executed by appropriate forwarders

10: While (sensed data packet has not reached \( s_m \)) Do

11: If sink \( s_m \in \text{CN}(s_{af}) \) Then

12: Forward sensed data packet directly to \( s_m \)

13: Break;

14: Else Repeat Steps 1–9 by replacing \( s_0 \) with \( s_{af} \)

15: EndIf

16: EndWhile

End

Fig. 11.12 The EVEN Protocol
The intuition behind this computation is to “virtually” move sensors with low remaining energy away from the sink. Thus, these sensors will not be considered as “good” candidate forwarders until their available energy reaches a certain value. Notice that only $s_{\text{ref}}$ has the same relative and physical positions with respect to $s_i$ as the ratio is equal to 1.

### 11.4.2.2 Computing Energy-Aware Voronoi Diagram

A source $s_0$ computes its energy-aware Voronoi diagram, $EAVor(\{s_0, s_{\text{ref}}, s_m\} \cup SCN(s_0, s_m))$ with respect to its own actual location and that of the sink $s_m$ as well as the relative positions of sensors in the subset $SCN(s_0, s_m)$. As the remaining energy of sensors varies with time, the obtained structure of energy aware Voronoi diagram computed by sources and all forwarding sensors is time-varying too.

**Selecting Appropriate Forwarder:** A source $s_0$ uses the relative $\text{Closeness} \times \text{Energy}$ metric defined by $CE_r(s_j) = w_r(s_j) \times \overline{w}(s_j)$ to choose its appropriate forwarder $s_{af}$, where $s_j \in CF(s_0, s_m)$, $w_r(s_j) = \frac{\delta(s_0, s_m)}{\delta_r(s_0, s_j) + \delta_r(s_j, s_m)}$ is the relative closeness ratio, $\overline{w}(s_j) = \frac{E_{\text{rem}}(s_j)}{\sum_{s_k \in CF(s_0, s_m, \beta)} E_{\text{rem}}(s_k)}$ is the energy ratio with $E_{\text{rem}}(s_j)$ being the remaining energy of sensor $s_j$, $\delta_r(s_0, s_j)$ is the relative Euclidean distance between $s_0$ and $s_j$, and $\delta_r(s_j, s_m)$ is the relative Euclidean distance between $s_j$ and $s_m$. The source $s_0$ selects $s_{af}$ such that $CE_r(s_{af}) = \max\{CE_r(s_k) : s_k \in CF(s_0, s_m)\}$. Then $s_0$ forwards its data to $s_{af}$. After

![Voronoi Diagram](image-url)
receiving the data packet, $s_{af}$ performs the same above phases to identify its appropriate forwarder. This process repeats until the sink receives the data.

Using the concept of Voronoi diagram, only $s_3$, $s_7$, $s_9$, and $s_{10}$ can act as candidate forwarders for $s_0$ as shown in Fig. 11.13. However, the subset of candidate forwarders $CF(s_0,s_{m})$ may vary depending on the remaining energy of the sensors when the concept of energy-aware Voronoi diagram is used. Figure 11.14 shows that $s_1$, $s_3$, $s_6$, and $s_7$ are candidate forwarders for $s_0$, which are computed based on the reference sensor $s_7$.

Lemma 11.4 states that all sensors in $SCN(s_i,s_{m})$ are equally likely to be selected as appropriate forwarders for $s_i$.

**Lemma 11.4:** All sensors in $SCN(s_i,s_{m})$ are equally likely to be selected as appropriate forwarders for $s_i$.

**Proof:** First, $s_i$ will pick sensor $s_{i1}$ having the maximum closeness ratio, i.e.,

$$w(s_{i1}) = \max\{w(s_k) : s_k \in SCN(s_i,s_{m})\}$$

as a reference sensor and also as an appropriate forwarder. Obviously, $s_i$ will not select $s_{i1}$ as reference sensor in the next data dissemination as $s_{i1}$ will have less remaining energy than other sensors in $SCN(s_i,s_{m})$. Let $s_{i2}$ be the second reference sensor, where $\overline{w}(s_{i2}) = \overline{w}(s_{i1}) + \overline{w}_2$ and $0 < \overline{w}_2 < 1$. However, $s_{i1}$ could be selected as an appropriate forwarder only if $CE_r(s_{i1}) > CE_r(s_{i2})$ or $w(s_{i1}) > w(s_{i2}) \times \frac{\overline{w}(s_{i2})}{\overline{w}(s_{i2}) - \overline{w}_2}$. Otherwise, either $s_{i2}$ or another sensor in $SCN(s_i,s_{m})$ will be selected as an appropriate forwarder. As can be seen,
any sensor could be successively selected as an appropriate forwarder a very few times. Because of the relative values of the metric \( \text{Closeness} \times \text{Energy} \) and the notion of reference sensor, each sensor in \( S\text{CN}(s_i, s_m) \) will be considered as an appropriate data forwarder for \( s_i \).

### 11.4.3 EVEN Performance Evaluation

In this section, we study the performance of EVEN based on simulation programs written in the C programming language. Our simulation set-ups consider 800 sensors randomly and uniformly distributed in a circular field of radius \( R = 3000 \text{ m} \). The radius of the communication range of the sensors is \( R = 300 \text{ m} \). Also, when mobility is considered, the maximum speed of a mobile sink is \( v_{\text{max}} = 5 \text{ m/s} \).

#### 11.4.3.1 Impact of Sink Mobility

In this experiment, we consider a Voronoi diagram-based greedy forwarding (VGF) protocol. VGF is similar to a greedy geographic routing algorithm, called Bounded Voronoi Greedy Forwarding (BVGF) [204]. On one hand, BVGF chooses the sensor that has the shortest distance to the sink and does not consider energy as a selection metric. On the other hand, VGF considers both the closeness of sensors to the sink and their remaining energy to build localized Voronoi diagram and select the best candidate forwarders. Notice that VGF and EVEN are quite identical except that the former uses the actual locations of sensors while the latter uses the virtual locations of sensors (computed in Sect. 11.3.2). We evaluate the performance of VGF for both cases of networks using a static sink and a mobile sink, respectively. We compute the average energy consumption of sensors as a function of their distance from the centre of the field. A static sink is positioned at the centre of the field for energy-efficient data gathering [148]. As can be seen in Fig. 11.15, VGF has better performance with a mobile sink than with a static sink. Indeed, sink mobility distributes the data forwarding load amongst all the sensors.

#### 11.4.3.2 Comparing EVEN with VGF

In this experiment, we consider a mobile sink and compare the performance of EVEN with that of VGF. EVEN leads to better load balance than VGF as shown in Fig. 11.16. While EVEN allows a sensor to select best forwarders amongst all of its neighbours, VGF considers only the closest sensors to the sink. As expected, EVEN distributes more evenly the data dissemination load amongst the neighbours of each sensor, and hence outperforms VGF. Figure 11.17 shows the impact of pause time of the mobile sink on the average energy consumption of sensors. As the pause time increases, more sensors will have the chance to transmit sensed data to the sink. Thus, sensors close to the sink become more active as they receive more data from sources. When the pause time has large value, those heavily used
Fig. 11.15 VGF – static sink vs. mobile sink

Fig. 11.16 Comparing EVEN with VGF
sensors surrounding the sink deplete their energy more quickly than all other sensors. The performance of EVEN tends to that of VGF with a static sink. It is worth noting that no matter how energy efficient a data forwarding protocol is, the use of static sink significantly degrades its performance.

11.4.3.3 Comparing EVEN with Another Protocol

Luo and Hubaux [148] discussed an energy efficient routing protocol for WSNs which exploits base station mobility and multi hop routing. Different mobility strategies of a mobile station have been studied to identify the optimum one in terms of balanced load distribution. Luo and Hubaux [148] showed through simulations that under the short-path routing strategy, a mobile sink reduces the average load of the sensors by about 75\% compared to a static sink. This reduction implies approximately a 400\% increase of the network lifetime. Luo and Hubaux [148] also showed by simulation that their joint mobility and routing strategy further reduces the network load by about 10\% which corresponds to an overall improvement of the network lifetime of about 500\% compared with the case of static sink. Their joint mobility and routing strategy is elegant and efficient in that it exploits the available energy at the sensors close to the border of the network, which are almost not used in data forwarding. Moreover, the sink moves on a circle of radius $R_m < R$, where $R$ stands for the radius of the field. Thus, the field is divided into two regions: the inner circle of radius $R_m$ and the annulus between
the periphery of the network and the trajectory of the sink as shown in Fig. 11.18. The sensors within the inner circle use short-path routing to transmit their sensed data to the sink, whereas the sensors in the annulus send their data to the sink using two steps. First, a sensor uses round routing around the centre of the network $O$ until the segment $OB$ is reached, where $B$ is the current position of the mobile sink. Then, the data is sent to the sink using a short path.

EVEN does not necessarily choose a short path. Using the concept of energy-aware Voronoi diagram, all neighbours of each sensor have the chance to participate in data forwarding towards the sink. Thus, a mixture of short-range and long-range data forwarding patterns would take place. This helps the sensors deplete their energy slowly and uniformly. Also, as the sink is moving randomly, all areas in the field are equally likely to be visited, including those on its periphery. Thus, sensors close to the border of the network would be selected to act as forwarders towards the sink as their remaining energy permits. According to [148], the network lifetime is inversely proportional to the maximum average energy consumption of the sensors. Thus, as can be seen from Fig. 11.16, EVEN improves the network lifetime by more than 430% compared with VGF that uses a static sink. Thus, EVEN has performance that is comparable to that of the joint mobility and routing strategy [148].

11.5 Related Work

Data dissemination protocols for WSNs can be categorized into two main classes. The first one consists of protocols that attempt to minimize the energy consumption of sensors. Unfortunately, these protocols do not consider some particular regions in the network whose sensors are heavily used compared to others, and hence deplete their initial energy very quickly. This behaviour may result in WSN
disconnections although most of the rest of sensors have enough amount of energy to work correctly. The second class, however, includes protocols that attempt to balance the energy consumption amongst all sensors in the network. The next two subsections review protocols for the above classes.

11.5.1 Balancing Energy Consumption

The energy sink-hole problem in WSNs has gained relatively less attention in the literature. It is worth noting that this problem was originally addressed by Guo et al. [97]. They proposed an energy-balanced transmission scheme that adjusts the ratio between direct transmission to the sink and next-hop transmission. Precisely, sensors far away from the sink send larger percent of data to the next hop while sensors near the sink send more data directly to the sink. Zhang et al. [220] also exploited this combination of hop-by-hop transmission and direct transmission to find a trade-off between them. Efthymiou et al. [79] proposed a probabilistic data propagation algorithm for balancing energy consumption amongst all sensors. Powell et al. [170] used the probabilistic data propagation algorithm in [79] and proved that there is a relationship between energy balancing and lifespan maximization [113]. Leone et al. [134] considered non-uniform sensor distribution and proposed a blind algorithm that computes a solution to the energy-balancing problem on-line without prior knowledge on the occurrences of the events. Li and Mohapatra [137, 138] characterized the energy hole around the sink with an analytical model and investigated the effectiveness of a few approaches for mitigating the energy hole problem. Olariu and Stojmenovic [164] proved that energy-efficient routing can be guaranteed when the coronas of a circular field have the same width, but this would lead to uneven energy depletion of sensors. Hence, they computed the widths of coronas and their number to achieve even energy depletion of sensors. They also proved that uneven energy depletion is unavoidable for the free-space model but can be prevented for the multi-path model. Lian et al. [140] showed that up to 90% of the total initial energy is unused due to the static WSN model with uniformly distributed homogenous sensors and a stationary sink. They also proposed a non-uniform sensor distribution-based deployment strategy and showed by simulation that it can increase the total data capacity. Non-uniform node distribution was also considered in [199, 200] to achieve balanced energy depletion. Luo and Hubaux [148] proposed a data collection protocol for WSNs that makes use of multi-hop routing and base station mobility to solve the energy sink-hole problem.

11.5.2 Minimizing Energy Consumption

Chang and Tassiulas [57] proposed different approaches for maximizing the network lifetime based on finding the best link cost function. Intanagonwiwat et al. [112] proposed a data-centric paradigm, called directed diffusion, for sensor query dissemination and processing in static WSNs. Boukerche et al. [49] proposed power-efficient data dissemination protocols that combine sleep/awake and probabilistic forwarding techniques. Boukerche et al. [50] proposed a novel protocol,
called *energy-aware data-centric* (EAD), which builds a virtual backbone composed of active sensors that are responsible for in-network data processing and traffic relaying. EAD attempts to construct a broadcast tree that approximates an optimal spanning tree with a maximum number of leaves, thus reducing the size of the backbone formed by active sensors. Antoniou et al. [35] and Boukerche et al. [48] proposed a protocol, called *Variable Transmission Range Protocol* (VTRP). VTRP contributes to solve the energy sink-hole problem by varying the transmission range of sensors to bypass sensors lying close to the sink and avoid their overuse. While EAD and VTRP assume that the sink is static, our protocol considers sink mobility. However, our protocol assumes that *all* sensors are active during forwarding, and hence do not consider *duty-cycling*. Our future work will address this issue. Gao and Zhang [89] proposed greedy forwarding algorithms for load-balanced routing in wireless networks when nodes lie either on a line or in a narrow strip. Sankar and Liu [175] proposed a distributed routing algorithm that checks whether it is possible to route flow in the network while satisfying all the demands in terms of total energy consumed by all nodes before threshold for lifetime expires. Zhou et al. [225] investigated the problem of finding energy-efficient paths to the sink using the notion of transmitter power control.

### 11.5.3 Mobility-Based Forwarding Protocols

Kim et al. [120] proposed a Scalable Energy-efficient Asynchronous Dissemination (SEAD) protocol for WSNs, which is based on dissemination trees that are built to disseminate data to mobile sinks. Every mobile sink is supported by a special node, called access node, which acts as the relay between the mobile sink and source sensors. Shah et al. [176] proposed a three-tier architecture for data dissemination in sparse WSNs using the concept of MULES. Wang et al. [191] proposed distributed self-deployment protocols to discover coverage holes and cover those using mobile sensors that move from densely to sparsely areas to maximize coverage. Wang et al. [190] proposed a proxy-based sensor deployment protocol for mobile wireless sensor networks. A proxy sensor is a static sensor that is closest to the logical position of its delegated mobile sensor. As can be seen, checkpoints in our protocol differ from proxy sensors in Wang et al.’s protocol [190]. However, both of them are used for energy efficiency purpose. Proxy sensors are introduced to help mobile sensors move only when needed so that they save their energy, whereas our checkpoints are introduced to shorten data forwarding paths between source sensors and the sink, and hence minimize the total energy consumption. Zhang et al. [215] proposed a dynamic proxy tree-based data dissemination framework for mobile wireless sensor networks. Mobile sources and mobile sinks are associated with stationary source proxies and sink proxies, respectively, and proxies related to the same source form a proxy tree. The latter is used to multicast data from the source proxy to the sink proxies. When the distance between sources or sinks and their proxies do not change beyond the threshold distance, the sources and sinks will keep the same proxies. This situation could lead to a battery power depletion of the associated proxies. In our protocol, checkpoints dynamically change based on both their closeness to the shortest path between the senders
and receivers and their remaining energy. Zhang et al. [215] protocol introduces an overhead in reconfiguring the proxy tree due to source and sink mobility. The overhead introduced by our protocol is due to the construction of localized Delaunay triangulation which occurs only once as the wireless sensor network is static, thus yielding little overhead. Our protocol, however, assumes that all sensors are always-on. Our future work will address duty-cycling. Zorzi and Rao [226, 227] proposed a geographic random forwarding (GeRaF) technique for wireless sensor networks, where relay nodes are decided only after the transmission has started. Biswas and Morris [43] proposed an integrated and MAC protocol for multi-hop wireless networks, where a source sends a batch of packets destined to the same destination. Ye et al. [210] proposed an efficient data delivery to multiple mobile sinks using a two-tier data dissemination model (TTDD). When a data source detects a stimulus, it builds a data dissemination grid structure over the deployment field and sets up the forwarding information at sensors closest to grid points. Intanagonwiwat et al. [112] proposed a data-centric paradigm for sensor query dissemination and processing in static WSNs, called directed diffusion (DD), which uses attribute-based naming to match data to sensors. The DD paradigm provides robust multi-path delivery and achieves energy saving when intermediate nodes aggregate responses to queries. Ammari and Das [32] proposed an information theory-based approach for data dissemination in wireless sensor networks with a mobile sink.

11.6 Summary

In this chapter, we have studied the energy sink-hole problem in static always-on wireless sensor networks, where the sensors around a sink are heavily used in data forwarding, thus depleting their energy quickly [17]. We proved that uniform energy depletion of all sensors can be achieved in uniformly distributed wireless sensor networks provided that the sensors adjust their communication ranges when forwarding data to a static sink. We have also proposed a deployment strategy using heterogeneous sensors that guarantees uniform depletion of sensors’ initial energy. Sensors are placed in their bands based on their data forwarding activity and initial energy. Precisely, the inner bands contain sensors with large amount of energy as they are heavily loaded with data forwarding to the sink. We have found that our simulation results agree almost perfectly with our theoretical results. A critical factor for extending the lifetime of wireless sensor networks is load balancing in data dissemination, which depends on the nature of the sink and the selection scheme of appropriate forwarders. We have proposed a data dissemination protocol, called EVEN, which uses the concept of energy-aware Voronoi diagram to evenly distribute the load of data forwarding on all the neighbours of a given sensor, and exploits sink mobility to update the neighbours of the sink. The design goal of EVEN is to balance the load amongst the sensors so they deplete their energy as uniformly and slowly as possible, thus extending the network lifetime. Our results demonstrate that energy-aware Voronoi diagram and sink mobility lead to more than 430% improvement of the network lifetime compared to the case of static sink.
Chapter 12
Geographic Forwarding on Duty-Cycled Sensors in Two-Dimensional and Three-Dimensional Deployment Fields

This chapter focuses on the problem of joint $k$-coverage, sensor scheduling, and geographic forwarding in two-and three-dimensional wireless sensor networks. Specifically, it studies geographic forwarding in duty-cycled, $k$-covered wireless sensor networks and proposes the first design of protocols for geographic forwarding on duty-cycled sensors with and without data aggregation. The proposed protocols exploit the geometry of the configurations, which result from our connected $k$-coverage protocols, and the concept of virtual potential fields.

12.1 Introduction

The design of protocols for wireless sensor networks is challenging due to the scarce battery power of the sensors. On the one hand, it is well known that sensor duty-cycling is an important mechanism that helps densely deployed wireless sensor networks save energy so the sensors remain operational for as long as possible. On the other hand and as discussed earlier, geographic forwarding is an energy-efficient and practical scheme for wireless sensor networks in that the sensors need only maintain local knowledge on their one-hop neighbours with respect to their geographic location information. Although there is a dependency between sensor duty-cycling and data forwarding in the sense that data should be forwarded to a central gathering point, known as the sink, via active sensors, only a few works jointly consider them. Indeed, most of the geographic forwarding protocols assume that all sensors are always on during forwarding. However, such an assumption is not realistic in densely deployed wireless sensor networks [179], where sensors are duty-cycled, i.e., switched on or off to save energy. While most efforts focused on only single aspect of the problem (coverage, duty-cycling, routing), this chapter offers clarity into the issues that must be addressed for joint protocol development, where $k$-coverage, duty-cycling, and geographic forwarding are discussed in a unified framework.

In this chapter, we focus on geographic forwarding in two-and three-dimensional duty-cycled, $k$-covered wireless sensor networks, where each point in a field is covered by at least $k$-active sensors while all active sensors are connected. Geographic forwarding in $k$-covered wireless sensor networks, however, faces three major challenges. The first challenge is how to determine the number of active sensors required to fully $k$-cover a field. As of writing this chapter, there is no exact bound on
the sensor spatial density for $k$-coverage of a field. Besides $k$-coverage characterization, our approach quantifies a tight bound on the sensor spatial density that is required to achieve $k$-coverage. The second challenge is how to design a minimum-energy duty-cycling protocol for a $k$-covered wireless sensor network that deploys as minimum number of active sensors as possible so all sensors deplete their energy slowly and uniformly. Our goal is to prolong the lifetime of the sensors in order to extend the network lifetime. Although several $k$-coverage protocols for wireless sensor networks have been proposed, none of them provided a guarantee of using a minimum number of active sensors. The third challenge is how to design energy-efficient geographic forwarding protocols running on top of a duty-cycled $k$-covered wireless sensor network with a specific requirement in terms of data aggregation. A few works on joint duty-cycling and forwarding exist in the literature [43, 161, 226]. The work in [161] jointly considers duty-cycling and opportunistic routing at the network layer. Our joint protocols are complementary to [161] and are more general in that they jointly consider geographic forwarding on a duty-cycled $k$-covered wireless sensor network along with different data aggregation levels [23, 24].

In the previous chapters, we have addressed the first two challenges through the design of energy-efficient $k$-coverage and duty-cycling protocols. Although several elegant protocols have been proposed to solve the problem of $k$-coverage in wireless sensor networks as discussed earlier, the problem of routing on duty-cycled wireless sensor networks has received little attention in the literature. In particular, joint coverage and geographic forwarding in wireless sensor networks have been overlooked intentionally. This is due to the fact that all sensors are assumed to be always on during data forwarding. However, this assumption is not valid in real-world applications, where all sensors should not stay on all the times to save energy. This work is an effort complementing previous ones [43, 226], and particularly the one by Nath and Gibbons [161]. Precisely, we focus on the design of energy-efficient geographic forwarding on a minimum-energy duty-cycled $k$-covered wireless sensor network, where every point in a field is covered by at least $k$ sensors. Similar to [161], our joint sleep–wakeup scheduling and geographic forwarding in a $k$-covered wireless sensor network is done at the network layer. We believe that our joint protocols could be useful for several applications and particularly those requiring data aggregation at intermediate sensors along paths to the sink. To the best of our knowledge, this is the first study of geographic forwarding on a duty-cycled $k$-covered wireless sensor network.

The remainder of this chapter is organized as follows: Section 12.2 presents our geographic forwarding protocols for two-dimensional duty-cycled $k$-covered wireless sensor network. Section 12.3 proposes our geographic forwarding protocols for three-dimensional duty-cycled $k$-covered wireless sensor network. Section 12.4 reviews related work. Section 12.5 concludes the chapter.

### 12.2 Two-Dimensional Sensor Deployment

In this section, we describe our geographic forwarding protocols on duty-cycled sensors in two-dimensional deployment fields. Our protocols are based on the
clustered connected k-coverage protocol described in Chap. 5. Specifically, we present our first potential field \[103\] based solution for geographic forwarding on a duty-cycled k-covered wireless sensor network, called Geographic Forwarding through Fish Bladders (GEFIB), where data are forwarded through fish bladders (or lenses). Precisely, we discuss three geographic forwarding protocols with different levels of data aggregation.

**Assumption 12.1:** We assume that in each round, every active sensor has data to report to the sink. Also, only sensors selected to k-cover a field act as relays.

### 12.2.1 Potential Fields Based Modeling Approach

Sensors can be viewed as particles, and hence are subject to virtual forces, which attract sensors to each other. These virtual attractive forces are due to the remaining energy of the sensors and their geographic locations. Indeed, the sensors with highest remaining energy are preferred to act as relays in order to avoid energy holes (i.e., regions whose sensors have depleted their energy) that may disconnect the network. Also, as the energy spent in data transmission is proportional to the transmission distance \[102\], the sensors prefer closer ones to act as relays, thus forwarding data over short distances.

Using potential field terminology, each active sensor is subject to at least one attractive force, called energy-location based force and denoted by \(F_{el}\), which is exerted by some active sensor and defined as the gradient of a unique scalar potential field, called energy-location based potential field and denoted by \(U_{el}\), i.e., \(F_{el} = -\nabla U_{el}\). We should mention that this notion of attractive force is symmetric. That is, if a sensor \(s_i\) exerts a force on sensor \(s_j\), the latter also exerts on the former a force with the same magnitude. Also, only active sensors can exert forces on each other. Our approach to modeling the resultant force that a sensor \(s_i\) exerts on its sensing neighbour \(s_j\) is borrowed from electromagnetism theory \[186\]. Using Coulomb’s law \[186\], the magnitude of the electrostatic force \(F(i,j)\) between two points electric charges \(q_i\) and \(q_j\) depends on their magnitudes and the Euclidean distance \(d(i,j)\) between them and the permittivity \(\varepsilon_0\) of free space, and is computed as

\[
F(i,j) = -\nabla U(i,j) = \frac{1}{4\pi\varepsilon_0} \frac{|q_i||q_j|}{d^2(i,j)}
\]

In our model, the charge of a sensor is its remaining energy and permittivity is the transmitter amplifier \[102\] in the free-space (\(\varepsilon_{fs}\)) model (\(\alpha = 2\)) or the multi-path (\(\varepsilon_{mp}\)) model (\(2 < \alpha \leq 4\)), where \(\alpha\) is the path-loss exponent. Thus, the magnitude of the force \(F_{el}(i,j)\) that a sensor \(s_i\) exerts on its sensing neighbour \(s_j\) is proportional to the product of their remaining energy, \(\pi(s_i)\) and \(\pi(s_j)\), and inversely proportional to the Euclidean distance \(d(i,j)\) between them. Moreover, it
is important that  \( F_{el}(i, j) \) account for the type of model being used, i.e., free-space model \( (\varepsilon = \varepsilon_{fs}) \) vs. multi-path model \( (\varepsilon = \varepsilon_{mp}) \). Therefore, the attractive force \( F_{el}(i, j) \) is computed as

\[
F_{el}(i, j) = -\nabla U_{el}(i, j) = \frac{1}{4\pi \varepsilon} \frac{\pi(s_i) \pi(s_j)}{d^\alpha(i, j)}
\]

Similarly, there is an interaction between one sensor and a set of sensors. Precisely, the resultant force exerted by sensor \( s_i \) on a set of sensors \( S \) is given by

\[
F_{el}(i, S) = \sum_{s_j \in S} F_{el}(i, j) = -\sum_{s_j \in S} \nabla U_{el}(i, j)
\]

Next, we present three geographic data forwarding protocols for a duty-cycled \( k \)-covered wireless sensor network based on potential fields.

### 12.2.2 Data Forwarding without Aggregation

In this section, we propose a simple approach for geographic forwarding without data aggregation on a duty-cycled \( k \)-covered wireless sensor network based on artificial potential fields that were described in Sect. 12.2.1. Let us first define the notion of best relay of a sensor.

**Definition 12.1:** A best relay of a sensor \( s_i \) is a sensing neighbour \( s_l \) of \( s_i \) located between it and the sink such that \( F_{el}(i, b) \) is the maximum over all resultant forces exerted by \( s_i \) on its sensing neighbours, i.e., \( F_{el}(i, l) = \max\{F_{el}(i, j): s_j \in SN(s_l)\} \).

When a sensor receives data for which it is its relay, it selects a best relay from its sensing neighbour set and forwards the data to it. Otherwise, it just ignores it. This process repeats until the sink receives the data. The pseudo-code of our geographic forwarding without data aggregation on a duty-cycled \( k \)-covered wireless sensor network, called GEFIB-1, is given in Fig. 12.1.

---

**Algorithm 2: Joint-k-Coverage-Forwarding (GEFIB-1)**

(* This code is run in each round. It is called by every sensor \( s_j \) holding data to be forwarded to the sink. It is assumed that our connected \( k \)-coverage protocol has been already called to \( k \)-cover a field *)

1. Sort all active sensing neighbours in a list, \( LIST \), based on their resultant forces \( F_{el}(i, j) \) where \( s_j \in SN(s_i) \)
2. Select a best relay \( s_l \) from the sorted list, \( LIST \)
3. Forward sensed data to \( s_l \)
4. Return

---

**Fig. 12.1** Joint \( k \)-coverage and forwarding (GEFIB-1)
**Algorithm 2: Joint-k-Coverage-Forwarding (GEFIB-2)**

(* This code is run in each round. It is called by every sensor $s_i$ holding data to be forwarded to the sink. It is assumed that CSW$_k$ has been already called to $k$-cover a field. We assume that each sensor already sent its sensed data directly to its cluster-head *)

Procedure Identify_Best_Relay ($id_1$, $id_2$, $id_3$: integer)

1. Determine a best slice of $id_1$ with respect to $id_2$
2. Sort the three lenses $L_1$, $L_2$, $L_3$ of this slice based on the resultant forces $F_{el}(id_1, L_j)$ of their sensors ($1 \leq j \leq 3$)
3. Select a best lens $L_b$, $1 \leq b \leq 3$
4. Select a best relay $id_3 \in L_b$
5. Return($id_3$)
EndProcedure

/* The following code is run by a best relay */
1. If $s_i$ is a relay Then /* $i$ is the id of $s_i$ */
    1.1. Forward sensed data to the closest cluster-head
2. Else /* The following code is run by a cluster-head */
    2.1. Identify_Best_Relay($i,m,id$) /* $m$ is the sink’s id */
    2.2. Forward sensed data to $id$ /* $id$ is a best relay’s id */
EndIf
3. Return

**Fig. 12.2 Communication between adjacent cluster-heads**

**Fig. 12.3 Joint k-coverage and forwarding (GEFIB-2)**
12.2.3 Data Forwarding with Aggregation

In this section, we present two geographic forwarding protocols with data aggregation on a duty-cycled \(k\)-covered wireless sensor network.

All data originated from sensors in a cluster are received by their corresponding cluster-head, which aggregates them with its own data into only one single data. Precisely, each sensor sends its data directly to its cluster-head, where data are aggregated. We distinguish two types of aggregation. In the first scenario, referred to as \textit{local data aggregation}, aggregation occurs only within clusters and all data aggregated by cluster-heads are forwarded to the sink without further aggregation. Thus, the sink receives data from each cluster-head in each round. In the second scenario, referred to as \textit{global data aggregation}, the sink receives only one data packet in each round that represents the aggregation of all data aggregated by cluster heads. Precisely, each cluster-head also aggregates its own aggregated data with the aggregated data it has received from a cluster-head and forwards the result to another cluster-head. Before we discuss our geographic data forwarding protocol with data aggregation on a duty-cycled \(k\)-covered wireless sensor network, namely GEFIB-2 (Sect. 6.2.3.1) and GEFIB-3 (Sect. 6.2.3.2), we define \textit{best slice}, \textit{best lens}, and \textit{best relay} of a cluster-head with respect to a destination.

\textbf{Definition 12.2:} A \textit{best slice} of a cluster-head \(s_{ch}\) with respect to a destination \(Dest\), which could be a cluster-head or the sink, is a slice that is crossed by a line segment connecting \(s_{ch}\) and \(Dest\) (Fig. 12.2). A \textit{visible lens} \(L_a(i, Dest)\) of \(s_{ch}\) with respect to \(Dest\) is a lens that belongs to the best slice of \(s_{ch}\) with respect to \(Dest\), where \(1 \leq v \leq 3\) (Fig. 12.2). A \textit{best lens} \(L_b(i, Dest)\) of \(s_{ch}\) with respect to \(Dest\) is a visible lens such that \(F_{el}(i, L_b(i, Dest))\) is the maximum over all resultant forces exerted by \(s_{ch}\) on all its visible lenses \(L_a(i, Dest)\), where \(1 \leq b, v \leq 3\). A \textit{best relay} \(s_i\) of a cluster-head \(s_{ch}\) with respect to a destination \(Dest\) is a sensing neighbour of \(s_{ch}\) selected from a best lens \(L_b(i, Dest)\) such that \(F_{el}(i, l)\) is the maximum over all resultant forces exerted by \(s_i\) on its neighbours located in \(L_b(i, Dest)\). That is, \(F_{el}(i, L_b(i, Dest)) = \max\{F_{el}(i, L_a(i, Dest)) : 1 \leq v \leq 3\}\) and \(F_{el}(i, l) = \max\{F_{el}(i, j) : s_j \in L_b(i, Dest)\}\).

12.2.3.1 Locally Aggregated Data Forwarding

First, each sensor sends its data \textit{directly} to its cluster-head without relaying them through other intermediate sensors. When a cluster-head \(s_i\) receives data from all sensors belonging to its cluster, it aggregates them with its own data and forwards the result, called \textit{locally aggregated data} (LAD), towards the sink. In each round, the sink receives as many LAD packets as cluster-heads. Indeed, when a cluster-head receives LAD packets initiated from other cluster-heads, it just forwards them without any update. Precisely, a cluster-head finds the best slice with respect to the sink (Definition 12.2) and chooses the best lens in terms of attractive force out of the three visible lenses (Fig. 12.2). From this lens, it selects the best relay
based on the potential field-based force and forwards data to it. However, when a relay receives the data, it forwards it directly to the closest cluster-head. This forwarding process between cluster-heads using relays takes place through fish bladders (or lenses) and repeats until data arrive at the sink. All cluster-heads and relays apply the algorithm GEFIB-2 whose pseudo-code is given in Fig. 12.3.

Algorithm 3: DAT-construction (DAT-C)

(* This code is run in each round by the sink and cluster-heads *)

1. Randomly select one cluster-head as ring aggregator and two adjacent cluster-heads as aggregation initiators

2. The sink assign a \( \text{ring}_\text{id} \) to the first ring (\( \text{ring}_\text{id} = 1 \)) and advertizes it to its ring aggregator and aggregation initiators

3. The sink designates one of the aggregation initiators as an aggregation proxy to designate two of its adjacent cluster-heads as aggregation initiators for the next ring

4. The aggregation proxy advertizes \( \text{ring}_\text{id} \) clockwise while the other aggregation initiator advertizes it counter-clockwise

/* Ring aggregators and aggregation initiators build the DAT */

5. \( \text{ring}_\text{id} = \text{ring}_\text{id} + 1 \)

6. While (all cluster-heads are not being considered) Do

7. A ring aggregator selects one of its adjacent cluster-heads as a ring aggregator for the next ring whose id is \( \text{ring}_\text{id} \)

8. An aggregation proxy selects two of its adjacent cluster-heads as aggregation initiators for the next ring whose id is \( \text{ring}_\text{id} \). One of these cluster-heads is designated as an aggregation proxy

9. An aggregation proxy advertizes \( \text{ring}_\text{id} \) clockwise while an aggregation initiator advertizes it counter-clockwise

10. \( \text{ring}_\text{id} = \text{ring}_\text{id} + 1 \)

EndWhile

11. Return

Fig. 12.4 DAT construction algorithm (DAT-C)

12.2.3.2 Globally Aggregated Data Forwarding

In each round, the sink would receive only one data, called globally aggregated data (GAD), which represents the result of aggregation of all locally aggregated data generated by their cluster-heads. This implies that at the end of each round, only one cluster-head would forward the data aggregated by all other cluster-heads after it has been aggregated with its own data. Therefore, it is necessary that all cluster-heads participate in the data forwarding process. It follows that each
cluster-head would act as a relay on behalf of other cluster-heads until a GAD packet reaches the sink. Precisely, at any time, there is only one aggregated data packet that is forwarded by cluster-heads until it reaches the sink.
ALGORITHM 4: JOINT-$k$-COVERAGE-FORWARDING (GEFIB-3)
/* Run the first step at the start of each round. The sink and
Cluster-heads participate in the DAT construction */
1. Call to DAT-Construction algorithm (ALGORITHM 3)
/* All aggregation initiators initiate the data forwarding process
on their corresponding ring in parallel */
2. If $s_i$ is an aggregation proxy Then
2.1. Identify_Best_Relay($i,j,id$) /* $s_{id}$ is a best relay */
2.2. Forward data clockwise to the immediate successor cluster-
   head $s_j$ in the corresponding ring via the relay $s_{id}$
   (the destinations $s_{id}$ and $s_j$ are inserted in the data packet)
3. Else /* The other aggregation initiator */
3.1. Identify_Best_Relay($i,j,id$)
3.2. Forward data counter-clockwise to the immediate successor
   cluster-head $s_j$ in the corresponding ring via the relay $s_{id}$
   (the destinations $s_{id}$ and $s_j$ are inserted in the data packet)
EndIf
/* Code is run by a best relay or a virtual cluster-head */
4. If $s_i$ is a best relay or a virtual cluster-head Then
4.1. Forward data to the next cluster-head $s_j$
5. Else /* Cluster-heads and ring aggregators */
5.1. If $s_i$ is a cluster-head Then /* Cluster-heads */
5.1.1. Identify_Best_Relay($i,j,id$) /* $s_{id}$ is a best relay */
5.1.2. Aggregate the received data with its own data
5.1.3. Forward data to the immediate successor cluster-head $s_j$
   in the corresponding ring via the relay $s_{id}$
   ($s_{id}$ and $s_j$ are inserted in the data packet)
5.2. Else /* Ring aggregator */
5.2.1. If $s_i$ is a ring aggregator Then
5.2.1.1. Identify_Best_Relay($i,j,id$) /* $s_{id}$ is a best relay */
   /* $s_j$ is a successor ring aggregator or the sink */
5.2.1.2. Wait until receipt of aggregated data from the
   immediate predecessor ring aggregator
5.2.1.3. Aggregate the received data from both neighbouring
   cluster-heads in its ring and the one received from a
   predecessor ring aggregator with its own data
5.2.1.4. Forward data to $s_j$ via the relay $s_{id}$
   ($s_{id}$ and $s_j$ are inserted in the data packet)
EndIf
EndIf
EndIf
6. Return

Fig. 12.7 Joint $k$-coverage and forwarding (GEFIB-3)
Notice that we could enable forwarding of GAD packets only through cluster-heads. However, this solution would be very costly for cluster-heads [98, 99] as the energy spent in data transmission is proportional to the transmission distance, which would be around the nominal transmission range of the sensors. It is easy to check that the distance between the centres of two adjacent clusters is equal to $\sqrt{3}r$ (Chap. 5, Fig. 5.3), where $r$ is the radius of the sensors’ sensing disks. Also, if the radius $R$ of the communication disks of the sensors does not satisfy $R \geq \sqrt{3}r$, then cluster-heads cannot directly communicate with each other, and hence other relays should forward aggregated data between adjacent cluster-heads. On the other hand, inserting several relays between two adjacent cluster-heads would incur high delay [31].

We believe that a more balanced approach should be used to account for both energy and delay. First, we show how to construct a data aggregation tree to enable data aggregation at cluster-heads.

Data Aggregation Tree (DAT) Construction: The process of forming a binary tree of cluster-heads rooted at the sink for data aggregation benefits from the distribution of cluster-heads in a field. The sink is supposed to be located at its optimum position in terms of energy efficient data gathering, which corresponds to the centre of a field [148]. Recall that cluster-heads are selected to be as close as possible to the centres of their clusters. The algorithm is initiated by the sink (Fig. 12.4). The sink starts by randomly selecting three cluster-heads: two of them, called aggregation initiators, are adjacent to each other and constitute the extreme points of an open ring that initiate data aggregation on the ring itself, while the third one, called ring aggregator, is located somewhere on the open ring and is responsible for the aggregated data on its ring. Each ring is associated with an identification number, called ring_id, which will be used by the cluster-heads to forward their aggregated data towards their corresponding ring aggregator. Furthermore, one of the aggregation initiators is designated as an aggregation proxy, which will select the aggregation initiators for the next ring and advertize the value of ring_id for this next ring. The first ring is the one whose centre is the closest one to the location of the sink (i.e., centre of a field) and has ring_id = 1. The value of ring_id is incremented by 1 from the sink out by aggregation proxies. Each cluster-head belongs to only one ring. While an aggregation proxy advertizes the value of ring_id clockwise to the cluster-heads members of its ring, the other aggregation initiator advertizes it counter-clockwise so all the cluster-heads that belong to the same ring receive the same value of ring_id. After the data aggregation tree construction, each cluster-head knows its immediate predecessor and successor cluster-head in its corresponding ring. Also, each ring aggregator knows its immediate predecessor and successor ring aggregators. Because of the boundary effect, the sink may designate a few sensors as virtual cluster-heads for clusters that are not complete (i.e., a portion of a disk) and which can be $k$-covered by adjacent cluster-heads provided that they select sensors to remain active from their boundary lenses, which they share with these non-complete clusters. Precisely, these virtual cluster-heads will not play the role of cluster-heads but will simply act just as relays between non-neighbouring cluster-heads on the same ring on the boundary of
a field. Also, some cluster-heads located on the boundary of a field do not belong to any ring. They are called out-of-ring cluster-heads, which connect to the closest ring via their neighbouring cluster-heads to which they forward their data to be aggregated with theirs. Figure 12.5 shows a data aggregation tree and its components, whereas Fig. 12.6 is a linear representation of Fig. 12.5.

Data Forwarding: We assume that the concentric rings are numbered \( CR_1, CR_2, CR_3, \ldots \) from the sink out. For a given ring \( CR_i \), while the aggregation proxy initiates data aggregation in one direction of the ring, the other one initiates data aggregation in the other direction of the ring. The ring aggregator of \( CR_i \) receives aggregated data originated from both of aggregation initiators of \( CR_i \) and aggregated data from a ring aggregator of an outer adjacent ring \( CR_{i+1} \). At the end, the ring aggregator of \( CR_1 \) aggregates its own data with those originated from both of the aggregation initiators of its ring and the one received from the ring aggregator of \( CR_2 \) and forward the GAD towards the sink. Specifically, when a cluster-head receives data from its predecessor cluster-head, it aggregates with its own data and forwards it to its successor cluster-head until it reaches the ring aggregator. Each ring aggregator would wait until it receives aggregated data from its immediate predecessor ring aggregator. Those out-of-ring cluster-heads would simply forward their data to the cluster-heads they registered with. Note that communication between adjacent cluster-heads follows the same scheme shown in Fig. 12.5. The pseudo-code of GEFIB-3 is given in Fig. 12.7. This pseudo-code is run in each round by a cluster-head or a relay \( s_i \). It is assumed that the connected \( k \)-coverage protocol has been already called to \( k \)-cover a field and that each sensor already sent its data to its cluster-head.

12.2.4 Generalizability of GEFIB

The design of GEFIB framework for joint \( k \)-coverage, duty-cycling, and forwarding is based on the sensing and communication disk, and sensor homogeneity models. Although these assumptions are the basis for most of the coverage and forwarding protocols, they may not be valid in practice. In this section, we show how to relax them to promote the use of our protocols in real-world applications.

12.2.4.1 Convex Sensing and Communication Model

As mentioned earlier in Chap. 5, the communication range of MICA motes was found to be asymmetric and environment-dependent [221]. Furthermore, the communication range of radios was found to be highly probabilistic and irregular [224]. In this section, for problem tractability, we consider convex sensing and communication models, where sensors have the same convex sensing and communication ranges but not necessarily circular. Precisely, we consider the largest enclosed disk of the sensing range of the sensors whose radius is equal to \( r_{led} \). In this case, the sink slices a field into overlapping Reuleaux triangles of width \( r_{led} \).
However, all other processing remain the same for all the protocols, namely GEFIB-1, GEFIB-2, and GEFIB-3.

### 12.2.4.2 Sensor Heterogeneity Model

It has been found that heterogeneity enhances reliability of the network and extends its lifetime [209]. In this section, we consider heterogeneous sensors with different yet convex sensing and communication ranges. Based on the notion of the largest enclosed disk of the sensing range of the sensors, the sink slices a field into overlapping Reuleaux triangles of width $r_{\text{led}}^{\min}$, the minimum radius of the largest enclosed disks of the sensing ranges of the sensors. However, a very small $r_{\text{led}}^{\min}$ could overestimate the required sensor density in the network. Indeed, with a single sensor with a very small radius, the network would be required to have a large sensor density. We believe that a more adaptive approach could be used to adapt the sensor density to the sensing ranges of the sensors in the area.

### 12.2.5 Performance Evaluation

In this section, we evaluate GEFIB performance using a high-level simulator written in the C programming language. We consider a square deployment field of side length 1000 m where 16000 sensors are randomly and uniformly deployed. We use the energy model given in [211], where energy consumption in transmission, reception, idle, and sleep modes are 60 mW, 12 mW, 12 mW, and 0.03 mW, respectively. Following [218], we define one unit of energy as the energy required for a sensor to stay idle for 1 s. We assume that the initial energy of each sensor is 60 J enabling a sensor to operate about 5000 s in reception/idle modes [211]. All simulations are repeated 20 times and the results are averaged.

First, we compare GEFIB-1, GEFIB-2, and GEFIB-3. We assume that the energy consumption in data transmission and reception follows the model given in [102]. Recall that GEFIB-1, GEFIB-2, and GEFIB-3 use the same connected $k$-coverage protocol but different data collection protocols. Figures 12.8 and 12.9 show that GEFIB-3 outperforms GEFIB-1 and GEFIB-2 with respect to energy consumption and delay (i.e., average time for data sent by sensors to reach the sink), respectively. As expected, data aggregation yields significant energy savings as it reduces the amount of data communication in the network. Also, data aggregation improves on delay as relay forward data as they arrive without causing much delay overhead.

Second, we consider CCP [205] with a geographic forwarding protocol, such as BVGF [204], on top of it, denoted by CCP+BVGF, and compare it to GEFIB-1. We have slightly updated BVGF to consider remaining energy of the sensors that are candidate for data forwarding for a fair comparison. Here, the energy consumption is due to all activities of each sensor necessary to achieve $k$-coverage
Fig. 12.8 GEFIB-1 compared to GEFIB-2 (total remaining energy vs. time)

Fig. 12.9 GEFIB-1 compared to GEFIB-2 (average delay vs. $k$)
Fig. 12.10 GEFIB-1 compared to CCP+BVGF (data delivery ratio vs. \(k\))

Fig. 12.11 GEFIB-1 vs. CCP+BVGF (total remaining energy vs. time)
and to forward and/or send sensed data as well as control information. The plots in Figs. 12.10 and 12.11 show that the protocol GEFIB-1 yields higher percentage of data delivery (i.e., success rate) and less average energy consumption than CCP+BVGF. This is due in part to CCP, which uses higher number of active sensors for $k$-coverage than our connected $k$-coverage protocol. Also, BVGF forwards data over long distances. Hence, it consumes considerable energy. Those selected sensors would deplete their energy very quickly and die before expected, thus disconnecting the network. Moreover, data may reach sensors whose remaining energy is not enough to progress data towards the sink, which causes data to be dropped. Our potential field-based forwarding protocol, however, selects next forwarders based on their remaining energy and location, and hence all neighbours of a sensor are equally likely to be selected as next forwarders.

12.3 Three-Dimensional Sensor Deployment

In this section, we describe our geographic forwarding protocol for three-dimensional connected $k$-covered wireless sensor networks, which benefits from the advantages of deterministic and opportunistic forwarding schemes.

12.3.1 Hybrid Geographic Forwarding

In this section, we propose a protocol, called hybrid geographic forwarding on a duty-cycled three-dimensional $k$-covered wireless sensor network (HYGF-DC$_k$). Sensors that can forward data are called relays.

In deterministic forwarding, a sensor chooses a next best forwarder based on some metric and forwards data to it, i.e., the next forwarder is determined a priori. In opportunistic forwarding, however, a next best forwarder is decided on-the-fly and after the data are transmitted. Because of duty-cycling, sensors holding data to be forwarded to the sink and using deterministic forwarding are not totally certain that their currently awake sensing neighbours would remain awake after data are being forwarded. Clearly, duty-cycling introduces uncertainty at the sender side when selecting a next best forwarder, thus making opportunistic forwarding the most suitable approach. However, with opportunistic forwarding, several active sensors may hear the transmitted data, thus creating high contention at the receiver side to select a next best forwarder. Thus, it is important to find a trade-off between uncertainty due to duty-cycling with deterministic forwarding and contention due to opportunistic forwarding. Next, we describe our hybrid forwarding approach in detail.

Our hybrid forwarding protocol HYGF-DC$_k$ takes advantage of both deterministic and opportunistic forwarding approaches in order to achieve good data
forwarding performance in terms of data delivery ratio, delay, and control overhead. First, we define the notion of remaining energy of a sensor.

As mentioned earlier, only sensors currently active to \( k \)-cover a three-dimensional field act as relays, i.e., can participate in data forwarding. Precisely, a sender \( s_i \) specifies in its data packet the ids of the next best \( p \) candidate relays with descending priorities (i.e., the first one has highest priority while the last one has the lowest priority) and broadcasts it using a transmission distance equal to \( r \). Recall that the sensing sphere of a sensor has six slices, each of which has width equal to \( r \). While the first sensor is the primary relay, the other \( p - 1 \) sensors act as backup relays. The priorities assigned by \( s_i \) to sensors are based on the knowledge it has about their activity time, i.e., the time interval a sensor has been recently awake (or active), where high priority means high small activity time. If there is a tie, \( s_i \) would break it using the knowledge it has about their remaining energy. Thus, \( s_i \) sorts its active sensing neighbours based on their priority defined earlier and chooses the first \( p \) ones as candidate relays. The question we want to address now is: Which slice, called target slice, the next best \( p \) candidate forwarders are selected from? First, a sensor \( s_i \) randomly decomposes its sensing sphere into 12 slices (Chap. 7, Fig. 7.22). The target slice is the one that is traversed by a segment line between the locations of \( s_i \) and the sink \( s_m \). Given that all next best \( p \) candidate relays belong to the same slice, they are guaranteed to be connected to each other. Precisely, they are within sensing range of each other, and hence can be aware of the status of each other (i.e., awake vs. asleep). Thus, the problem of multiple transmissions does not arise in our approach. When a sensor forwards a data packet towards the sink, it would also send an ACK to the sender from which it has received the packet. This would allow all potential relays to know that the underlying data packet has been successfully forwarded to the sink, i.e., no more action is needed by all other candidate relays.

When a sensor that is not located in a target slice receives data, it would simply ignore it. Otherwise, it checks whether it is one of the next best \( p \) candidate relays. If so, it checks its priority and if it is the highest or the other next best \( p - 1 \) candidate relays are not awake, it would forward the data packet towards the sink using the same approach as the original sender. However, when a sensor that is located in a target slice receives data and the next best \( p \) candidate forwarders are not awake, it is considered as a potential relay. It would run the opportunistic component of our hybrid forwarding protocol. First, we define the competition function \( \varphi(l,m) \) of a potential relay \( s_l \) as the ratio of its remaining energy \( \pi(s_l) \) to the Euclidean distance \( \delta(s_l,s_m) \) between it and the sink \( s_m \), i.e.,

\[
\varphi(l,m) = \frac{\pi(s_l)}{\delta^\alpha(s_l,s_m)}
\]
ALGORITHM 2: HYGF-DC\_k

Procedure Official Relay Declared
Begin
1. \( s_l \) forwards sensed data to the sink \( s_m \)
2. \( s_l \) sends an ACK to the sensed (i.e., previous relay)
End

Begin
/* This code section is run by a sender */
1. Sort all potential relays in a descending order of their most recent time activity and break their tie using their closeness to the sink \( s_m \)
2. Select the first \( p \) candidate relays as one primary and \( p - 1 \) back-up relays, store them in a sensed data packet, and broadcast it using a transmission distance equal to \( r \)
/* This code section is run by a candidate relay \( s_l \) */
3. If \( s_l \) is active primary relay Then
4. \( s_l \) forwards sensed data to the sink \( s_m \)
5. Else
6. If \( s_l \) is highest-priority, active back-up relay Then
7. \( s_l \) forwards sensed data to the sink \( s_m \)
8. Else /* all other potential relays */
9. Generate two random numbers in \([1..6]\) and compute their sum
10. Compute the competition function \( \varphi(l,m) \)
11. Broadcast \( BID(s_l) = \langle id_1, val, \varphi(l,m), id_2 \rangle \)
/* Compare \( BID(s_l) \) to all received \( BID(s_j) \) broadcast by potential relays \( s_j \) */
12. If \( val(s_l) > \max\{val(s_j)\} \) Then
13. Call Official Relay Declared
14. Else
15. If \( val(s_l) = \max\{val(s_j)\} \land \varphi(l,m) > \max\{\varphi(j,m)\} \)
16. Then Call Official Relay Declared
17. Else
18. If \( val(s_l) = \max\{val(s_j)\} \land \varphi(l,m) = \max\{\varphi(j,m)\} \)
and \( id(l) > \max\{id(j)\} \) Then
19. Call Official Relay Declared
20. End
21. End
22. End
23. End
24. End
25. Return
End

Fig. 12.12 Joint \( k \)-coverage and hybrid forwarding protocol
Intuitively, preference is given to potential relays that have higher remaining energy and are closer to the sink. The opportunistic component of our hybrid forwarding protocol is based on the following lemma [44, p. 64], which adds some randomness to the selection process of a potential relay.

**Lemma 12.1:** No matter what two loaded dices we have, it cannot happen that each of the sums 2, 3, ..., 12 comes up with the same probability.

Each potential relay $s_i$ runs the following steps:

- Flips two loaded dices (i.e., randomly generates two numbers in $[1...6]$) and computes their sum $\text{val}$.
- Computes its competition function $\varphi(l,m)$.
- Builds a small packet $\text{BID}(s_i)$ containing the quadruplet $<id_1, \text{val}, \varphi(l,m), id_2>$ and broadcasts it within its sensing range only, where $id_1$ is the id of a sender of a sensed data packet and $id_2$ is the id of $s_i$.

Any active sensor $s_a$ that receives $\text{BID}(s_i)$ will have to run the following sequence of steps:

- Checks whether it is a potential relay for the underlying data packet by looking at the first field $id_1$ of $\text{BID}(s_i)$. If not, it just drops the packet. Else, it runs the next step.
- Compares its random value (generated by flipping two loaded dices) to the second field $\text{val}$ of all $\text{BID}(s_i)$. If it is smaller, $s_a$ cannot be a candidate relay. If both values are equal, it compares the value of its competition function with the third field $\varphi(l,m)$ of all $\text{BID}(s_i)$. If it is smaller, it does not consider itself as a candidate relay. If it is equal, it compares its $id$ with the fourth field $id_2$ of all $\text{BID}(s_i)$. If it is smaller, $s_a$ is not a candidate relay.

As can be seen, the official relay of a sensed data packet is the one with the highest value of the second field $\text{val}$. The values of the other two fields, namely the value of competition function and $id$, are used to break ties. At the end of this selection process, the potential relay that has been designated as an official relay would forward the data packet to the sink and send back an ACK to the sender of the data.

Note that the opportunistic component of our hybrid approach requires a little coordination between potential relays. The pseudo-code of HYGF-DC$_k$ is given in Fig. 12.12.

### 12.3.2 Performance Evaluation

In this work, we propose the first analysis and solution to the problem of joint $k$-coverage and forwarding in duty-cycled three-dimensional wireless sensor networks. Thus, it is impossible to provide a fair quantitative comparison between our protocols and other existing ones, such as ExOR [43], CKN [161], and GeRaF [226], which were proposed for two-dimensional wireless sensor networks. Also,
Fig. 12.13 Data delivery vs. $p$

Fig. 12.14 Delay vs. $p$
CKN [161] considered only 1-coverage while Kao et al. [117] did not consider duty-cycling. In this section, we evaluate the performance of HYGF-DC\(_k\) with a high-level simulator written in the C programming language.

Figures 12.13–12.15 show the impact of the number of candidate relays on the performance of our \(k\)-coverage and hybrid forwarding protocol HYFGF-DC\(_k\). As we increase the number \(p\) of candidate relays, the data delivery ratio (i.e., percentage of sensed data packets successfully received by the sink) increases (Fig. 7.13). Notice that the setting \(p = 1\) corresponds to deterministic forwarding. When a single sensor is selected as a candidate relay \((p = 1)\), there is no guarantee that after data transmission this selected sensor would remain active. If it does not stay active, data packets destined to it would never reach the sink. Thus, the presence of multiple candidate relays increases the chance that sensed data would reach the sink. However, this improvement of data delivery ratio would lead to additional delay (Fig. 7.14) and more energy consumption (Fig. 7.15). Indeed, candidate relays need to exchange their local data to identify the best one of them as a relay. This process, however, needs more time and control overhead. These simulation results show that opportunistic forwarding helps improve data delivery ratio but requires more delay. However, deterministic forwarding yields better delay but does not guarantee high data delivery ratio. Our hybrid forwarding protocol on duty-cycled three-dimensional wireless sensor networks benefits from these nice features of opportunistic and deterministic schemes.
12.4 Related Work

The study of joint coverage and geographic forwarding, however, has received little attention. In particular, a few works addressed the problem of geographic forwarding on duty-cycled wireless sensor networks [43, 161, 226]. While Biswas and Morris [43] and Zorzi and Rao [226] assumed duty-cycling at the MAC layer, Nath and Gibson [161] considered both routing and duty-cycling at the routing layer. In traditional routing, a sender chooses the next forwarder before transmitting its data. However, when the link quality is poor, the probability that the selected forwarder receives the data is low. In contrast, using opportunistic routing, any node that overhears the transmission and is closer to the destination can participate in forwarding the packet. The packet duplication problem is solved using a scheme for contention among receivers. Zorzi and Rao [226] also gave a detailed description of a MAC protocol and an evaluation of the latency and energy performance. Zorzi and Rao [226] proposed an opportunistic data transmission scheme for wireless sensor networks, called geographic random forwarding (GeRaF), which uses geographic routing where a sensor acting as relay is not known a priori by a sender. In other words, relay nodes are decided only after the transmission has started. Thus, GeRaF does not guarantee that a sender will always be able to forward a message towards the sink, and hence GeRaF is said to be best-effort forwarding scheme. Biswas and Morris [43] proposed an integrated routing and MAC protocol, called ExOR, to enhance throughput in multi-hop wireless networks, where a source sends a batch of packets destined to the same destination. ExOR is also an opportunistic routing protocol that determines the next forwarder of a packet after the transmission of the packet. The node closest to the destination among all the candidate forwarders that receive the packet is selected in each hop. Nath and Gibbons [161] presented the first analysis of the performance of geographic routing on duty-cycled wireless sensor networks, where every sensor has $k$ awake neighbours. They also proposed a sleep–wakeup scheduling protocol for opportunistic geographic routing.

Kao et al. [117] proposed a heuristic for routing in three-dimensional space using the two-dimensional face routing algorithm. Pompili et al. [168] proposed different routing algorithms for applications in underwater sensor networks depending on whether delay is sensitive or not.

12.5 Summary

In this chapter, we have proposed energy-efficient geographic forwarding protocols for duty-cycled $k$-covered wireless sensor networks, which are deployed in two- and three-dimensional fields. We have considered both of the deterministic and opportunistic forwarding schemes in the design of our protocols. We have also relaxed two assumptions to promote the practicality of our joint protocol and evaluated its performance. Our joint $k$-coverage and geographic forwarding framework can be used for applications that demand high coverage degree, such as intruder detection and tracking. It is also useful for applications that require data aggregation as well as those applications where all data originated from sources should reach the sink without being aggregated or updated by intermediate forwarders.
This chapter gives a summary of the topics that have been discussed in this book. Precisely, it summarizes the contributions that we made in the areas of $k$-coverage, connectivity, duty-cycling, and geographic forwarding in two-and three-dimensional wireless sensor networks. All the proposed protocols are energy-efficient with a goal to minimize the total energy consumption of the sensors, thus extending their lifetime. Then, it presents our future research work in an attempt to solve some (open) problems more efficiently.

13.1 Contributions of This Book

The main challenge in the design of wireless sensor networks is the limited energy of the sensors and the difficulty of replacing and/or recharging their batteries due to the inherent characteristics of a field (hostile environments, for instance) and cost. To alleviate this problem, it is necessary that the sensors be densely deployed (i.e., redundant sensor deployment) and appropriate protocols be designed in order to exploit this redundancy while maximizing the operational lifetime of the network. One of the fundamental issues in the design of wireless sensor networks is sensor deployment. Indeed, several network configuration protocols for connected $k$-coverage have been proposed in the literature with a goal to save the energy of the sensors while meeting certain quality of service dictated by the critical application requirements in terms of coverage and connectivity. Another interesting problem is geographic forwarding in always-on wireless sensor networks and how to achieve a best trade-off between energy and delay for time-critical sensing applications. This problem of geographic forwarding becomes more challenging for duty-cycled $k$-covered wireless sensor networks. This is mainly due to the uncertainty introduced by sensor duty-cycling (or scheduling).

This book has four parts and focuses on the design of energy-efficient connected $k$-covered wireless sensor networks, and particularly many-to-one sensor network architectures, where all the sources sensors report their sensed data to a single sink. Nevertheless, the work published in this book could be easily extended to many-to-many sensor network architectures that include more than one sink node. The first part of this book reviews the major opportunities and challenges of wireless sensor networks and provides the background for the rest of the book. The second part investigates phase transitions in coverage and connectivity in wireless sensor networks from the perspective of percolation theory. The third part discusses the connected $k$-coverage problem while considering several real contexts of sensor deployment, such as sensor heterogeneity, stochastic sensing
and communication models, and three-dimensional settings. The fourth part addresses the problem of geographic forwarding on always-on sensors while considering connectivity and coverage. It also deals with the problem of geographic forwarding on duty-cycled sensors under connected \( k \)-coverage constraint.

This book aims at exploring the design issues of energy-efficiency connected \( k \)-coverage, duty-cycling, and geographic forwarding protocols for two- and three-dimensional wireless sensor networks. It also explores several ways in order to jointly consider them in a unified framework. Our ultimate goal is to maximize the energy conservation, thus extending the operational network lifetime. In this book, we followed a bottom-up approach starting from sensor deployment to data gathering. This approach consists of a rigorous analysis of the design issues of each of the above-mentioned topics in Chaps. 3–11. Then, all these issues have been jointly considered in the same framework in Chap. 12. The contributions of this book can be summarized as follows:

- We studied coverage and connectivity in wireless sensor networks using percolation theory (Chaps. 3 and 4). Precisely, we computed a non-trivial value of the \textit{covered area fraction} at critical percolation, called \textit{critical covered area fraction}, and derived the critical sensor spatial density above which a field is \textit{almost surely} covered. Furthermore, we proposed a model for percolation in wireless sensor networks, called \textit{correlated disk model}, to study both coverage and connectivity in an integrated manner based on the relationship between the communication and sensing ranges of the sensors. We found that the value of the critical sensor spatial density depends on the ratio of the radius of the communication disks of the sensors to the radius of their sensing disks. This study helps network designer fully cover a deployment field with a minimum number of sensors and monitor it while maintaining connectivity between all the sensors.

- Motivated by the existence of different applications and environments with diverse requirements in terms of degrees of coverage and connectivity, we extended our above analysis for 1-coverage to redundant coverage (or \( k \)-coverage) so the network can be self-configured to support these applications. Precisely, we considered a deterministic approach to analyze and characterize \( k \)-coverage of a field, and compute the minimum active sensor spatial density required to full \( k \)-cover a field (Chap. 5). Our analysis is based on a fundamental theorem, namely Helly’s Theorem, which characterizes the intersection of convex sets, as well as the geometric properties of the Reuleaux triangle. We found that this density depends only on the degree of coverage \( k \) requested by a sensing application and the radius of the sensing disks of the sensors, thus reflecting the expected behaviour of the sensors. Moreover, our analysis requires that the communication range of the sensors be at least equal to their sensing range so that all active sensors in a \( k \)-covered wireless sensor network are guaranteed to be connected. Based on this analysis, we computed the unconditional and conditional connectivity of \( k \)-covered wireless sensor networks and proved that is higher than the degree of coverage \( k \). Furthermore, we proposed four configuration protocols to achieve connected \( k \)-coverage in wireless
13.1 Contributions of This Book

Sensor networks. In the first one, called centralized randomized connected \(k\)-coverage, the sink is responsible for selecting a minimum number of sensors to guarantee \(k\)-coverage of a field while maintaining connectivity between active selected sensors. Each of the second and third protocols, called Reuleaux triangle-based clustered randomized connected \(k\)-coverage and disk-based clustered randomized connected \(k\)-coverage, is run under the control of the sink and a subset of sensors. Precisely, in each round, the sink selects a subset of sensors, called cluster-heads, each of which is responsible for selecting a subset of neighbouring sensors to \(k\)-cover its underlying cluster while remaining connected to each other. Both protocols consider different degree of network clustering. In the fourth protocol, called distributed randomized connected \(k\)-coverage, all the sensors are required to coordinate among themselves to \(k\)-cover a field in each round while being mutually connected. For our distributed connected \(k\)-coverage protocol, we designed two sensor scheduling schemes to guarantee full \(k\)-coverage of a field. In the first scheme, called Self-Scheduling driven \(k\)-Coverage, each sensor turns itself on based on the local information it has about its sensing neighbours in order to \(k\)-cover sensing range. In the second scheme, called Triggered-Scheduling driven \(k\)-Coverage, each sensor is allowed to trigger a necessary number of its sensing neighbours to become active in order to achieve \(k\)-coverage of its sensing range. We found that the latter outperforms the former in terms of the number of active sensors needed for \(k\)-coverage and network lifetime. Furthermore, we relaxed some commonly used assumptions for coverage configurations in wireless sensor networks, namely the sensing and communication disk model and sensor homogeneity model, to enhance the applicability of our connected \(k\)-coverage protocols in real-world sensing applications.

- We extended our connected \(k\)-coverage protocols to mission-oriented wireless sensor networks, where the region to be \(k\)-covered could change over time (Chap. 6). Moreover, the degree \(k\) of coverage required for all the missions to be accomplished may not be the same. In this type of network, the sensors should be able to move towards a region of interest to be monitored when they are requested by a central entity, such as the sink. Our proposed protocols take into account the purposeful mobility of the sensors and the goals of the missions. Precisely, all the sensors in the network collaborate with each other to accomplish the missions successfully while minimizing the total energy consumption of the sensors due to their communication, sensing, and, particularly, mobility. In other words, our protocol for mobile connected \(k\)-coverage in mission-oriented wireless sensor networks is designed in such a way to find the best trade-off between the goals of the missions and the mobility of the sensors. Furthermore, we solved the problem of connected \(k\)-coverage for heterogeneous wireless sensor networks, where the sensors do not possess the same capabilities, and particularly, with regard to their sensing range, communication range, and initial energy. We identified the problems that arise
in the design of connected $k$-coverage protocols for such networks and proposed multi-tier network architectures depending on the capabilities of the sensors, i.e., their sensing ranges, communication ranges, and initial energy.

- In order to account for the stochastic nature of the sensors, we adapted the analysis of the connected $k$-coverage problem in two-dimensional wireless sensor networks under a deterministic sensing model to solve the stochastic connected $k$-coverage problem under a stochastic sensing model (Chap. 7). This helps us develop a global framework for connected $k$-coverage in wireless sensor networks that considers both deterministic and stochastic sensing models. Our stochastic sensing model takes into account not only the distance between the sensors and the target locations but also the type of propagation model, i.e. free-space model or multi-path model. In addition, we focused on the problem of forwarding in duty-cycled three-dimensional $k$-covered wireless sensor networks, where $k$-coverage, duty-cycling, and data forwarding are discussed and addressed in a novel joint framework. Using Helly’s Theorem [44], we find that the extension of the analysis of $k$-coverage in two-dimensional to three-dimensional wireless sensor networks is not straightforward. This is due to the fact that some properties that hold for two-dimensional space cannot generalize to three-dimensional space. Furthermore, we proposed new measures of connectivity of $k$-covered wireless sensor networks using a more realistic approach (Chap. 8). These measures take into account the inherent properties of wireless sensor networks, which are dense and heterogeneous in nature.

- We considered static wireless sensor networks, where all the sensors and the sink do not move. Moreover, the sensors are supposed to be on (or active) all the time. First, we addressed the problem of geographic forwarding on always-on sensors and proposed an energy-efficient protocol based on Delaunay triangulation (Chap. 9). This protocol enables the sensors to forward the sensed data through the shortest Delaunay edges, thus saving their energy and extending the network lifetime. We also solved the problem of finding a trade-off between energy and delay for time-critical sensing applications (Chap. 10). Our proposed protocol, called TED, divides the communication ranges of the sensor into concentric circular bands and classifies them depending on whether the underlying sensing application cares more about energy or delay. We formulated the trade-off as a multi-objective optimization problem whose solution is fed as the input to TED to select the band from which relay nodes have to be designated. Unfortunately, this type of architecture, which includes static always-on sensors with a static sink, suffers from a severe problem, called energy sink-hole, where the sensors near the sink suffer from severe battery power depletion problem. Indeed, the sensors close to the sink act as relays to the sink on behalf of all other sensors, and hence deplete their battery power more quickly, thus disconnecting the network. We proposed solutions that exploit heterogeneity, mobility, and our new concept of...
energy-aware Voronoi diagram (Chap. 11). However, these solutions do not take coverage into consideration as the energy sink-hole is coverage-independent, but assume that the network is connected for data forwarding to take place. For homogeneous sensors in terms of their initial energy, we proposed EVEN, an energy aware Voronoi diagram-based data forwarding protocol. EVEN is a greedy, localized protocol that combines sink mobility with a new concept, called energy aware Voronoi diagram whose sites (sensors' locations) are time-varying as they depend on the remaining energy of the sensors. We find that EVEN yields a significant improvement in terms of network lifetime.

- We jointly considered connected $k$-coverage, duty-cycling, and geographic forwarding in two-and three-dimensional wireless sensor networks (Chap. 12). More specifically, on top of the connected $k$-coverage configuration protocols, we proposed several potential fields-based geographic forwarding protocols on duty-cycled sensors depending on whether data aggregation is considered. This effort constitutes the first design of geographic forwarding protocols for duty-cycled $k$-covered wireless sensor networks with and without data aggregation. Moreover, we proposed a hybrid forwarding protocol in duty-cycled three-dimensional $k$-covered wireless sensor networks, where deterministic and opportunistic forwarding approaches are considered. Our hybrid forwarding approach provides a trade-off between uncertainty and contention while achieving good data forwarding performance in terms of delay and control overhead.

13.2 Research Directions

In this section, we provide a few interesting broad directions for future work.

- The analysis of phase transitions in coverage and connectivity in wireless sensor networks considers homogeneous, two-dimensional wireless sensor networks. We plan to extend this analysis by considering heterogeneous sensors with different sensing and communication ranges capabilities. Real-world sensing applications may require heterogeneous sensors in order to enhance the reliability of the network and extend its lifetime. Moreover, even sensors equipped with identical hardware may not always have the same sensing model. We also plan to extend our work to irregular sensing and communication ranges of the sensors whose shape is not necessarily circular. In addition, we plan to extend the approach that we proposed study of coverage and connectivity in three-dimensional wireless sensor networks to two-dimensional wireless sensor networks and compare our results with the previously obtained ones in Chap. 3. That would help us compare between the two approaches.

- Our proposed framework considers static, connected $k$-covered wireless sensor networks, which still suffer from the energy-sink problem although it uses sensor duty-cycling. Indeed, this problem is inherent to static wireless sensor networks. We plan to benefit from the mobility that EVEN uses to solve the energy-sink problem. Precisely, we intend
to study joint connected $k$-coverage and geographic forwarding in mission-oriented wireless sensor networks, where sensors are mobile to accomplish a specific mission at some time that is requested by the sink. In particular, we will exploit our previous results for static, connected $k$-covered wireless sensor networks in order to investigate the problem of guaranteeing mobile $k$-coverage while maintaining network connectivity in mission-oriented wireless sensor networks [171].

- We are also interested in solving the following problem: given that the sensors may die or fail anytime due to their low battery power, it is necessary to determine the necessary minimum number of sensors that need to join the network to guarantee certain requirements in terms of coverage and connectivity, which should be satisfied for a sensing application. It is worth mentioning that heterogeneous wireless sensor networks require an adaptive approach in the sense that the sensor density should be defined based on the type of sensors deployed in a given area so as to ensure a coverage degree for a field with a minimum number of sensors.

- We believe that the problems of connected $k$-coverage and geographic forwarding in three-dimensional, static wireless sensor networks deserve deep investigation. In particular, the problem of ensuring $k$-coverage of a three-dimensional field needs to be addressed using different tiling strategies of a sphere, assuming that the sensing range of the sensors is represented by a sphere. Indeed, the problems of $k$-coverage and tiling in three-dimensional space seem to be very inter-related. Different models of tiling of a sphere could be adapted to solve the problem of $k$-coverage in three-dimensional wireless sensor networks with better bounds on the required sensor spatial density. We also plan to compute tight bounds on their unconditional and conditional connectivity and fault-tolerance. Furthermore, we plan to extend the analysis of our previous results to investigate the problem of stochastic $k$-coverage in three-dimensional wireless sensor networks using our stochastic sensing model. Similarly, the problem of connected $k$-coverage in heterogeneous wireless sensor networks should be investigated in depth. We believe that a more adaptive, energy-efficient approach needs to be studied to save more energy of the sensors.

- We also plan to extend our work [9, 10, 11] in order to build a hybrid network through the integration of wireless sensor networks, mobile ad-hoc networks, and the global IP Internet. The hybrid network would benefit from the advantages of each of these three networks, namely mobility of mobile ad hoc networks, high density of wireless sensor network, and continuous connectivity of the global IP Internet.

- Finally, the implementation of our proposed framework on a real sensor testbed is our ultimate goal. Our target framework should account for all the real characteristics of the sensors as well as the specific requirements of real-world sensing applications. We believe that all these features and design decisions will enhance the practicality and promote the applicability of our proposed framework to a variety of sensing applications running in different environments with different network setups.
Appendix
Network Connectivity and Fault-Tolerance Measures in Three-Dimensional Deployment Fields

This appendix computes the connectivity and fault-tolerance of three-dimensional homogeneous and heterogeneous $k$-covered wireless sensor networks. The proposed measures are based on the Reuleaux tetrahedron model, which is used to characterize $k$-coverage of a three-dimensional field. This choice is to make this computation problem more tractable. Moreover, based on the concepts of conditional connectivity and forbidden faulty sensor set, this appendix proposes conditional network connectivity and fault-tolerance measures for the above networks.

1 Introduction

Data accuracy depends on the size of the connected component that contains the sink. It reaches the highest value when the sink belongs to the largest connected component of the network. Thus, high-quality coverage requires all source sensors be connected to the sink. That is why we focus on the sink to compute the connectivity of three-dimensional $k$-covered wireless sensor networks [14]. In other words, connectivity of wireless sensor networks should be defined so as to take into consideration the inherent structure of this type of network. Indeed, sensors have neither the same role nor the same impact on the network performance. Thus, measuring the connectivity of wireless sensor networks should account for their specific morphology, where the sink is the most critical node in the network. Hence, we compute the connectivity of three-dimensional $k$-covered wireless sensor networks based on the size of the connected component that includes the sink.

The remainder of this appendix is organized as follows. Section 2 revisits $k$-coverage in three-dimensional deployment fields. Section 3 computes unconditional connectivity for three-dimensional homogeneous and heterogeneous $k$-covered wireless sensor networks while Section 4 computes their conditional counterparts. Section 5 discusses the results obtained in the previous sections. Section 6 shows how to relax the unit sphere model and account for a convex model for sensing. Section 7 discusses the results for underwater sensor networks while Sect. 8 concludes the appendix.

2 $k$-Coverage Characterization

In this section, we show how to guarantee $k$-coverage of a three-dimensional field and derive the corresponding sensor spatial density. Also, we provide some simulation results showing a perfect match with their theoretical counterparts.
A  Sensor Density for k-Coverage

Lemma A.1 characterizes the breadth of a three-dimensional k-covered convex region.

Lemma A.1: A three-dimensional convex region \( C \) is guaranteed to be \( k \)-covered with exactly \( k \) sensors if its breadth is less than or equal to \( r \), the radius of the sensing spheres of sensors.

Proof: (By contradiction) Assume that the breadth of a three-dimensional convex region \( C \) does not exceed \( r \) and \( C \) is not \( k \)-covered when exactly \( k \) sensors are deployed in it. Notice that each of these \( k \) sensors is located on the boundary or inside of \( C \). Thus, there must be at least one location \( \xi \in C \) that is not \( k \)-covered. In other words, there is at least one sensor \( s_i \) located at \( \xi \) such that \( |\xi - \xi'| > r \), which contradicts our hypothesis that the breadth of \( C \) does not exceed \( r \).

It is true that the deployment of \( k \) sensors in a 3D convex region, say \( C \), whose breadth is larger than \( r \) cannot guarantee its \( k \)-coverage, where \( r \) is the radius of the sensing range of the sensors. Let \( p_i \) and \( p_j \) be two points in \( C \) such that one sensor \( s_i \) is located at \( p_i \) and \( \delta(p_i,p_j) = b > r \), where \( b \) is the breadth of \( C \) and \( \delta(p_i,p_j) \) is the Euclidean distance between \( p_i \) and \( p_j \). Given that \( b > r \), it is impossible for \( s_i \) to sense any event that occurs at \( p_j \). Thus, there is at least one sensor (i.e., \( s_j \)) amongst those \( k \) sensors, which cannot cover \( p_j \), and hence \( C \) cannot be \( k \)-covered.

Next, we compute the sensor spatial density required for guaranteeing \( k \)-coverage of a three-dimensional field. To this end, we compute the volume of a three-dimensional convex region \( C \) that is guaranteed to be \( k \)-covered when exactly \( k \) sensors are deployed in it. From Helly's Theorem [44], we infer that given \( k \geq 4 \) sensors, a three-dimensional convex region \( C \) is \( k \)-covered by those \( k \) sensors if and only if \( C \) is 4-covered by any four of those \( k \) sensors. Given that the breadth of \( C \) is \( r \), the network induced by sensors located in \( C \) is guaranteed to be connected if \( R \geq r \), where \( r \) and \( R \) are, respectively, the radii of the sensing and communication spheres of sensors. Now, let us address the first question: What is the sensor spatial density necessary to guarantee full \( k \)-coverage of a three-dimensional field? Theorem A.1 computes this sensor density.

Theorem A.1: Let \( r \) be the radius of the sensing spheres of sensors and \( k \geq 4 \). The sensor spatial density required to \( k \)-cover a three-dimensional field is computed as

\[
\lambda(r,k) = \frac{k}{0.422 \, n_0^3}
\]

where \( n_0 = r/1.066 \).

Proof: Let \( C_k \) be the intersection of \( k \) sensing spheres and assume that their centres do not coincide in a three-dimensional field. From Lemma A.1, it follows that \( C_k \) is guaranteed to be \( k \)-covered by exactly \( k \) sensors if its breadth does not exceed the radius \( r \) of the sensing spheres of sensors. Thus, the maximum volume of \( C_k \) is obtained when its breadth is equal to \( r \). From Helly's Theorem [44], it follows that the intersection of \( k \) sensing spheres is not empty if the intersection
of any four of these \( k \) spheres is not empty. On the other hand, the intersection set operator requires that the maximum intersection volume of these \( k \) sensing spheres be equal to that of four spheres provided that the maximum distance between any pair of these \( k \) sensors does not exceed \( r \). Let us focus on the analysis of four sensing spheres. The maximum overlap volume of four sensing spheres such that every point in this overlap volume is \( k \)-covered, corresponds to the configuration where the centre of each sensing sphere is at distance \( r \) from the centres of all other three sensing spheres. Precisely, the sensing sphere of each of the four sensors passes through the centres of the other three sensing spheres as shown in Fig. A.1. The edges between the centres of these four spheres form a regular tetrahedron and the shape of the intersection volume of these four spheres is known as the Reuleaux tetrahedron \([234]\) and denoted by \( RT(r) \). Unfortunately, it was proved that the Reuleaux tetrahedron does not have a constant breadth \([234]\). Indeed, while the distance between some pairs of points on the boundary of the Reuleaux tetrahedron \( RT(r) \) is equal to \( r \), the maximum distance between other pairs of points on the boundary of \( RT(r) \) is equal to 1.066 \( r \) \([234]\), i.e., slightly larger than \( r \). This implies that the Reuleaux tetrahedron \( RT(r) \) cannot be \( k \)-covered with exactly \( k \) sensors given that the distance between some pairs of points on the boundary of \( RT(r) \) is larger than \( r \), where \( r \) is the radius of the sensing spheres of the sensors. Therefore, the Reuleaux tetrahedron that is guaranteed to be \( k \)-covered with exactly \( k \) sensors should have a side length equal to \( r_0 = r/1.066 \). The volume of the Reuleaux tetrahedron \( RT(r_0) \) is given by \([234]\)

\[
\text{vol}(r_0) = (3\sqrt{2} - 49 \pi + 162 \tan^{-1}(\sqrt{2}) \cdot r_0^3) / 12 \approx 0.422 r_0^3
\]

Thus, \( RT(r_0) \) is the maximum volume that can be \( k \)-covered by exactly \( k \) sensors, where \( k \geq 4 \). We conclude that the maximum volume of \( C_k \), denoted by \( \text{vol}_{\text{max}}(C_k) \), is equal to \( \text{vol}_{\text{max}}(C_k) = 0.422 r_0^3 \). Given that \( \text{vol}_{\text{max}}(C_k) \) has to contain \( k \) sensors to \( k \)-cover \( C_k \), we conclude that the sensor spatial density per unit volume required for full \( k \)-coverage of a three-dimensional field is computed as

\[
\lambda(r,k) = k/\text{vol}_{\text{max}}(C_k) = k/0.422 r_0^3
\]

Related to our work is the novel result discussed in \([234]\), which proved that the breadth of the Reuleaux tetrahedron is not constant. This shows that the properties of 2D space cannot be directly extended to 3D space. Indeed, the Reuleaux triangle \([233]\) (counterpart of Reuleaux tetrahedron in 2D space) has a constant width. Note that the Reuleaux tetrahedron is the symmetric intersection of four congruent spheres such that each sphere passes through the centres of the other three spheres. However, the Reuleaux triangle \([233]\) corresponds to the symmetric intersection of three congruent disks such that each disk passes through the centres of the other two disks. Thus, its constant width is equal to the radius of these disks. Our work can be viewed as an extension of \([8]\) by considering \( k \)-coverage in 3D WSNs. Moreover, existing works on coverage and connectivity in WSNs assumed the notion of traditional connectivity, whereas our work considers a more realistic measure, namely conditional connectivity \([101]\), which is based on the concept of forbidden faulty set \([81]\). Also, our work exploits the result given
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in [234] with regard to the breadth of the Reuleaux tetrahedron discussed earlier. This helps us provide correct measures of connectivity and fault-tolerance of 3D WSNs based on an accurate characterization of $k$-coverage of 3D fields.

We should mention that the notion of the arc length discussed in [234] corresponds to the (maximum) breadth of the Reuleaux tetrahedron. Indeed, it is possible to find two parallel plans that bound the Reuleaux tetrahedron such that the maximum distance between these two plans is equal to $r$ only.

It is worth emphasizing that the value of $\lambda(r,k)$ is tight in the sense that it is minimum given that $k$ sensors should be located within $\text{vol}_{\text{max}}(C_k)$, such that $C_k$ is guaranteed to be $k$-covered with exactly these $k$ sensors. Also, notice that $\lambda(r,k)$ depends only on the coverage degree $k$ dictated by a sensing application and the radius $r$ of the sensing range of sensors. Moreover, $\lambda(r,k)$ increases with $k$ and decreases as $r$ increases, thus reflecting the expected behaviour.

Lemma A.2 uses Theorem A.1 and states a sufficient condition for $k$-coverage of a three-dimensional field.

Lemma A.2: A three-dimensional field is guaranteed to be $k$-covered if any Reuleaux tetrahedron region of side $r_0$ in the field contains at least $k$ sensors, where $r_0 = r/1.066$ and $k \geq 4$.

Fig. A.1 Sensor spatial density $\lambda(r,k)$ vs. $k$
B Simulation Results

In this section, we present the simulation results using a high-level simulator written in the C programming language. We consider a cubic field of side length 1000m, where all sensors are randomly and uniformly deployed. Moreover, we randomly decompose the cubic field into overlapping Reuleaux tetrahedra as follows. Two adjacent Reuleaux tetrahedra, say $RT_1$ and $RT_2$, overlap in a way such that one of the faces of the regular tetrahedron corresponding to $RT_1$ entirely coincides with one of the faces of the regular tetrahedron corresponding to $RT_2$. The volume of the intersection of two adjacent Reuleaux tetrahedra forms a three-dimensional lens. Each Reuleaux tetrahedron is adjacent to at most four other Reuleaux tetrahedra. In the first experiment, we fix the radius $r$ of the sensing range to 30m and vary $k$. In the second experiment, we fix $k$ to 4 and vary $r$. All simulations are repeated 100 times the results are averaged.

Fig. A.2 Sensor spatial density $\lambda(r,k)$ vs. $r$

The plot in Fig. A.1 shows the analytical result of Theorem A.1 and simulations results of the first experiment. This figure demonstrates is a close match between the analytical and simulation results. Note that $\lambda(r,k)$ increases with the coverage degree $k$. Indeed, high coverage degree $k$ requires more sensors to be deployed, and hence a denser wireless sensor network is necessary. The plot in Fig. A.2 shows the analytical result of Theorem A.1 and simulations results of
the second experiment with a close match. Notice that $\lambda(r,k)$ decreases when $r$ increases. When the sensing range gets larger, a fewer number of sensors is needed to fully $k$-cover a three-dimensional field. It is worth noting that the difference between analytical and simulation results is due to the boundary effects. It is impossible to decompose a three-dimensional field into complete Reuleaux tetrahedra such that the Reuleaux tetrahedra close to the border of a three-dimensional field lie entirely inside it. Hence, more than the required number of sensors is used to $k$-cover the border of the three-dimensional field.

Next, based on the minimum sensor spatial density (result of Theorem A.1) and another criterion to be specified in the following section, we compute the network connectivity of homogeneous and heterogeneous three-dimensional $k$-covered wireless sensor networks.

3 Unconditional Connectivity

In this section, we compute measures of unconditional (or traditional) connectivity for homogeneous and heterogeneous three-dimensional $k$-covered wireless sensor networks, where any subset of sensors can fail.

A Homogeneous Sensors

Theorem A.2 deals with homogeneous wireless sensor networks.

Theorem A.2: Let $G$ be a communication graph of a homogeneous three-dimensional $k$-covered wireless sensor network deployed in a cubic field of volume $V$. The connectivity of $G$ is given by

$$\kappa_1(G) \leq \kappa(G) \leq \kappa_3(G)$$

where

$$\kappa_1(G) = 12.024 \alpha^3 k$$

$$\kappa_3(G) = \frac{RV^{2/3}k}{0.422n_0^3}$$

$$r_0 = r/1.066, \quad \alpha = R/r, \quad \text{and} \quad k \geq 4.$$

Proof: The optimum position of the sink in terms of energy efficient data gathering is the centre of the cubic field [148]. Let $s_0$ be the location of the sink $s_0$. We consider the following three cases depending on the size of the connected component that includes the sink. Also, given that sensor failure is due to low battery power, we assume that the sink has infinite source of energy, thus excluding the possibility of a faulty sink.

Case 1: Single-node connected component. In this case, there are at least two components, one of them being the single-node component containing the sink. Finding the minimum number of nodes to disconnect the network requires that the disconnected network have only two components. To isolate the sink, all its
neighbours must fail. Hence, at least the communication sphere of the sink should contain no sensor but the sink.

Let $N$ be a random variable that counts the number of sensor failures to isolate the sink $s_0$. Given that sensors are randomly and uniformly deployed in a volume $V$ with density $\lambda(r,k)$ per unit volume, where $R << V^{1/3}$, the expected number of neighbours of the sink is given by

$$E[N] = \lambda(r,k) \| B(\xi_0, R) \|$$

(2a)

where $\| B(\xi_0, R) \| = 4\pi R^3/3$ is the measure of the volume of the communication sphere $B(\xi_0, R)$ of the sink $s_0$ located at $\xi_0$. Thus, the expected minimum number of sensor failures to isolate $s_0$ is equal to $E[N]$. Substituting Eq. 1 in Eq. 2a, we find that the network connectivity is given by

$$\kappa_1(G) = E[N] = 12.024 \alpha^3 k$$

(2b)

where $\alpha = R/r$. Figures A.3 and A.4 plot the function $\kappa_1(G)$ in Eq. 2b. Clearly, $\kappa_1(G)$ increases with the ratio $\alpha$ and the degree of coverage $k$. More importantly, $\kappa_1(G)$ is much higher than $k$.

Case 2: Non-trivial connected components. As in the case of two-dimensional deployment (Chap. 8), two configurations of the disconnected network are of particular interest where the two connected components of the disconnected network
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**Fig. A.3** Plot of the function $\kappa_1(G)$ (fix $k$ and vary $\alpha = R/r$)
are separated by a vacant region (or gap). Furthermore, any pair of sensors, one from each component, are separated by a distance at least equal to $R$ to prohibit any communication between the two components. In the first configuration, the component including the sink is reduced to its communication sphere. Thus, the volume of the vacant region, denoted by $\text{gap}(\xi_0, R)$, and surrounding the component of the sink, is given by

$$V = 4\pi (2R)^3 / 3 - 4\pi R^3 / 3 = 9.333\pi R^3$$

Substituting Eq. 1 in Eq. 2d, we find that the network connectivity is equal to

$$\kappa_2(G) = E[N] = 84.164 \alpha^3 k$$

where $\alpha = R/r$. 

In the second configuration, the original network is split into two components such that the vacant region forms a cuboid, denoted by $\text{cub}(R)$, and whose sides...
are $R$, $V^{1/3}$, and $V^{1/3}$. Now, this configuration corresponds to the smallest connected component containing the sink if the field has to be divided into two regions such that none of them surrounds the other. Thus, the expected minimum number of sensor failures to isolate the connected component containing the sink is given by

$$E[N] = \lambda \|cub(R)\|$$

(2f)

where

$$\|cub(R)\| = RV^{2/3}$$

(2g)

Substituting Eqs. 1 and 2g in Eq. 2f, it follows that network connectivity is equal to

$$\kappa_3(G) = E[N] = \frac{RV^{2/3}k}{0.422r_0^3}$$

(2h)

It is easy to check that $\kappa_3(G) > \kappa_2(G)$ since $R << V^{1/3}$.

Case 3: Largest connected component. This configuration is totally opposite to the one given in Case 1 and has only one isolated sensor. Since we are interested in $k$-coverage of the entire field, such a network is considered as disconnected. The network connectivity is the same as in Case 1. Thus,

$$\kappa_1(G) \leq \kappa(G) \leq \kappa_3(G)$$

It is easy to check that $\kappa(G) > k$.

All these bounds and those to be derived in next sections are based on our fundamental result stated in Theorem A.1 related to the minimum sensor spatial density for full $k$-coverage of a three-dimensional field. Thus, these are lower bounds, and hence tight.

B Heterogeneous Sensors

Achieving $k$-coverage of a three-dimensional field by heterogeneous sensors would depend on the least powerful ones in terms of their sensing capabilities. Lemmas A.3 and A.4 correspond to Lemma A.1 and Theorem A.1, respectively.

Lemma A.3: If the breadth of a three-dimensional convex region $C$ is at most equal to the minimum radius $r_{\min}$ of the sensing spheres of sensors, then $C$ is guaranteed to be $k$-covered if $k \geq 4$ sensors are deployed in it, where $r_{\min} = \min\{r_j/1.066 : s_j \in S\}$.

From Lemma A.4, it follows that connectivity between sensors located in the Reuleaux tetrahedron of side $r_{\min}$ requires that $R_{\min} \geq r_{\min}$. 
**Lemma A.4:** Let $r_{\text{min}}$ be the minimum radius of the sensing spheres of sensors and $k \geq 4$. The minimum sensor spatial density needed for $k$-coverage of a three-dimensional field by heterogeneous wireless sensor networks is given by

$$\lambda(r_{\text{min}}, k) = \frac{k}{0.422 r_{\text{min}}^3}$$  \hspace{1cm} (3)

where $r_{\text{min}} = \min\{r_j/1.066 : s_j \in S\}$.

Lemma A.5 computes the connectivity measures for heterogeneous three-dimensional $k$-covered wireless sensor networks.

**Lemma A.5:** Let $G$ be a communication graph of a heterogeneous three-dimensional $k$-covered wireless sensor network with $R_{\text{min}} \geq r_{\text{min}}$ and $k \geq 4$. The connectivity of the graph $G$ is given by

$$\kappa_4(G) \leq \kappa(G) \leq \kappa_3(G)$$  \hspace{1cm} (4)

where

$$\kappa_3(G) = \frac{R_{\text{max}} V^{2/3} k}{0.422 r_{\text{min}}^3}$$

$$\kappa_4(G) = 12.024 \alpha_2^3 k$$

$$\alpha_2 = \frac{R_{\text{min}}}{r_{\text{min}}} \quad k \geq 4, \quad r_{\text{min}} = \min\{r_j/1.066 : s_j \in S\}, \quad R_{\text{min}} = \min\{R_j : s_j \in S\}, \quad \text{and} \quad R_{\text{max}} = \max\{R_j : s_j \in S\}.$$  \hspace{1cm} ■

### C Boundary Effects

Network connectivity is defined as the minimum number of sensors whose failure (or removal) disconnects the network. Given the cubic geometry of a three-dimensional field we considered, sensors located close to the border of the field are affected by the boundary effects. Indeed, the communication ranges of these sensors cover areas outside the deployment area, and hence have fewer number of communication neighbours compared to all other sensors (especially the ones whose communication ranges lay entirely inside the field). However, the proposed network connectivity measures consider the sink as the most critical node in the network and whose isolation would definitely kill the entire network. Because the optimum position of the sink in terms of energy efficient data gathering is the centre of the cubic field [148], the boundary effects do not exist at all, and thus our derived bounds on the connectivity are correct. Even when our approach for computing network connectivity measures considers all sensors as critical (see Appendix C for detailed discussion), and the boundary effects do not have any impact on the derived bounds on network connectivity. Indeed, we are interested in the minimum number of sensor failures to disconnect the network.

As far as sensor deployment to achieve three-dimensional $k$-coverage is concerned, we should mention that the boundary effects have an impact on the
performance of the network. By Lemma A.2, a three-dimensional field is guaranteed to be fully $k$-covered if each Reuleaux tetrahedron region in the field contains at least $k$ sensors. However, it is impossible to randomly decompose a three-dimensional field into an integer number of Reuleaux tetrahedron regions because of the boundary of the field. Indeed, most of the Reuleaux tetrahedron regions close to the border of a three-dimensional field do not entirely lay inside the deployment area. Therefore, more than necessary sensors would be needed to achieve $k$-coverage of these Reuleaux tetrahedron regions on the border of the field. Simulation results reported in Sect. 2 show that the sensor spatial density necessary to fully $k$-cover a cubic field is a bit higher than the bound given in Theorem A.1, mainly due to the boundary effects.

Next, we introduce new measures of connectivity of three-dimensional $k$-covered wireless sensor networks by placing a specific constraint on a subset of sensors that would fail.

## 4 Conditional Connectivity

In this section, we compute measures of *conditional* connectivity for homogeneous and heterogeneous three-dimensional $k$-covered wireless sensor networks based on the concepts of *conditional connectivity* [101] and *forbidden faulty set* [81].

As we will see, our results prove that three-dimensional $k$-covered wireless sensor networks can sustain a larger number of sensor failures under the restriction imposed on the faulty sensor set. Similarly to our discussion in Chap. 8, it is easy to show that the traditional connectivity, which does not impose any restriction on the faulty sensor set, is not a useful metric for three-dimensional $k$-covered wireless sensor networks, which are highly dense networks and denser than their two-dimensional counterparts.

![Two nested concentric Reuleaux tetrahedra](image)
Homogeneous Sensors

Theorem A.3 computes the conditional connectivity of homogeneous three-dimensional \( k \)-covered wireless sensor networks.

**Theorem A.3:** The conditional connectivity of a homogeneous three-dimensional \( k \)-covered wireless sensor network \( (k \geq 4) \) is given by

\[
\kappa(G : P) = \frac{((r_0 + 2R)^3 - r_0^3) k}{r_0^3}
\]

where \( r_0 = r/1.066 \).

**Proof:** We consider the following two cases based on the type of connected component that contains the sink.

**Case 1: Smallest connected component.** According to our conditional connectivity model, no sensor can be isolated and hence no trivial component can be part of the disconnected network. Under the assumption of forbidden faulty sensor set, the smallest connected component that is disconnected from the rest of the network and contains the sink can be determined as follows. To achieve \( k \)-coverage of the cubic field, every location must be \( k \)-covered, including the location \( \xi_0 \) of the sink. Otherwise, the \( k \)-coverage property will not be satisfied. Therefore, the smallest connected component that includes the sink consists of \( k \) sensors deployed in the Reuleaux tetrahedron of side \( r_0 \) and centered at \( \xi_0 \). To disconnect the sink under the forbidden faulty sensor set constraint, the Reuleaux tetrahedron should be surrounded by an empty annulus of width equal to \( R \), i.e., sensors located in the annulus have failed (Fig. A.5). The Reuleaux tetrahedron together with this annulus forms a larger Reuleaux tetrahedron of side \( r_0 + 2R \). The volume of the annulus, denoted by \( A(\xi_0,R) \), is equal to

\[
\| A(\xi_0,R) \| = 0.422 (r_0 + 2R)^3 - 0.422 r_0^3
\]

Therefore, the expected conditional minimum number of sensor failures to disconnect the smallest component including the sink can be computed as

\[
E[N : P] = \lambda(r,k) \| A(\xi_0,R) \| \tag{5a}
\]

Substituting Eq. 1 in 3a, we find that the conditional connectivity is given by

\[
\kappa_1(G : P) = E[N : P] = \frac{((r_0 + 2R)^3 - r_0^3) k}{r_0^3} \tag{5b}
\]

It is easy to check that the forbidden faulty set constraint is satisfied for both the faulty sensors (located inside the annulus and which have failed) and non-faulty sensors (located outside the annulus). Indeed, any sensor in the inner Reuleaux tetrahedron still has non-faulty neighbours in the inner Reuleaux tetrahedron. Besides, any sensor outside the outer Reuleaux tetrahedron still has
non-faulty neighbours outside the outer Reuleaux tetrahedron. Also, any faulty sensor within the annulus $A(R)$ has non-faulty neighbours located in the inner Reuleaux tetrahedron and outside the outer Reuleaux tetrahedron.

**Case 2: Largest connected component.** This case is similar to the previous one. However, the sink belongs to the largest connected component. Hence, the disconnected network consists of two components: the one including the sink and a second component associated with sensors located in a Reuleaux tetrahedron of side $r$. Using the same analysis as in Case 1, we obtain the same conditional network connectivity:

$$\kappa_2(G : P) = \kappa_1(G : P)$$  \hspace{1cm} \text{(5c)}$$

From both cases 1 and 2, the conditional connectivity of homogeneous three-dimensional $k$-covered wireless sensor networks is computed as

$$\kappa(G : P) = \kappa_1(G : P)$$

**B  Heterogeneous Sensors**

We observe that computing the conditional connectivity of heterogeneous three-dimensional $k$-covered wireless sensor networks is not a straightforward generalization of the approach used previously for homogeneous three-dimensional $k$-covered wireless sensor networks. If we use the same process as previously, we either violate the forbidden faulty sensor set constraint or maintain network connectivity. Precisely, if the width of the annulus containing the faulty sensors is $R_{\text{max}}$, then sensors whose communication radii are less than or equal to $R_{\text{max}} / 2$, may be located in the annulus. Thus, the entire neighbour set of this type of sensors would fail at the same time and hence the property $\mathcal{P}$ would be violated. Now, if the width of the annulus containing the faulty sensors is less than $R_{\text{max}}$, then the non-faulty sensors of one connected component will be able to communicate with the non-faulty sensors of the other connected component of the disconnected network. Hence, the network is still connected. In this case, it is impossible to find an exact value of conditional connectivity for heterogeneous three-dimensional $k$-covered wireless sensor networks. In the following, we compute their lower and upper bounds based on the types of sensors in and around the annulus.

**Lemma A.6:** The conditional connectivity of the heterogeneous three-dimensional $k$-covered wireless sensor networks is given by

$$\kappa_1(G : F_p) \leq \kappa(G : P) \leq \kappa_2(G : F_p)$$  \hspace{1cm} \text{(6)}$$

where

$$\kappa_1(G : P) = \frac{((r_0^{\min} + 2 R_{\text{min}})^3 - r_0^{\min} 3 \rho_0^{\min 3} k}{r_0^{\min 3}}$$
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\[ \kappa_2(G : P) = \frac{(r_{\text{min}} + 2 R_{\text{max}}^3 - r_{\text{max}}^3) k}{r_{\text{min}}^3} \]

\( k \geq 4, \quad r_{\text{min}} = \min\{r_j / 1.066 : s_j \in S\}, \quad r_{\text{max}} = \max\{r_j / 1.066 : s_j \in S\}, \quad R_{\text{min}} = \min\{R_j : s_j \in S\}, \quad \text{and} \quad R_{\text{max}} = \max\{R_j : s_j \in S\} \).

**Proof:** As above, we consider the following two cases depending on the size of the connected component that includes the sink.

**Case 1: Smallest connected component.** To compute a lower bound on the conditional connectivity of heterogeneous three-dimensional \( k \)-covered wireless sensor networks, we consider the Reuleaux tetrahedron centered at location \( \xi_0 \) of the sink \( s_0 \), which will be disconnected from the network. First, we assume that the annulus containing the faulty sensors as well as the volume surrounding it contains only least powerful sensors, and hence the width of this annulus is equal to \( R_{\text{min}} \). Also, to guarantee that the sink will not be isolated, which would violate the forbidden faulty sensor set constraint, the Reuleaux tetrahedron centred at \( \xi_0 \) should have a side equal to \( r_{\text{min}} \). These two conditions help disconnect the network while satisfying the forbidden faulty sensor set constraint. The volume of the annulus \( A(\xi_0, R_{\text{min}}) \) is given by

\[ \| A(\xi_0, R_{\text{min}}) \| = 0.422 (r_{\text{min}} + 2 R_{\text{min}}^3 - 0.422 r_{\text{min}}^3) \]

Hence, the expected conditional minimum number of sensor failures to disconnect the connected component including the sink (or the inner Reuleaux tetrahedron) from the rest of the network is computed as

\[ \mathbb{E}[N : P] = \lambda(r_{\text{min}}, k) \| A(\xi_0, R_{\text{min}}) \| \]

where \( \lambda(r_{\text{min}}, k) = \frac{k}{0.422 r_{\text{min}}^3} \) and \( r_{\text{min}} = \min\{r_j / 1.066 : s_j \in S\} \). Thus, the conditional network connectivity is given by

\[ \kappa_1(G : P) = \mathbb{E}[N : P] = \frac{((r_{\text{min}} + 2 R_{\text{min}}^3 - r_{\text{min}}^3) k}{r_{\text{min}}^3} \]

where \( k \geq 4 \) and \( R_{\text{min}} = \min\{R_j : s_j \in S\} \).

To compute an upper bound on the conditional connectivity of heterogeneous three-dimensional \( k \)-covered wireless sensor networks, we assume that sensors inside the annulus are the most powerful ones. Thus, the side of the inner Reuleaux tetrahedron should be equal to \( r_{\text{max}} \), while the width of the annulus surrounding it should be equal to \( R_{\text{max}} \). It is easy to check that this set-up will disconnect the network while satisfying the forbidden faulty set constraint. The upper bound on the conditional connectivity is given by
5 Discussion

$$\kappa_2(G : P) = E[N : P] = \lambda(r_{\min}, k) \| A(\xi_0, R_{\max}) \|
= \frac{(r_{\max} + 2 R_{\max})^3 - r_{\max}^3) k}{r_{\min}^3}$$

(6d)

where

$$\lambda(r_{\min}, k) = \frac{k}{0.422 r_{\min}^3}, \quad k \geq 4, \quad r_{\min} = \min\{r_j / 1.066 : s_j \in S\},$$

$$r_{\max} = \max\{r_j / 1.066 : s_j \in S\}, \text{ and } R_{\max} = \max\{R_j : s_j \in S\}.$$  

Case 2: Largest connected component. In this case, the sink belongs to the largest connected component of the disconnected network. Hence, the previous analysis applies to any sensor in the network instead of the sink.

Thus, the conditional connectivity of heterogeneous three-dimensional $k$-covered wireless sensor networks satisfies

$$\kappa_1(G, P) \leq \kappa(G, P) \leq \kappa_2(G, P)$$

Next, we relax the assumptions used in our previous analysis to enhance the practicality of our results.

5 Discussion

The analysis of the minimum sensor spatial density necessary for $k$-coverage of a three-dimensional field and network connectivity of three-dimensional $k$-covered wireless sensor networks is based on the unit sphere model, where the sensing and communication ranges of sensors are modelled by spheres. In other words, sensors are supposed to be typically isotropic. Although this assumption is the basis for most of the protocols for coverage and connectivity in wireless sensor networks, it may not hold universally and thus may not be valid in practice. In Appendix B, we show how to relax this assumption to promote the applicability of our results to real-world three-dimensional wireless sensor network scenarios, and summarize our results for the convex model, where the sensing and communications ranges of sensors are convex but not necessarily spherical. Moreover, we assumed that our results for network connectivity hold for a degree of sensing coverage $k$, where $k \geq 4$.

In this section, we show how to relax the latter assumption. Then, we discuss a sensor placement strategy for full $k$-coverage of a three-dimensional field.

A Relaxing the Assumption of $k \geq 4$

The analysis of $k$-coverage and connectivity for three-dimensional $k$-covered wireless sensor networks are valid for all $k \geq 4$. Since the breadth of the Reuleaux tetrahedron is equal to $r$ (or $r_{\min}$), our results can also be used for $k \leq 3$. In other words, $k$-coverage of the cube can be met by deploying $k$ sensors in the Reuleaux tetrahedron, where $k \leq 3$. However, the network would be denser than necessary.
(especially for $k = 1$) and the coverage degree would be higher than that dictated by the application.

**B Sensor Placement Strategy**

Notice that under the assumption of spherical model, it is impossible to achieve a degree of coverage exactly equal to $k$ in all the locations of the cube. Therefore, a sensor placement strategy to achieve $k$-coverage should be devised in such a way that every location in the cube is $k'$-covered, where $k'$ is very close to $k$. This placement strategy should benefit from the geometry of the Reuleaux tetrahedron. The sensor placement problem can be transformed into a problem of covering a cube with overlapping sets of congruent Reuleaux tetrahedra. An optimal covering consists to use a minimum number of Reuleaux tetrahedra by minimizing the overlap volume between them. More precisely, two adjacent Reuleaux tetrahedra overlap such that the faces of their corresponding regular tetrahedra are entirely coinciding with each other. Thus, the curved edges of the Reuleaux tetrahedra should overlap so the same subset of sensors deployed on these curved edges could participate in covering the space associated with both Reuleaux tetrahedra at the same time, thus minimizing the total number of sensors required to $k$-cover the cube. As in the case of two-dimensional deployment, the sensors located in a three-dimensional lens, which corresponds to the overlap volume of two adjacent Reuleaux tetrahedra of side length $r_0$, are at distance $r_0$ from any point in their volumes, and hence participate in $k$-covering both tetrahedra. The design of duty-cycling protocols to $k$-cover a three-dimensional field with a minimum number of sensors should select sensors based on this observation.

**C Sink-Independent Connectivity Measures**

Although in centralized algorithms the concept of sink is well defined, it is likely that distributed algorithms, such as the consensus based algorithm, will be implemented for WSNs. In this case, the concept of (fixed) sink would lose value. It would be interesting to revise the definition of connectivity to take this concept into account. We suggest that all the nodes be considered as peer-to-peer. Thus, we define connectivity with respect to all sensors in the network. Given the geometry of the deployment field that we consider (cube), the boundary sensors, i.e., sensors located at the boundary of the cube, have small neighbour sets. In particular, the sensors located at the eight corners of the cube $s_{b1}, \ldots, s_{b8}$ as shown in Fig. A.6 are highly likely to have the smallest neighbour set. Our measures of connectivity will be based on one of these boundary sensors to find the minimum number of sensors of its neighbour set that should fail in order to disconnect the network. It is easy to check that compared to the sink, the size of the neighbour set of a boundary sensor is equal to a quarter of that of the neighbour set of the sink. Thus, the connectivity measures computed in the previous sections with respect to the sink remain the same for a boundary sensor but are weighted by a coefficient equal to $\frac{1}{4}$. For more details, the interested reader is referred to Sect. 7.


**Theorem A.4**: Let \( r \) be the radius of the nominal sensing range of the sensors, \( r_0 = r/1.066 \), and \( k \geq 4 \). The minimum \( k \)-coverage probability so that each point in a 3D field is probabilistically \( k \)-covered by at least \( k \) sensors under our stochastic sensing model defined in (5) is computed as

\[
p_{k,\text{min}} = 1 - \left( 1 - e^{-\beta r_0^\alpha} \right)^k
\]

\(\text{Proof:}\) First, we identify the least \( k \)-covered point in a 3D field so we can compute \( p_{k,\text{min}} \). By Lemma A.2, \( k \) sensors should be deployed in a Reuleaux tetrahedron region of side \( r_0 = r/1.066 \) in the field to achieve \( k \)-coverage of a 3D field with a minimum number of sensors. It is easy to check that the least \( k \)-covered point \( \xi_{lc} \) is the one that corresponds to the configuration where all deployed \( k \) sensors are located at a distance \( r_0 = r/1.066 \) from \( \xi_{lc} \). In other words, \( \xi_{lc} \) is the farthest point from all those \( k \) sensors. Hence, the distance between \( \xi_{lc} \) and each of these \( k \) sensors is equal to \( r_0 = r/1.066 \). Thus, the minimum \( k \)-coverage probability for the least \( k \)-covered point \( \xi_{lc} \) by \( k \) sensors under the stochastic sensing model introduced in Chap. 2 is given by

\[
p_{k,\text{min}} = 1 - \prod_{i=1}^{k} (1 - p(\xi, s_i)) = 1 - \left( 1 - e^{-\beta r_0^\alpha} \right)^k
\]

The stochastic \( k \)-coverage problem is to select a minimum subset \( S_{\text{min}} \subseteq S \) of sensors such that each point in a 3D field is \( k \)-covered by at least \( k \) sensors and that the minimum \( k \)-coverage probability of each point is at least equal to some given threshold probability \( p_{\text{th}} \), where \( 0 < p_{\text{th}} < 1 \). This helps us compute the stochastic sensing range \( r_s \), which provides probabilistic \( k \)-coverage of a field with a probability no less than \( p_{\text{th}} \). Lemma A.7 computes the value of \( r_s \).
Lemma A.7: Let $k \geq 3$ and $2 \leq \alpha \leq 4$. The stochastic sensing range $r_s$ of the sensors that is necessary to probabilistically $k$-cover a 3D field with a minimum number of sensors and with a probability no lower than $0 < p_{th} < 1$ is given by

$$r_s = \left(-\frac{1}{\beta} \log \left(1 - \left(1 - p_{th}\right)^{1/k}\right)\right)^{1/\alpha} \tag{8}$$

where $\beta$ represents the physical characteristic of the sensors’ sensing units.

Proof: From Eq. 7, we deduce that $p_{k,\text{min}} \geq p_{th} \Rightarrow r_s \leq \left(-\frac{1}{\beta} \log \left(1 - \left(1 - p_{th}\right)^{1/k}\right)\right)^{1/\alpha}$.

Since we are interested in the minimum number of sensors to probabilistically $k$-cover a 3D field, we should consider the maximum value of $r_s$, i.e., the maximum stochastic sensing range of the sensors. This will allow the sensors to probabilistically $k$-cover as much space of the 3D deployment field as possible. Thus,

$$r_s = \left(-\frac{1}{\beta} \log \left(1 - \left(1 - p_{th}\right)^{1/k}\right)\right)^{1/\alpha}.$$

The upper bound on the stochastic sensing range $r_s$ of the sensors computed in Eq. 8 will be used to compute our measures of connectivity and fault-tolerance of 3D $k$-covered WSNs under the assumption of more realistic stochastic sensing and communication models. Figures A.7 and A.8 show $r_s$ for different values of $p_{th}$ and $k$ while considering the free-space model ($\alpha=2$) (Fig. A.7) and

![Figure A.7 Upper bound of $r_s$ vs. $k$ for $\alpha = 2$](image)
Fig. A.8 Upper bound of $r_s$ vs. $k$ for $\alpha = 4$

the multi-path model ($\alpha=4$) (Fig. A.8). Note that $r_s$ decreases as a function of $p_{th}$, $k$, and $\alpha$. This is due to the fact that the minimum probability $p_{k,min}$ of $k$-coverage of the same location by multiple sensors decreases as $p_{th}$, $k$, and $\alpha$ increase.

Lemma A.8 states a sufficient condition for probabilistic $k$-coverage of a 3D field based on our stochastic sensing model given in Chap. 2, the threshold probability $p_{th}$, and the degree $k$ of coverage.

**Lemma A.8:** Let $k \geq 4$. A 3D field is probabilistically $k$-covered with a probability no lower than $0 < p_{th} < 1$ if any Reuleaux tetrahedron of maximum breadth $r_s/1.066$ in the field contains at least $k$ sensors.

Lemma A.9 states a sufficient condition for connectivity between sensors under our stochastic sensing model.

**Lemma A.9:** Let $k \geq 4$. The sensors that are selected to $k$-cover a 3D field with a probability no less than $0 \leq p_{th} \leq 1$ under the stochastic sensing model defined in Eq. 5 are connected if the radius of their stochastic communication range $R_s$ is at least equal to their stochastic sensing range $r_s$, $R_s \geq r_s$.

Given that network connectivity is defined as the minimum number of sensors of a neighbour set which need to fail to disconnect the network, we should consider the minimum stochastic communication range of the sensors, i.e., $R_s = r_s$, to minimize the size of the neighbour set of each sensor. Therefore, to find our
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unconditional and conditional measures of network connectivity and fault-tolerance for 3D $k$-covered WSNs using more realistic scenarios, including stochastic models for sensing and communications, we need to replace $r$ by $r_s$ and $R$ by $r_s$ in Sects. 2, 3, 4, 5, and 7.

Now, we present the simulation results using a high-level simulator written in the C language. We consider a cubic field of side length 1000 m. All simulations are repeated 200 times and the results are averaged.

Figure A.9 plots the sensor spatial density as a function of the degree of coverage $k$ for different values of the threshold probability $P_{th}$ and for a path-loss exponent $\alpha = 2$. As expected, the density increases with $P_{th}$. Indeed, as we increase $P_{th}$, more sensors would be needed to achieve the same degree of coverage $k$. Recall that the breadth of the Reuleaux tetrahedron that is guaranteed to be covered with exactly $k$ sensors decreases as $P_{th}$ and $\alpha$ increase. Precisely, this breadth is equal to $r_s/1.066$. However, for $P_{th}=0.8$, the sensor density tends to decrease when $k$ goes from 4 to 5 and increases afterwards. This behaviour is clearly noticeable for $P_{th}=0.9$. This is mainly due to the stochastic nature of the sensing range of the sensors, which depends on the logarithm of $P_{th}$, the threshold probability, $k$, and $\alpha$.

Figure A.10 plots the achieved degree of coverage $k$ vs. the total number of deployed sensors. Moreover, we vary both $P_{th}$ and we fix $\alpha=2$. Definitely, higher number of deployed sensors would yield higher coverage degree. Here also, any increase in $P_{th}$ would require a larger number of deployed sensors to provide the same degree of coverage. Notice that the same observation holds for $P_{th}=0.8$ and $P_{th}=0.8$ as in the previous experiment.

E Three-Dimensional Sensing Applications

In the case of WSNs deployed on the trees of different heights in a forest, the sensors could be seen almost everywhere in the space. Pompili et al. [169] proposed different deployment strategies for 2D and 3D communication architectures for underwater acoustic sensor networks, where the sensors are anchored at the bottom of the ocean for the 2D design and float at different depths of the ocean to cover the entire 3D region. Indeed, oceanographic data collection, pollution monitoring, offshore exploration, disaster prevention, and assisted navigation are all typical applications of underwater sensor networks [4, 5]. For WSNs deployed in buildings with multiple floors, sensors are placed on the ground and/or the wall, but the networks seldom contain sensors floating in the middle of the room. The first examples show that our proposed 3D model is valid and can be applied to choose the sensor density in practical problems. The last example, however, shows the limited validity of our model due to the restriction imposed on the placement of sensors inside buildings or rooms.

6 Relaxing the Unit Sphere Model: Convex Model

The assumption of spherical sensing and communication ranges of the sensors may not hold in real-world wireless sensor network platforms. It has been observed in [209] that the communication range of MICA motes [230] is asymmetric
and depends on the environments. It is also found in [224] that the communication range of radios is highly probabilistic and irregular.

In this appendix, for problem tractability, we consider a convex model, where the sensing and communication ranges of sensors are convex but not necessarily spherical.

First, we define the notion of largest enclosed sphere of a three-dimensional convex region $C$ as a sphere that lies entirely inside $C$ and whose diameter is equal to the minimum distance between any pair of points on the boundary of the region $C$.

A Homogeneous Sensors

We consider homogeneous sensors that have the same convex sensing ranges and communication ranges. Lemmas A.10 and A.11 correspond to Lemma A.1 and Theorem A.1, respectively. Their proof is similar to that in Sect. 2 by using the largest enclosed sphere instead of the sensing sphere.

**Lemma A.10:** If $k \geq 4$ homogeneous sensors are deployed in a three-dimensional convex region $C$, then the region $C$ is $k$-covered if its breadth does not exceed $r_{led}$, the radius of the largest enclosed sphere of the sensing range. ■

**Lemma A.11:** The minimum sensor spatial density required to guarantee $k$-coverage of a three-dimensional field is given by

$$\lambda(\frac{r_{led}}{0}, 4) = \frac{k}{0.422 r_{led}^3}$$

where $r_{led}$ stands for the radius of the largest enclosed sphere of the sensing range, $r_{led}^0 = r_{led} / 1.066$, and $k \geq 4$. ■

Now, we discuss how those results can be derived using a convex model, where the sensing and communication ranges of the sensors may not necessarily be spherical.

B Heterogeneous Sensors

Lemmas A.12 and A.13 correspond to Lemma A.1 and Theorem A.1, respectively. Their proof is also the same as that in Sect. 2 by using the notion of largest enclosed sphere instead of sensing sphere.

**Lemma A.12:** A three-dimensional convex region $C$ is guaranteed to be $k$-covered when exactly $k$ heterogeneous sensors are deployed in it, if the breadth of $C$ does not exceed $r_{led}^\text{min}$, where $r_{led}^\text{min} = \min\{r_{led} / 1.066 : s_j \in S\}$ and $k \geq 4$. ■

**Lemma A.13:** The minimum sensor spatial density required to $k$-cover a three-dimensional field is given by
\[ \lambda(\tau_{\text{led}}^\text{min}, k) = \frac{k}{0.422 (\tau_{\text{led}}^\text{min})^2} \]  

(10)

where \( \tau_{\text{led}}^\text{min} = \min\{\tau_{\text{led}} / 1.066 : s_j \in S\} \) and \( k \geq 4 \).

The measures of network connectivity can be derived using the same approach as in the previous sections. Thus, the assumption of unit sphere model for sensing and communication ranges of sensors can be relaxed with the aid of largest enclosed sphere of their sensing range.

### 7 Underwater Sensor Networks

The results in the previous sections are only applicable to the connectivity of sink node. Although the connectivity of sink is critical, in some scenarios, such as underwater wireless sensor networks [4, 5], any sensor may be critical due to the high cost, for instance.

In the following, we extend our network connectivity measures for three-dimensional \( k \)-covered wireless sensor networks to the case where any sensor in the network is critical. Specifically, we consider a boundary sensor, i.e., a sensor located at one corner of the cubic field. Such a boundary sensor has the minimum number of communication neighbours given that all sensors are located within the deployment region—the cube, and hence the actual communication range of a boundary sensor is only a quarter of its communication sphere. In [205], a boundary sensor is considered to compute the connectivity of 2D \( k \)-covered wireless sensor networks.

Theorem A.5 summarizes the connectivity measures with respect to a boundary sensor for homogeneous three-dimensional \( k \)-covered wireless sensor networks. The case of heterogeneous wireless sensor networks and the case of sensors with convex sensing and communication ranges can be treated similar to the previous sections. Thus, we omit the proof of Theorem A.5.

**Theorem A.5:** Let \( G \) be a communication graph of a homogeneous three-dimensional \( k \)-covered wireless sensor network deployed in a cubic field, where the radii of the sensing and communication spheres of sensors are \( r \) and \( R \), respectively. The connectivity of \( G \) is computed as

\[ \kappa(G) = 3.02 \alpha^3 k \]  

(11)

whereas the conditional connectivity of \( G \) is given by

\[ \kappa(G : P) = \frac{3.02 \left( (r_0 + R)^3 - r_0^3 \right) k}{r_0^3} \]  

(12)

where \( r_0 = r / 1.066 \), \( \alpha = R / r \), and \( k \geq 4 \).
8 Summary

In this appendix, we investigated coverage and connectivity in three-dimensional $k$-covered wireless sensor networks with emerging applications, such as underwater acoustic sensor networks that require three-dimensional design. We proposed the Reuleaux tetrahedron model to guarantee $k$-coverage of a three-dimensional field. Based on the geometric properties of Reuleaux tetrahedron, we derived the sensor spatial density for guaranteeing $k$-coverage of a three-dimensional space. We also computed the connectivity of homogeneous and heterogeneous three-dimensional $k$-covered wireless sensor networks. Our results on connectivity take into consideration an inherent characteristic of wireless sensor networks in that the sink has a critical role in terms of data processing and decision making, compared to the rest of the network. Therefore, we computed the connectivity of three-dimensional $k$-covered wireless sensor networks based on the size of the connected component that includes the sink. We conclude that the connectivity of three-dimensional $k$-covered wireless sensor networks is much higher than the degree of sensing coverage $k$ provided by the network. The traditional connectivity metric, however, is defined in an abstract way and does not consider the inherent properties of wireless sensor networks because it assumes that any subset of nodes can fail at the same time. This assumption is not valid for heterogeneous three-dimensional $k$-covered wireless sensor networks. To compensate for these shortcomings, we used proposed more realistic measures of connectivity based on the concept of forbidden faulty set. We found that three-dimensional $k$-covered wireless sensor networks can sustain a large number of sensor failures provided that the neighbour set of a sensor cannot fail at the same time.

We believe that our results have practical significance for sensor network designers to develop three-dimensional applications with prescribed degrees of coverage and connectivity. These connectivity measures can be exploited in the design of fault-tolerant topology control protocols for three-dimensional $k$-covered wireless sensor networks. Our future work will focus on the design of efficient sensor deployment strategies for three-dimensional $k$-covered wireless sensor networks. We are also interested in the design of data routing protocols on duty-cycled three-dimensional $k$-covered wireless sensor networks, which pose major challenges due to the time-varying connectivity of the network as sensors are turned on or off to save energy and extend the network lifetime.
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