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Abstract. The spread of immersive virtual reality technologies, e.g.
low-cost head-mounted-displays, has opened the way to the develop-
ment of collaborative and interactive virtual environments, which can be
exploited to obtain effective exergames. One open issue is how to obtain
a natural interaction within these environments. This paper presents a
prototype of collaborative environment, where users, immersed into vir-
tual reality, can manipulate objects by using the HT'C Vive controllers
or the Leap Motion. We investigate which interaction modality is better
by taking into account both objective measurements (e.g. the number of
positioning errors) and qualitative observations.
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1 Introduction

The spread of virtual reality (VR) technologies and innovative devices has con-
tributed to the expansion of their application domains much further than the
ones that could be defined as traditional fields of interest. VR allows to isolate
the user from real world and teleport her/him in a virtual environment in which
the only limit is imagination. Immersivity and an intuitive interface have cer-
tainly contributed to increase the interest in this computer technology, so, even
if virtual reality is still a prerogative in sectors such as military industry and
simulation, it is starting to play an important role also in the game and enter-
tainment sectors. Moreover, researchers have understood its huge potential and
are investigating the use of VR in many others different fields: from the design
of serious games, which combine entertainment with educational purpose [1], to
support surgeons in diagnosis, operation planning and minimal invasive surgery
and in rehabilitation contexts [2,3]; from products design, assembly and proto-
typing process to cultural heritage applications such as virtual museums [4] or
historic sites modeling [5,6]. It is now evident how virtual reality is becoming
a significant part of consumer everyday life. Thinking of VR mainly as a way
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to isolate people from real world and provide an individual experience, however,
would be wrong. Indeed, another sector that has particularly benefited of VR is
certainly the one of Collaborative Virtual Environments (CVE). Several studies
have proved that, when multiple subjects who have to carry out a common task
share the same work space, this cooperation can bring a series of great advan-
tages [7,8]. While the concept of CVE is quite clear, the actual creation of this
cooperative work space remains an open problem and a research topic.

This paper mainly focuses on the interaction between user and virtual objects
and our contribution consists in the evaluation of the intuitiveness and natural-
ness of the human-computer interaction. We have designed a simple exergame in
which the player is asked to grab and move objects. We use the HTC Vive Head-
Mounted Display (HMD) to visualize the scene and two different modalities to
interact with it: one modality uses the controllers that HTC Vive itself provides;
the other modality uses the Leap Motion, a low-cost hand tracker meant to pro-
vide a natural interaction in VR. Our aim is to identify which one between the
two devices represents the best solution to be employed within the field of a
manipulation task, both in terms of performances in accomplishing the task and
in terms of the quality of the experience of the involved subjects.

2 Related Works

Recently, several studies took in examination different aspects of CVEs in sev-
eral domains of application. One of the greatest results has been obtained by
the comparison of the CAVE system’s performances and the HMD’s ones in a
collaborative task of abstract data visualization [9]. Three different aspects have
been taken into account: functionality, esteem of collaboration degree and eval-
uation of the quality of the experience lived by the users. Under all these points
of view it has came out that the employment of a low cost technology like HMD,
can provide results as accurate as those obtainable through a system such us the
CAVE, also offering the advantage of being more versatile and easy to handle.
Beyond the purely technical aspects, when studying CVE, researchers have to
take into account another important factor related to the type and degree of
collaboration between the users that the system is able to support [10]. When
speaking of CVEs, it is necessary to take into account the role [11] of each user
in the task, as well as the factors influencing the behavior of the subject in terms
of what he is allowed to do or not, and consequently the strategy he adopted in
order to pursue the final aim. Of course, this has an impact also on the task’s
structure and on the type of reciprocal interactions the participants can estab-
lish. In fact the situation is quite different if all the participants are equally free
to act or have some restrictions. In a similar context it is indispensable to prelim-
inary make a point on the users, especially in terms of their cultural background
and degree of expertise toward the task they have to perform. This particular
aspect associated with CVE can be dealt through a particular approach, drawing
a parallel with the interactions between users and those that rule the dynamics
human-robot [12]. From that point of view it is possible to define a kind of inter-
active hierarchy which starts from the so called tele-operation strategy, in which
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the supervisor has to completely control the machine (or another user’s actions,
in case of human - human interactions). The autonomy’s degree gets higher and
higher as we go up from the bottom to the top of the chain of command; each one
of them corresponds to a different level of tele-assistance strategies and results in
a totally autonomous modality of work [13]. To choose the best interactive strat-
egy to adopt it is necessary to take into account the precise task to carry out and
the specific required performances. The particular type of approach employed,
in fact, influences the results of the work: if in a certain context the priority is
to complete the task as quickly as possible despite the precision, the best choice
might be reducing supervision of the expert-user on his partner’s actions; on
the contrary, when accuracy is preferred with respect to the execution speed, a
greater control over the actions of the beginner might require, therefore giving
him a less autonomy. Finally, it is also important to define a series of customized
metrics in order to effectively measure all the parameters necessary to evaluate
the performances and the quality of users’ experience inside VR [14,15].

3 Materials and Methods

3.1 Hardware Components

The collaborative task we have defined requires the use of the following devices:
a Head-Mounted Display, connected to a computer (running a 64 bit Windows10
operating system, with an Intel(R) Core(TM) i7 2.67 GHz processor, 8 GB RAM
and a NVIDIA GeForce GTX680 graphic card), a pair of controllers designed
for interactive VR or the Leap Motion'. The HMD we used is the HTC Vive?
developed by HTC and Valve Corporation; it belongs to the class of ‘room scale
virtual reality technology. The HT'C headset includes two wireless controllers and
two ‘lighthouse’ basestations, that are able to track the head-mounted display
and the controllers position in a certain area, 4.6 by 4.6 m, defined through
a calibration process. The HMD consists of two screens, one per eye, with a
resolution of 1080 x 1200 and provides a refresh rate of 90 Hz and a field of view
of about 110°.

Manipulation and interaction with the virtual objects in the scene was pro-
vided by two different devices: in particular, we carried out two distinct series
of experiments in which the users were able to interact with the scene using
the HTC’s controllers and the Leap Motion respectively. HT'C Vive supplies two
wireless and ergonomic controllers that allows an easy handle with just a hand
(Fig. 1(a)). They have a great number of passive sensors that guarantees an
extremely accurate tracking contributing to obtain an incredibly stable system.
The Leap Motion (Fig. 1(b)), instead, is a hand tracker: it has been fixed on the
HTC Vive with a special support placed in the frontal part of the HMD at the
center. Thanks to this particular configuration it is possible to easily track and
represent hands in VR. It is worth noting that in our experiments we use only
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one HT'C controller. This does not affect performances, since to accomplish the
task only one controller is necessary.

(a)

Fig. 1. The input devices used to interact with objects in the immersive VR environ-
ment: (a) the HT'C Vive controllers and (b) the Leap Motion controller.

3.2 Software Components

The immersive VR has been developed mostly by using Unity 3D 5.5.13. Con-
cerning the virtual objects, we employed Blender 2.78%, an open source computer-
graphics software widely used for creating and manipulating 3D objects. Before
exporting the fbr models obtained from Blender on Unity, it was necessary to
use Autodesk Netfabb 2017.3%. Finally we downloaded some already done 3D
models from SketchUpS.

3.3 Subjects

30 people, 15 males and 15 females, aged between 20 and 49 years (mean 27 +
6.6), took part in this experiment and constitute the control group, composed by
healthy subjects. Only few of the participants had already had past experiences
in VR, while the majority of them had never got in touch with it, even if they
had heard about it. Thereafter their experience or their confidence in virtual
reality is very different. All the subjects took part in the study voluntarily and
nobody perceived any kind of reward.

3.4 Collaborative Task

Since our aim is to test how people interact in an immersive VR system, in
order to understand which solution is preferred by the users, we propose a very
simple collaborative task: this way the obtained performances actually reflect the
interaction mode rather than the complexity of the task itself. It requires the

3 https://unity3d.com/.

* https://www.blender.org/.

5 https://www.autodesk.com/products/netfabb/overview.
5 http://www.sketchup.com /it.
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presence of two users who play extremely different roles: one of them, the main
user, has to place 12 three-dimensional objects, different in color and shape,
inside the corresponding holes (Fig.2(a)), while the other one, the supervisor,
supports his companion’s actions and helps her/him to achieve the requested
target. The task structure is completely asymmetrical because the two users work
through different interfaces. The main user employs the HMD and acts inside an
extremely immersive virtual environment. In order to guarantee safety conditions
during the task accomplishment, the HMD users had to play in a restricted
area of the lab, corresponding to the HTC Vive calibration area. He/she can
interact with virtual objects using two different modalities: HTC controllers and
Leap Motion. In the first case, items are grabbed just pushing a button on the
controller and dropped when the button is released; in the second case, the player
can interact with objects using his own hand and natural reaching, grasping and
releasing gestures. The supervisor, instead, uses a simple desktop application
(Fig. 2(b)), she/he is able to see main user’s actions from a fixed point of view
on the scene and can help her/him replacing single objects thrown out of the
game area in their original positions, deleting some of them in order to simplify
the individualization and positioning of a piece, or selecting a hole to indicate
the position into which a certain piece has to be insert. The main user is not
able to see supervisor user-interface, so she/he can just see a clean blackboard
as shown in the images below.

(a) (b)

Fig. 2. (a) Main user point of view during the execution of the task. (b) Supervisor
point of view during the execution of the task.

Regarding the application structure, it consists of three different scenes: a
start menu, in which it is possible to insert the user’s ID, and to select the inter-
action mode; a demo scene consisting in a virtual office room, where the player
is free to move, explore the game area and to interact with objects according to
the selected interaction mode; the main scenario, similar to the demo, in which,
on the desk, there are 12 objects and a base with holes in which to put them.
A blue cage, visible in the second and first scene, mark the boundaries of the
calibrated game area and defines a space inside which the user can move safely
(Fig. 3).
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Fig. 3. Experiment setup. The main user wears the HTC Vive and can freely and
safely move in the game area and interact with the virtual objects using the controller
(a) o the Leap Motion (b). The supervisor sits in front of the desktop and observes
main user’s actions ready to intervene in case of need. Interaction with the virtual
objects using the HT'C controller (c) and the Leap Motion (d).

3.5 Experimental Procedure

The experiment has been carried out with 30 subjects as main user. The super-
visor was always the same person. The experimental setup included two trials
for each volunteer. Firstly, we asked the players to submit the Simulator Sickness
Questionnaire (SSQ) [16], a 16 questions’ questionnaire specifically used in the
literature to evaluate the user physical status before the exposure to the virtual
environment (pre-exposure). Then the users had to perform the task according
to the selected interaction mode. The task ended when all the 12 objects were
correctly positioned. After completing the first trial, the subjects had to submit
the post-exposure SSQ; those answers have been used to evaluate users’ status
following the first exposure and preceding the second exposure to the VR. The
second trial was executed with the interaction device complementary to the one
used during the previous task. Subsequently, the users had to submit the post-
exposure SSQ in order to evaluate their physical conditions at the end of the
experiment. Finally, all the volunteers were asked which interaction mode they
preferred. To reduce the statistical variability half of the participants carried
out the first task using the Leap Motion and half using the controllers. To avoid
learning the position of all the objects on the desk has been modified in the two
trials.
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3.6 Metrics

To evaluate the performances with the two different devices we have analyzed two
distinct classes of parameters: the number of errors and the times necessary to
correctly position the virtual objects. We defined a score for every task, assigning
one point to each object correctly inserted (the baseline score starts from 12
points) and subtracting a certain number of points for each error committed.
We associated a different coefficient to each kind of error according to their
severity. The final score (S) is the result of the difference between the number
of objects correctly positioned (12) and the sum of the number of repositioned
(RP) and deleted (DP) piecies, and of selections (SP) and reset (R) actions, each
one multiplied for its own coefficient (c; ... c4, empirically evaluated), as shown
in the following formula:

S=12—(RPx*ci+ DPxcy+ SPxc3+ Rxcy)

Through the time analysis, we computed the total time necessary to complete
the task and the average time required to position each single object.

Furthermore, using the Simulation Sickness Questionnaires we were able to
analyze the participants’ status before and after each exposure to virtual reality
in order to assess if the experience inside a virtual environment, even if brief,
had physical effects on the users or not.

4 Results

The metrics defined to evaluate the task performances have been used to obtain
an analysis on three levels: firstly we compared the performances obtained with
the HTC controllers and with the Leap Motion; then we made a general com-
parison between the results relative to the first and the second trial, without
considering the employed interaction device; in the end, we made a ‘crossed’
comparison to link the data relative to the first and the second trial taking into
account the interaction mode used in both cases. Note that in all the experi-
ments the only kind of help that the main users needed was the repositioning of
objects; therefore, we decided to make an independent analysis on the number
of repositioned elements in addition to those related to the score, the completion
time and the single object’s average time. In each analysis the statistical signif-
icance of the differences between data was estimate by making a t-test analysis.

The comparison between the performances of the two interaction devices
highlights that all the considered parameters are significantly lower for the HTC
controller. The median value related to the number of repositioned elements is
equal to 0 in case of the HTC controller and to 2 in case of the Leap Motion,
while the average value is 0.3 versus 3.4 (Fig.4(a)). The score varies from a
mean of 11.8 points in the HTC controller trials to 10.3 in the Leap Motion
trials (Fig. 4(b)).

The average completion time is 68.5s for the controller and it is 92.5s lower
compared to the one obtained with the Leap Motion, which is 161.1 s (Fig. 5(a)).
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Fig. 4. Mean, median and standard deviation of (a) repositioned elements and (b)
the final score for HTC controller and Leap Motion trials. p-value shows statistical
significance.
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Fig. 5. Mean, median and standard deviation of (a) completion times and (b) posi-
tioning times for the single object for HT'C controller and Leap Motion trials. p-value
shows statistical significance.

Similarly the average positioning times for the single object are equal to 2.3s
and 5.0s for the HT'C controller and the Leap Motion, respectively (Fig. 5(b)).
All these results are statistically significant.

The analysis performed on the data relative to the first and second trials
shows no statistically significant differences for any of the considered parame-
ters. Those results seem to indicate that no learning process happened between
two consecutive trials. Nevertheless, this can be explained taking into account
that the two series of trial have been execute with distinct interaction mode;
therefore the users had to learn how to use each kind of device. The crossed
comparison which considers both the order and the modality of the execution,
underlines that there is not a learning pattern between first and second tri-
als (Tablel). But comparing the performances of the first and second tasks
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performed using the same interaction mode, all the considered variables have a
little lower value in the second trial case for both devices, though the differences
are not statistically significant as explained before. The crossed analysis shows
the better performances related to the first trial with the HTC controller. Simi-
larly, the results relative to the second trial are significantly lower for the HTC
controller. Finally, the SSQ analysis highlights no difference between the data
acquired before and after the task execution thus indicating that the virtual
environment does not cause sickness to the user. The open discussion shows how
73% of the users has preferred the HT'C controller and only the 13% of them the
Leap Motion device.

Table 1. Cross comparison of mean and standard deviation for each considered para-
meter between HT'C controllers and Leap Motion relative to the first and second tasks.

Parameters Trials | HTC controllers | Leap motion
Replaced elements 1st 0.4 £0.8 4.1 £ 3.7
2nd 0.3 + 0.6 2.8 + 3.9
Completion time [s] 1st 73.9 £ 104 180.7 + 67.9
2nd | 63.7 £ 10.9 141.1 £ 65.8
Average time per object [s] | 1st 1.2 £0.7 2.7+ 33
2nd 1.3+ 1.2 2.3 £ 65.8
Score/12 1st 11.8 + 0.4 10 £ 1.8
2nd 119+ 0.3 10.6 £ 1.9

5 Conclusion

In this study, we specifically address human-computer interaction in a collab-
orative virtual environment, in particular comparing the Leap Motion and the
HTC controller. We have developed an asymmetrical collaborative task in which
one of the two involved users works inside a highly immersive 3D virtual envi-
ronment and is supported in achieving his/her task by a partner who interacts
with the virtual scene through a pc. The research purpose is to assess how the
task’s performances and the quality of the users experience inside the CVE vary
according to the specific interaction device employed: the HTC Vive controller
or the Leap Motion. The data analysis has included the evaluation of specific
parameters related to the particular task, the measures of the users’ physical
conditions before and after the exposure to the virtual reality using the Sim-
ulator Sickness Questionnaire and the assessment of the participants quality
experience inside the CVE based on the answers that they supplied during the
open debate at the end of the experiment. The results we obtained highlight a
statistically significant difference between the performances related to the two
devices in favor to the HTC controller, in term of the number of repositioned
elements, task completion time, single object average time and score. Comparing
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the first and second trial no relevant differences has arose, which means that the
user has to learn from time to time how to interact with virtual objects through
different devices. Nevertheless, the comparison between first and second trial
carried out through the same device underlines that in the second case perfor-
mances increase. The SSQ analysis shows that the VR exposure has not signifi-
cant effects on the physical conditions of the users: this might be due also to the
short time the task required to be completed. Based on the debated answers we
state that the majority of the participants has been more comfortable using the
HTC controller, probably because of the greater simplicity of interaction with
the objects and the better stability of the system. This results was confirmed
by quantitative analysis. Only 13% of the users has preferred working with the
Leap Motion because of the greater natural interaction with the objects, despite
obtaining worse performances; the remaining 13% liked both HTC controller and
Leap Motion.

In conclusion we can declare that the system HMD - Controller offers the best
performances thanks to its greater stability and accuracy; those characteristics
guarantee a simpler handling providing a better experience for the user. The
Leap Motion allows the user to interact with the objects in a more natural
way compared to the controller, but it fails on stability and accuracy and its
performances are extremely variables from subject to subject. In the future we
are planning to fix some of the stability and accuracy problems related to the
use of the Leap Motion and make further investigations on the manipulation of
the objects in VR with HTC controllers and Leap Motion.
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