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Abstract. Truth discovery is a hot research topic in the Big Data era,
with the goal of identifying true values from the conflicting data provided
by multiple sources on the same data items. Previously, many methods
have been proposed to tackle this issue. However, none of the existing
methods is a clear winner that consistently outperforms the others due
to the varied characteristics of different methods. In addition, in some
cases, an improved method may not even beat its original version as
a result of the bias introduced by limited ground truths or different
features of the applied datasets. To realize an approach that achieves
better and robust overall performance, we propose to fully leverage the
advantages of existing methods by extracting truth from the prediction
results of these existing truth discovery methods. In particular, we first
distinguish between the single-truth and multi-truth discovery problems
and formally define the ensemble truth discovery problem. Then, we
analyze the feasibility of the ensemble approach, and derive two models,
i.e., serial model and parallel model, to implement the approach, and to
further tackle the above two types of truth discovery problems. Extensive
experiments over three large real-world datasets and various synthetic
datasets demonstrate the effectiveness of our approach.

Keywords: Truth discovery - Big data - Multi-truths - Ensemble
approach

1 Introduction

In the Big Data era, various sources may provide description of the same data
items (i.e., properties of certain objects). Due to the existence of possible errors,
out-of-date data, and missing records, the data collected from different sources
may conflict. This makes it of paramount importance to discover the truth from
these data to facilitate reliable knowledge discovery and decision making. To
this end, tremendous research efforts have been paid to the truth discovery
problem from both artificial intelligence and database communities under the
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topics of information corroboration [6], information credibility [13], conflicting
data integration [5], fact-checking [7], data fusion [8], and knowledge fusion [4].

Despite the various truth discovery methods, such as those handling different
data types (e.g., categorical and continuous data), and source dependency (e.g.,
copying relation among sources), those considering source quality (e.g., source
accuracy /recall, specificity, sensitive, and freshness of data) and object properties
(e.g., the difficulty of and relation between data objects), and those taking into
account value implications (e.g., complementary vote') and truth properties (e.g.,
multiple truths and “unknown” truths), no single method can fit or constantly
outperform the others in all application scenarios [11] (our experiments on three
real-world datasets and various synthetic datasets validate this conclusion). In
addition, a recent investigation [10] shows that even an improved method does
not always beat its original version.

Although an appropriate truth discovery method can be selected for each
specific scenario [11,14], it is challenging to find a method that achieves generally
good performance due to the technical limitations and biases of each specific
method. As the ensemble approach has been proven to be effective for enhancing
the robustness and overall performance of algorithms in many disciplines [2], in
this paper, we study on the feasibility of ensembling existing methods for better
truth discovery. Realizing such an ensemble truth discovery approach is a tricky
task due to the complexity and diversity of existing truth discovery methods. In
a nutshell, we make the following contributions in this paper:

— We distinguish between two types of truth discovery problems, i.e., the single-
truth and multi-truth discovery problems, and formally define the ensemble
truth discovery problem.

— We analyze the feasibility of the ensemble truth discovery approach, and pro-
pose two models, i.e., serial and parallel model, to implement the approach.

— We empirically evaluate our ensemble approach. Extensive experimental
results show that our approach outperforms traditional methods on both
real-world and synthetic datasets. In particular, the synthetic datasets with
complete ground truths show the improved performance of the ensemble
approaches without being biased by the sparsity of limited ground truths.

The rest of the paper is structured as follows. Section 2 reviews the related
work. Section 3 defines the ensemble truth discovery problem. Section 4 analyzes
the feasibility of the ensemble approach and presents two implementation mod-
els, namely the serial and parallel models. Finally, we report the experimental
results in Sect. 5, and provide some concluding remarks in Sect. 6.

2 Related Work

Truth discovery has been actively studied by the data integration community
in the last few years. Early methods for tackling this issue consist of taking

LIf a source claims value(s) for a certain object, it implicitly votes against other
candidate values of this object.
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the mean, median for continuous data, and majority voting for categorical data.
These methods commonly neglect sources’ quality differences, treat every source
equally, and are therefore inaccurate in cases where the majority of sources
provide false values. Based on this consideration, various methods incorporate
source quality by applying a general principle: a source is more trustworthy if
it provides more truths; meanwhile, a value has a bigger possibility of being
selected as truth if it is claimed by more high-quality sources. The existing truth
discovery methods generally fall into three groups.

The iterative methods predict truths and estimate source reliability itera-
tively until certain convergence conditions are met. Typical work in this cate-
gory includes: TruthFinder [17], which applies a Bayesian analysis to conduct
the iterative processes. AccuSim proposed by Dong et al. [5,10] incorporates the
implication of value similarity. They further extend AccuSim by additionally con-
sidering the copying relations among sources and introduce AccuCopy. Average-
Log, Investment, and PooledInvestment are developed by Pasternack et al. [12]
in order to prevent sources that make more claims from obtaining higher quality
weights. Cosine and 2-Estimates are proposed by Galland et al. [6] to adopt
complementary vote, they further introduce an improved method 3-Estimates
by incorporating “hardness of fact”. SSTF [16] is a semi-supervised method,
which refers to a small set of labeled truths as an additional input data. To relax
the single-truth assumption, Wang et al. [15] introduce a Bayesian framework
based method MBM for multi-truth discovery, in which they also incorporate a
finer-grained copy detection technique. The second group is about optimization
based methods. Both CRH [8] and CATD [9] model the truth discovery problem
as an optimization problem. They differ in that the former is specially designed
for handling heterogeneous data while the latter for the long-tail data. The third
group is about probabilistic graphical model based methods. Methods in this cat-
egory typically model truths as latent variables. For example, Zhao et al. design
a Gaussian Truth Model (GTM) [20] for continuous data. Latent Truth model
(LTM) [19] models source reliability using two metrics, i.e., specificity and sen-
sitive, for multi-truth discovery. Latent Credibility Assessment (LCA) [13] addi-
tionally considers more factors such as the probability of guessing to facilitate
more accurate truth discovery.

A recent survey [10] tests the performance of several methods on two real-world
datasets, which shows that no single method always outperforms the others, and
nearly half of the mistakes in the best truth discovery results can be avoided if
the trustworthiness of sources is known in apriori. More surveys and experimental
studies in [14] and [11] show the potential of improving the usability and repeata-
bility of existing truth discovery methods via an ensemble approach. To the best of
our knowledge, [1] is the only work that applies an ensemble approach in truth dis-
covery. It proposes two ensemble methods, i.e., Uniform Weight Ensemble (UWE)
and Adjusted Weight Ensemble (AWE), and proves that the ensemble approach
can generally mitigate the biases introduced by sparse ground truth and outper-
form the traditional methods. Our work is the first to formally define the ensemble
truth discovery problem and to provide in-depth comparisons of different ensem-
ble methods over both single-truth and multi-truth scenarios.
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3 Problem Formulation

For the input of truth discovery, suppose M data sources (e.g., “Wikipedia”),
S = {51,5,...,Sn}, provide values on N data items (e.g., “the cast of Harry
Potter”), D = {Dy, Ds,...,D,}. This input data can be visualized as an M x N
data matrix (Fig. 1(a)). Each cell represents a claim that describes the value(s)
claimed by a source on a data item (e.g., a claim “July 9, 1956 for the data
item “the birthday of Tom Hanks” provided by source “Wikipedia”). The values
in the cells of the same columns may conflict due to the different reliability of
sources. The objective of the truth discovery problem is to predict the truth(s)
for each data item (corresponding to a column), given the noisy data matrix,
while estimating the reliability of each source (corresponding to a row). Since
the numbers of true values may vary among data items in practice, e.g., “the
birthday of Tom Hanks” contains only one date, but “the cast of Harry Potter”
includes a team of actors, the truth discovery problem can be classified into two
categories: (i) if we make the single-truth assumption by treating the values in
each cell (claim) of the matrix as a joint single value, we have the single-truth
discovery problem; and (ii) if we relax the assumption by treating each distinct
value individually, meaning either each cell or the truths may involve several
values, we have the multi-truth discovery problem. LTM [19] and MBM [15] are
the only two methods that are applicable for multi-truth discovery, while all the
rest belongs to single-truth discovery methods.

The input of the ensemble truth discovery problem can be formulated as
adding a third dimension to the aforementioned data matrix, resulting in a cube
(see Fig. 1(b)). The third dimension represents different truth discovery meth-
ods, which is denoted as M = {My, M, ..., M;}. Each cell of the cube contains
values and their corresponding labels (true or false) provided by the correspond-
ing method. For the single-truth discovery methods, they provide the same label
to the value(s) in the same cell, while the multi-truth discovery methods label
the value(s) individually. As the methods may have differed performance given
a specific application scenario, their results may be conflicting and of varied
quality. We formally define the ensemble truth discovery problem as follows:

Truth Discovery Methods
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Ensemble Truth Discovery Problem. Given a 3-dimensional matrix (or
cube), L truth discovery methods provide boolean labels on values claimed by
M sources on N data items, the objective is to predict the truth of the N data
items, while estimating the quality of different methods and sources.

4 Ensemble Approaches

4.1 Feasibility Analysis

Berti-Equille implements four approaches including Simple Bayesian Ensem-
ble (SBE) [3], Majority Voting (MVE), Uniform Weight (UWE) and Adjust
Weight (AWE) ensembles for combining twelve single-truth discovery methods.
These approaches are straightforward, which simply unify the outputs of exist-
ing methods to the format of a triple {data item, true value(s), veracity score}
and combine them directly. Although they are applicable for most of the existing
methods, they neglect the useful intermediate results, such as source reliability
obtained by the truth discovery methods, thus resulting in limited performance.
Moreover, as one of the twelve combined methods, LTM is a special method
which incorporates the enriched meaning of source reliability and can tackle
multi-truth discovery problem. Naively combining LTM with other single-truth
discovery methods and neglecting the two categories of truth discovery problems
may further deteriorate the effectiveness of ensemble approaches. In this section,
we analyze the feasibility of the ensemble approach and present the possible
ways of ensembling the existing methods as follows.

Parallel Model. Although the output formats of existing truth discovery meth-
ods vary from one another, they can be transformed into the same format. There-
fore, a possible way to ensemble the existing methods is to combine their outputs
in a different manner, i.e., parallel model (to be detailed in Sect. 4.2).

Serial Model. As aforementioned, the existing methods realize truth discov-
ery following the same general principle. Despite their different ways of imple-
mentations, they are generally mutually convertible in their ways of implemen-
tations. In particular, both the parameter inference in probabilistic graphical
model based methods and the coordinate descent in optimization based meth-
ods require updating rules iteratively, which show their potential to be converted
into iterative methods; meanwhile, some iterative methods can be formulated as
parameter inference tasks or optimization problems. Thus, we can consider using
one method’s output as another method’s input for initializing on the priors,
forming the serial model (Sect.4.3).

For either of the above models, we introduce two methods for the two
categories of truth discovery problems, i.e., single-truth discovery ensemble
(S-ensemble) and multi-truth discovery ensemble (M-ensemble).

4.2 Parallel Model

The parallel model unifies the format of and combines their outputs to ensem-
ble existing methods. The ensemble truth discovery problem differs from the
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traditional truth discovery problem in that it takes 3-dimensional rather than
2-dimensional matrix data as inputs. To realize the parallel ensemble model, we
first reduce the dimension of the ensemble problem by regarding each distinctive
(Source, Method) pair as a virtual data source. Therefore, a value associated
with a large number of (Source, Method) pairs indicates that it is either sup-
ported by many sources or predicted as truth by various truth discovery methods.
As each method only provides Boolean values to the values provided by sources,
we can further remove the values labeled as false to reduce the solution space.
After such reduction, the ensemble problem is converted into a traditional truth
discovery problem and can be handled using existing methods.

Parallel S-ensemble. This approach first runs all the existing methods and
formulates their outputs into a 3-dimensional matrix. Then, it trims the matrix
by applying the above-mentioned reduction operations. Finally, it applies one of
the existing truth discovery methods on this trimmed matrix to deliver the final
results. We call these parallel S-ensemble methods “PS-Method” (e.g., PS-Accu).
Specially, though there is no copying relation among the original methods, there
might be complex latent relations among the sources. In such cases, the source
dependence-aware methods, e.g., AccuCopy, are applicable for implementing the
ensemble. This is another difference between our work and UWE/AWE;, as they
simply ensemble the outputs of the methods, and consider the methods to be
combined as virtual sources without considering data sources. Thus, they neglect
the copying relations among sources.

Parallel M-ensemble. This approach first revises the existing methods under
the single-truth assumption so that they can be applied to the multi-truth dis-
covery scenario®. In particular, it treats the values in each cell of the matrix
individually, and run the original methods to output source reliability. Then, it
counts the number of values provided by each source on each data item, and
calculates the truth probability of each number as follows:

Pom)= 1oyl T A TI  (-A@) (1)

ns=n,s€Sp, ns#n,s€Sp,

where Pp, (n) is the unnormalized probability® of truth number n of data item
D;, Sp, is the set of sources which provides values on D;, n, is the number
provided by source s, and A(s) is the reliability of s. For each data item, it
chooses the number with the biggest probability as the number of true values
(denoted as N) and output the top-N values instead of choosing the value with
the biggest confidence score as the outputs. It revises, if necessary, and runs
all the truth discovery methods, formulates and trims their outputs as a 3-
dimensional matrix. Finally, both the existing multi-truth discovery methods
(LTM or MBM) and the revised single-truth discovery methods can be applied to
this matrix to address the ensemble problem. We call these parallel M-ensemble
methods “PM-Method” (e.g., PM-Accu).

2 Hereafter we call the revised methods the modified single-truth discovery methods.
3 Such values are then normalized to represent probabilities.
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4.3 Serial Model

As an alternative, we can sequentially combine the existing methods, i.e., using
one method’s outputs as another method’s a priori inputs to implement the
ensemble approach leading to the serial ensemble model. Here, we simply omit
the consideration of the impact of different orders of the single-truth discovery
methods on the performance of the ensemble approach, but leave further research
on this issue to our future work.

Most existing methods initialize source reliability by assigning uniform
weights among the sources. There are some potential disadvantages of the uni-
form initialization: firstly, with uniform initialization of source reliability, the
performance of methods may rely on the majority. This strategy works well for
the case that the majority of sources are good. However, the real scenarios usu-
ally are not the case, as sources may copy from each other or provide out-of-date
information. Moreover, when we apply truth discovery on challenging tasks, such
as information extraction and knowledge graph construction, most of the sources
are unreliable. For example [18] describes that in their task that “62% of the
true responses are produced only by one or two of the 18 systems (sources)”;
secondly, for the scenario where tie cases (i.e., each source claims a unique value
on a data item) exists, the results of the methods using uniform initialization
are generally unrepeatable. This is because, for the tie cases, the methods would
perform voting or averaging like operations and choose a random value as the
truth at the beginning of the iteration, leading to randomized source reliability
estimation. In contrast, “knowing the precise trustworthiness of sources can fix
nearly half of the mistakes in the best fusion results” [10]. Both the above obser-
vations motivate us to ensemble existing methods based on a serial ensemble
model, which utilizes the source reliability predicted by one method as the prior
for initializing another method.

Serial S-ensemble. The sequence of combining the existing methods is a per-
mutation problem. In this paper, we randomly choose the methods one by one,
and use the source reliability predicted by a method to initialize its direct suc-
cessor method. We call the serial S-ensemble methods “SS-#” (e.g., SS-3).

Serial M-ensemble. We adapt the single methods, when necessary, by using
the same operations designed for parallel M-ensemble. Then, we run the revised
methods in the same order as applied for serial S-ensemble. Similarly, we call
the serial M-ensemble methods “SM-#" (e.g., SM-3).

5 Experiments

5.1 Experimental Setup

We compared our approaches with three groups of truth discovery methods.

Original Single-Truth Discovery Methods (STD). We chose five typical
and competitive algorithms from this category for the comparison. Note that
Sums was revised by incorporating complementary vote.
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— Voting. For each item, it predicts the most frequently provided claim as the
estimated truth(s) without iteration.

— Sums, Avg-Log, TruthFinder, 2-Estimates. All these methods iteratively eval-
uate source reliability and claims alternately from each other using different
calculation methods.

Multi-Truth Discovery Methods (MTD). There are two existing multi-
truth discovery methods:

— LTM. Based on a probabilistic graphical model, it recognizes a value as true
if its veracity score exceeds 0.5.

— MBM. This method incorporates a new mutual exclusion definition for multi-
truth discovery from the reformatted claims.

Modified Single-Truth Discovery Methods (MMTD). We adapted four
representative single-truth discovery methods for the multi-truth scenario by
applying the operations described in Sect. 4.2, resulting in four new methods,
namely Voting*, Sums*, Average-Log*, TruthFinder*, and 2-Estimates™*.

Based on the above representative methods, we derived methods following
our ensemble approaches as follows:

— Parallel S-Ensemble Group. It contains five methods, i.e., PS-Voting, PS-
Sums, PS-AvgLog, PS-TruthFinder, and PS-Estimates.

— Parallel M-Ensemble Group. It consists of seven methods, i.e., PM-LTM, PM-
MBM, PM-Voting*, PM-Sums*, PM-AvgLog*, PM-TruthFinder*, and PM-
2Estimates”™.

— Serial S-Ensemble Group. As Voting does not consider source reliability, we com-
bined the other four single-truth discovery methods and implemented SS-4. We
combined the four methods in the following order: Sums, Avg-Log, TruthFinder,
and 2-Estimates?, and compared $S-1 through SS-4 by gradually adding one
method each time in Sect. 5.4.

— Serial M-Ensemble Group. We combined six methods in the following order:
Sum*, Avg-Log*, TruthFinder*, 2-Estimates®, LTM, and MBM, to implement
SM-6. We chose this order for the same reason as SS-4). We compared SM-1
through SM-6 in Sect.5.4.

We implemented all the above methods in Java 7 and ran experiments on
3 PCs with Intel Core i7-5600 processor (3.20 GH x 8) and 16 GB RAM. The
methods were evaluated in terms of three metrics, including precision, which
is the average percentage of the true positives returned by the methods in the
set of all predicted true values on all values of all data items, recall, which is
the average percentage of the true positives returned by the methods in the
set of ground truths on all values of all data items, and F'; score, which is the
harmonic mean of precision and recall, from which we can see the comprehensive
performance of all the compared methods.

4 We chose this order because it is the increasing order of precision of these four methods
performed on three real-world datasets in [15].
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5.2 Experiments on Real-World Datasets

In this section, we present the evaluation of our ensemble approaches with respect
to the existing methods on three real-world datasets (namely Book dataset [17],
Biography dataset [12], and Movie dataset [15], described in Table 1), where we
have removed the duplicated and invalid records to clean the original datasets.

Table2 shows the evaluation results. For each single method group (i.e.,
single-truth discovery method group and multi-truth discovery method group,
including the modified single-truth methods), no methods consistently outper-
formed the others on all the real-world datasets, which is consistent with the
previous survey studies [11]. Among those single methods, Voting almost always
achieved the best precision. As the data items in all the three real-world datasets

Table 1. Characteristics of three real-world datasets

Book dataset Biography dataset Movie dataset

# sources (Websites): 649 # sources (users): 55,259 sources (Websites): 16

# claims: 13,659 # claims: 227,584 # claims: 33,194
attribute: author names attribute: children attribute: director names
# objects (books): 664 # objects (person): 2,579 # objects (movies): 6,402
ground truths count (GT): ground truths count (GT): ground truths count (GT):
86 books (12.95 %) 2,578 person (99.9 %) 200 movies(3.12 %)

Avg. Coverage per source: 0.0317 | Avg. Coverage per source:0.0016 | Avg. Coverage per source: 0.0625

Avg. # distinct values per data | Avg. # distinct values per data | Avg. # distinct values per data
item item item

(conf): 3.2 (conf): 2.45 (conf): 1.2
Avg. # claims per source: 21.05 Avg. # claims per source: 4.12 Avg. # claims per source: 2074.62

Table 2. Method comparison on real-world datasets and synthetic datasets (The best
performance values in each method group are in bold. We consider multi-truth discovery
methods and modified single-truth methods as one group. The best performance values
among our ensemble approaches are highlighted in the gray background).

Book Biography Movie Syn () _[Syn.(80P)
Group |Method Prec. Recall F] | Prec. Recall Fj [Prec. Recall Fj [Corr. Rate[Corr. Rate
Voting 0.887 0.328 0.471 [0.876 0.855 0.865 [0.01 0.292 0.442 | 0.821 0,581
Sums 0.887 0.54 0.656 |0.859 0.881 0.87 |0.847 0.591 0.696 | 0.319 0.623
STD  |AveL. 0.826 0.605 0.698 [0.904 0.886 0.895 |0.847 0.643 0.731 | 0.317 0.58
TruthF. 0.837 0.605 0.702 |0.905 0.886 0.895 [0.847 0.71 0.772| 0.32 0.62
Est. 0.837 0.621 0.713|0.908 0.888 0.898|0.863 0.692 0.768 | 0.319 0.626
D |TTM 0.826 0.651 0.728 [0.91 0.88 0.895 [0.812 0.813 0.812 | 0.225 0.223
MBM 0.826 0.744 0.783|0.915 0.89 0.902|0.852 0.833 0.842| 0.32 0.533
Voting® 0.756 0.638 0.602 [0.873 0.851 0.862 [0.864 0.523 0.652 | 0.318 0.586
Sums* 0.826 0.644 0.724 |0.905 0.887 0.896 [0.81 0.534 0.64d | 0.319 0.623
MMTD |AvgL* 0.663 0.700 0.685 |0.88 0.89 0.885 [0.812 0.65 0.722 | 0.317 0.58
TruthF.* 0.698 0.709 0.703 |0.876 0.88 0.878 [0.853 0.723 0.783 | 0.32 0.623
Est.* 0.826 0.734 0.777 |0.89 0.88 0.885 |0.865 0.722 0.787 | 0.319 0.626
PS-Voting  [0.857 0.63 _0.710 [0.005 0.886 0.895[0.015 0.75 0.824| 0.323 0.632
PS-Sums 0.837 0.64 0.725|0.905 0.886 0.895[0.92 0.78 0.844 | 0.322 0.631
PS-ens. |PS-AvgL.  |0.837 0.638 0.724 |0.905 0.886 0.895|0.92 0.78 0.844 | 0.322 0.632
PS-TruthF. |0.837 0.64 0.725|0.905 0.886 0.895|0:927/0.792 0.854 | 0.322 0.631
PS-Est. 0.837 0.64  0.725|0.905 0.886 0.895|0.925 0.816 0.867| 0.322 0.631
PM-Voting™ [0:86 1 0.754 0.804 [0.91 0.9  0.005 [0.899 0.821 0.858 | 0.321 0.627
PM-Sums*®  |0.827 0.751 0.787 [0.91 0.89 0.9 |0.883 0.833 0.857 | 0.32 0.627
PM-AvgLog™ [0.829 0.763 0.795 [0.915 0.897 0.906 |0.886 0.833 0.859 |10.8285 0.623
PM-ens. | PM-TruthF.* [0.834 0.791 0.812 [0.01 0.9  0.905 |0.886 0.854 0.87 0.322 0.626
PM-Est.*  |0.842 0.766 0.802 [0.92 0.89 0.905 |0.904 0.846 0.874 | 0.32 0.626
PM-LTM 0.837 0.808 0.822 [0.93 0.91 0.92 |0.91 0.86 0.884| 0.322 0.623
PM-MBM __ |0:86770:812110:836)/0:98110:92/170:925(0.922 0.85 0.885|  0.32 0.628
SS-ens. [554 0.837 0.721 0.775 [0.91 0.9 __0.905 [0.87 _0.753_0.807 | 0.325 0.628
SM-ons. [SM-6 0.836 0.764_0.798 [0.93_0.92  0.925]0.913 [0.866_0.889] 0.321 0.563
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involve multiple true values, LTM and MBM generally achieved better per-
formance than the original single-truth discovery methods, esp. in recall and
F; score. The modified single-truth discovery methods also achieved relatively
higher precision and recall than their original methods. The original single-truth
discovery methods showed higher precision but achieved lower recall than multi-
truth discovery methods. This indicates that the original single-truth discovery
methods tend to underestimate the number of true values.

Both our parallel ensemble methods, i.e., PM and PS, returned better results
than the element methods. The serial ensemble methods, i.e., SS-4 and SM-6, also
showed relatively better performance. In particular, both PM and SM-6 (resp.,
PS and SS-4) outperformed the original multiple (resp., single) truth discovery
methods they combined in terms of precision, recall and F; score on all the three
real-world datasets. In our experiments, five single-truth discovery methods are
combined for PS and seven multi-truth discovery methods are combined for
PM. The obtained 3-dimensional matrices are not significantly different from
each other, which resulted in the outcome that all PM and PS methods show
similar performance. Due to the existence of multiple true values in the datasets,
PM and SM-6 methods performed better than PS and SS-4 methods. However,
neither the SM-6 nor the PM methods could consistently dominate the other,
and the results are different among different datasets. Similar situations occurred
when we compared SS-4 with PS. Further performance studies of SS and SM
will be presented in Sect. 5.4.

5.3 Experiments on Synthetic Datasets

Due to the limited ground truths of real-world datasets, the performance evalua-
tion may be biased by the available ground truth. In this section, we present the
comparison of our approaches with the element methods on synthetic datasets
with a wide spectrum of distribution settings and complete ground truths. We
first generated synthetic datasets by applying the dataset generator proposed by
Waguih et al. [14]. This generator contains six parameters that can be config-
ured to simulate a wide spectrum of truth discovery scenarios. Three parame-
ters, namely the number of sources (M), the number of data items (IV), and the
number of distinct values per data item (V'), determine the scale of the gener-
ated dataset, while the other three parameters, source coverage (cov), ground
truth distribution per source (GT), and distinct value distribution per data item
(conf), determine the characteristics of the generated dataset.

We fixed the scale parameters by setting M = 50, N = 1,000, and V = 20,
configured both cov and conf to follow exponential distributions. In particular,
we chose two distributions (i.e., the random® and 80-pessimistic® distributions)
for GT'. We chose these distributions as they are closest to the real world scenar-
ios. Specifically, for the exponential distribution of conf, the majority of data

5 Random ground truth distribution per source means the number of true positive
claims per source is random.

6 80-pessimistic ground truth distribution per source means 80 % of the sources provide
20 % true positive claims, while 20 % of the sources provide 80 % true positive claims.
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items have few distinct values while few data items have many conflicts. For
the case of exponential source coverage, most sources claim values for few data
items whereas few sources cover the majority of data items. When we face with
the challenging task of information extraction and knowledge base construction,
the majority of sources are always error-prone, and truths are maintained by the
minority. Therefore, random and 80-pessimistic GT distributions are more repre-
sentative. Based on the above configurations, we obtained two types of synthetic
datasets, namely Synthetic(R) and Synthetic(80P), each containing 10 datasets.
The metrics of each method were measured as the average of 10 executions over
the 10 datasets included by the same dataset type.

Table 2 shows the performance comparison of different methods on the syn-
thetic datasets. As each data item in the synthetic datasets has only one single
true value, every method predicted values for all the data items. In this case,
we specially measure the methods in terms of correct rate by computing the
percentage of matched values between each method’s output and ground truths.
Specifically, the experimental results show almost the same pattern with those
on the real-world datasets, which confirms that the ensemble approaches indeed
lead to more accurate truth discovery. As sources in Synthetic(R) claim random
numbers of true positive values, all methods returned low-quality results for this
dataset with correct rate kept around 0.32. Our ensemble methods only showed
slightly better performance. The multi-truth discovery methods, especially LTM,
failed to return good results on both datasets, where each data item has only one
single true value. This is also the reason why SM-6 and PM methods performed
worse than SS-4 and PS.

5.4 Impact of Method Numbers on Serial Ensemble Model

To analyze the impact of the number of methods (which are used to derive
the ensemble approaches) on the two serial ensemble models (i.e., SS and SM),
we conducted experiments on all the above datasets. In particular, we stud-
ied the performance of the serial ensemble methods by gradually adding one
method each time. We combined the existing methods in the same order as
described in Sect.4.3, where SS-1 is the same as Sums, the source reliability
output by Sums was used as the input of AverageLog to realize SS-2. Following
a similar way, we further added TruthFinder and 2-Estimates to implement SS-3
and SS-4. Similarly, we gradually combined Sums*, AverageLog*, TruthFinder*,
2-Estimates™, LTM, and MBM to form SM-1 through SM-6. Through the above
procedures, we finally obtained four SS methods (from SS-1 to SS-4) and six SM
methods (from SM-1 to SM-6).

Figure 2 shows the performance of SS, SM, and the applied existing meth-
ods. In particular, the precision, recall and F; score of SS and SM fluctuated
on all the real-world datasets, and the correct rate of them fluctuated on all
the synthetic datasets, while we gradually combined more methods. Each serial
ensemble method outperformed the last combined method except the special
case of SS-1 (exactly Sums) and SM-1 (exactly Sums*), where the two methods
are the same. This indicates that naively and serially combining more methods
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Fig. 2. Impact of combining different numbers of single methods on SS and SM. The
offsets on the precision and recall lines are the corresponding precision and recall of
the corresponding SS and SM methods, while the upper bounds of the stack columns
are the corresponding F; score of the corresponding SS and SM methods.

does not necessarily improve the effectiveness of the serial ensemble methods in a
proportional manner. However, the accuracy of a single-truth discovery method
could be improved by using the source reliability predicted by other methods
as inputs. This indicates parallel ensemble model is generally better than serial
ensemble model in obtaining the best ensemble performance.

6 Conclusion

In this paper, we focus on the problem of ensembling the existing truth dis-
covery methods for more robust and consistent truth discovery. Several surveys
have shown that a “one-fits-all” truth discovery method is not achievable due
to the limitations of the existing methods. Therefore, combing various compet-
ing methods could be an effective alternative for conducting high-quality truth
discovery. Given very few research efforts have been conducted on this issue, we
analyze the feasibility of such an ensemble approach. We propose two novel mod-
els, namely serial model and parallel model, for combining the truth discovery
methods. We further present several implementations based on the above models
for both single-truth and multi-truth discovery problems. Extensive experiments
over three real-world datasets and various synthetic datasets demonstrate the
effectiveness of our ensemble approaches.
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