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                                     Abstract
Before addressing issues related to describing and interpreting the model and its coefficients, one can never apply too much caution in attempting to interpret results in a causal manner. 
                
              Regression models are excellent tools for estimating and inferring associations between an X and Y given that the “right” variables are in the model. Any ability of a model to provide causal inference rests entirely on the faith of the analyst in the experimental design, completeness of the set of variables that are thought to measure confounding and are used for adjustment when the experiment is not randomized, 
                
               lack of important measurement error, and lastly the goodness of fit of the model.
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                             Notes
	1.The s.d. of a binary variable is, aside from a multiplier of \(\frac{n} {n-1}\), equal to \(\sqrt{a(1 - a)}\), where a is the proportion of ones.


	2.There are decompositions of the Brier score into discrimination and calibration components.


	3.For example, in the binary logistic model, there is a generalization of R
2 available, but no adjusted version. For logistic models we often validate other indexes such as the 
                      
                      
                    ROC area or rank correlation between predicted probabilities and observed outcomes. We also validate the calibration 
                      
                    accuracy of \(\hat{Y }\) in predicting Y.


	4.Using the rms package described in Chapter 6, such estimates and their confidence limits can easily be obtained, using for example contrast(fit, list(age=50, disease=’hypertension’, race=levels(race)), type=’average’, weights=table(race)).
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