Estimating Dynamic Lung Images from High-Dimension Chest Surface Motion Using 4D Statistical Model
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Abstract. Computed Tomography (CT) has been widely used in image-guided procedures such as intervention and radiotherapy of lung cancer. However, due to poor reproducibility of breath holding or respiratory cycles, discrepancies between static images and patient’s current lung shape and tumor location could potentially reduce the accuracy for image guidance. Current methods are either using multiple intra-procedural scans or monitoring respiratory motion with tracking sensors. Although intra-procedural scanning provides more accurate information, it increases the radiation dose and still only provides snapshots of patient’s chest. Tracking-based breath monitoring techniques can effectively detect respiratory phases but have not yet provided accurate tumor shape and location due to low dimensional signals. Therefore, estimating the lung motion and generating dynamic CT images from real-time captured high-dimensional sensor signals acts as a key component for image-guided procedures. This paper applies a principal component analysis (PCA)-based statistical model to establish the relationship between lung motion and chest surface motion from training samples, on a template space, and then uses this model to estimate dynamic images for a new patient from the chest surface motion. Qualitative and quantitative results showed that the proposed high-dimensional estimation algorithm yielded more accurate 4D-CT compared to fiducial marker-based estimation.
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1 Introduction

Medical imaging has been widely used not only for diagnosis but also for intervention, radiotherapy, and surgery guidance. The key for image-guided procedures is to visualize patient’s anatomy and operative devices simultaneously in real-time. However, in many cases real-time imaging is available in coherent with device tracking. In percutaneous lung intervention, electromagnetic or optical tracking can be used for detecting the interventional probes, but there is lack of real-time imaging technique for navigation. Using static pre-procedural CT is not able to solve the discrepancies between the CT and patient’s respiratory stages. Thus, monitoring respiratory phases
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has been the major focus in dealing with breathing or poor reproducibility of breath-holding. Motion compensation also becomes a major challenge for more accurate guidance: it is highly desirable that a precise lung motion model can be used as the roadmap for guiding the intervention during each breath holding cycle.

Recent works for characterizing lung motion can be classified to three categories. The first is lung motion deformation modeling with registration [1-3], but they only construct the respiratory patterns and do not achieve motion modeling/estimation. The second group uses individual patient's dataset [4], e.g., first extracting lung motion in pre-procedural scans and then applying this model during procedures (radiotherapy or intervention). Finally, statistical model can be applied to incorporate both group and individual information for motion modeling. In this way, respiratory patterns trained from a large number of subjects can be used to estimate the dynamic images of individuals, even when the 4D-CT images are not available for them [5, 6]. For example, one can use the motion of a patient's external features in combination with a motion model to compensate for internal respiratory motion [7-10]. One challenge is that the limited dimension of respiratory sensor signals may not reflect the high-dimensional lung motion accurately. Although monitoring respiratory phases well, they may not estimate accurate lung tumor location and shape dynamics. With new computer vision technology, the non-contact vision-based motion monitoring devices can be used for detecting the high-dimensional chest surface motion [11], and it would be promising to estimate dynamic lung motion by statistical model-based prediction between high-dimensional chest surface and lung motion vectors.

In this paper, we propose to estimate dynamic lung images using a 4D statistical model. In the training stage, after performing longitudinal registration of the 4D-CT data of each training subject, the respiratory motion fields are obtained. Then, all the images, lung motion fields, and chest surface motion for all the subjects are aligned onto a template space for training a statistical model. The statistical model is constructed using the high-dimensional 4D motion data to establish the relationship between the chest surface motion and lung respiratory motion in the template space. During the motion estimation stage, the chest surface motion and 3D-CT of a new patient will be captured and transformed onto the template space, and we apply the statistical model to predict the patient-specific lung field motion from the chest surface signals. Finally, the estimated dynamic lung images are transformed to the patient image space for guidance.

In experiments, we used 4D-CT data from thirty lung cancer subjects undergoing radiation therapy planning to construct the statistical model and applied the model to additional 10 subjects for validation. We segmented the tumors and calculated the DICE coefficients between the real testing images and the estimated images. In addition, we also compared the accuracy for estimating deformations with the previous fiducial-based estimation. The results showed that higher accuracy can be achieved with high-dimensional estimation.

2 Method

The proposed algorithm consists of training and prediction stages. In the training stage, the respiratory motion fields and surface motion vectors for each training
subject are aligned onto the template space, and the PCA model is applied to estimate the joint distribution of the 4D high-dimensional data. In the motion prediction stage, the 3D-CT and chest surface motion of a new subject are obtained, and by registering these data onto the template space, the motion estimation is performed to generate a series of lung deformations based on the chest surface motion vectors using the statistical model as the constraints. The serial deformation fields are then transformed onto the patient’s 3D-CT image space to generate the serial CT images for the patient.

2.1 Image Registration and Motion Vector Transformation

For intra-subject registration the main consideration is temporal consistency of motion vectors extracted from the training 4D-CT data. Hence, the joint 4D segmentation and registration algorithm [12] is used. After registration, the longitudinal deformations \( f^s_{i=2}, f^s_{i=3}, ..., f^s_{i=M} \), for serial images, \( l^s_1, l^s_2, ..., l^s_M \), of subject \( s \) with \( M \) respiratory phases are obtained. For inter-subject registration, the baseline (exhale) images between the subject and template, \( l^1 \) and \( l^T \), are registered [13], resulting a global affine transformation \( G_{T \rightarrow s} \) and a deformation field \( f_{T \rightarrow s} \). So, the subject images are first transformed using \( G_{T \rightarrow s} \) and using field \( f_{T \rightarrow s} \) onto the template space.

To transform the respiratory motion fields onto the template space, the motion vectors for each subject need to be scaled and oriented. Thus, the following global and local re-orientation processes between the subject and the template are applied to \( f^s_{i=2}, f^s_{i=3}, ..., f^s_{i=M} \), resulting the respiratory motion of the same subject on the template space. Denoting \( g_{T \rightarrow s} \) the re-orientation matrix of \( G_{T \rightarrow s} \) without translation, the respiratory motion of subject \( s \) is calculated as \( f^s_{i=2} = g_{T \rightarrow s}^{-1} f^s_{i=2}, m = 2, ..., M \). Then, a local re-orientation is achieved by,

\[
\mathbf{u}^s_{i=m}(x) = R_{T \rightarrow s}(x)f^s_{i=m}(x + f_{T \rightarrow s}(x)),
\]

where \( R_{T \rightarrow s}(x) \) is the local rotation matrix at template voxel \( x \), calculated from the Jacobian matrix \( J_{T \rightarrow s}(x) \) of \( f_{T \rightarrow s}(x) \) as \( D_{T \rightarrow s}(x) = I + J_{T \rightarrow s}(x) \),

\[
R_{T \rightarrow s}(x) = (D_{T \rightarrow s}(x)D_{T \rightarrow s}^T(x))^{-1/2}D_{T \rightarrow s}(x).
\]

In this way, all the longitudinal deformation fields calculated from the 4D-CT training samples are transformed onto the template space. Similar operations are applied to the chest surface motion vectors.

For a new subject \( P \), the global affine transformation \( G_{T \rightarrow p} \) (reverse as \( G_{p \rightarrow T} \)) and deformation field \( f_{T \rightarrow p} \) (reverse as \( f_{p \rightarrow T}(x) \)) can be applied between the template and patient spaces. So the estimated the respiratory motion for a patient, \( \mathbf{u}^s_{I=m} \), in the template space, can be transformed back to the patient space using,

\[
f^p_{i=m}(x) = g_{T \rightarrow p} \circ R_{T \rightarrow p}(x)\mathbf{u}^p_{I=m}(G_{p \rightarrow T}(x + f_{p \rightarrow T}(x))).
\]

2.2 Statistical Model-Based Motion Estimation

After obtaining the respiratory motion field \( \mathbf{u}^s_{i=m}, s = 1, ..., N; m = 2, ..., M \), and the chest surface motion \( \mathbf{v}^s_m \), for subject \( s \) with \( M \) respiratory phases, we construct the
statistical model of the longitudinal fields and motion vectors in the template space using PCA by rearranging them into column vectors. For simplicity, we still use the same symbols to represent them. Under this convention, the serial lung motion fields and chest surface motion vectors are represented as $\mathbf{u}^s$ and $\mathbf{v}^s$, respectively, and their mean vectors over all the $N$ training samples are denoted as $\bar{\mathbf{u}}$ and $\bar{\mathbf{v}}$. According to the PCA model, a new vector can be calculated by,

$$
\begin{bmatrix}
\mathbf{u} \\
\mathbf{v}
\end{bmatrix} = 
\begin{bmatrix}
\bar{\mathbf{u}} \\
\bar{\mathbf{v}}
\end{bmatrix} + \mathbf{M} \begin{bmatrix}
\mathbf{b}_u \\
\mathbf{b}_v
\end{bmatrix}. 
\tag{4}
$$

$\mathbf{M}$ is the matrix formed by the eigenvectors of the covariance matrix corresponding to $K$ largest eigenvalues. Thus, given a new feature vector $\mathbf{b} = [\mathbf{b}_u^T, \mathbf{b}_v^T]^T$, the lung motion field and the surface motion vector can be generated using Eq. (4). The multi-dimensional Gaussian distribution is used to model these feature vectors,

$$p(\mathbf{b}) = \frac{1}{\sigma} e^{-\sum_{k=1}^{K} b^2_k / 2\lambda_k}. \tag{5}$$

To estimate the lung respiratory motion field $\mathbf{u}^p$ from the chest surface motion $\mathbf{v}^p$, we need to solve the best the feature vector $\mathbf{b}$, so that the estimated $\mathbf{v}$ matches the patient’s chest surface motion $\mathbf{v}^p$, and at the same time, the prior distribution is maximized [14]. The energy function is defined as,

$$E(\mathbf{b}) = ||\mathbf{v}^p - \bar{\mathbf{v}} - \mathbf{v}_b||^2 + \xi \sum_{k=1}^{K} b^2_k / 2\lambda_k, \tag{6}$$

where $\mathbf{v}$ is the matrix formed by the last $H$ rows of $\mathbf{M}$, with $H$ the dimension of $\bar{\mathbf{v}}$. $\xi$ is the weighting factor for constraining $\mathbf{b}$ with the prior distribution. After $\mathbf{b}$ is estimated, the lung motion vector $\mathbf{u}^p$ can be calculated by $\mathbf{u}^p = \bar{\mathbf{u}} + \mathbf{u}_b \mathbf{b}_b$, with $\mathbf{u}_b$ as the top part of $\mathbf{M}$ corresponding to the lung respiratory motion field.

### 2.3 Estimating Patient-Specific Lung Motion Fields

Vision-based monitoring devices [11] are used to record patient’s chest surface motion. The coordinates of chest surface from the monitoring devices are transferred to the scanned CT image space after camera calibration and surface-based registration. Suppose the serial surfaces are represented by $\mathbf{d}_t$, with $t$ as time. According to the exhale and inhale status of the surface signals, we temporally divide surface motion vectors in a breathing cycle to $M$ phases, denoted as $\mathbf{w}_m = \mathbf{d}_m - \mathbf{d}_1, m = 2, ..., M$. By substituting $\mathbf{w}_m$ to $\mathbf{f}_{1-m}^c$ in Eq. (1), the chest surface motion vector on the template space can be calculated, which gives $\mathbf{v}^p$ as in Eq. (6). After optimizing Eq. (6) for the best feature vector $\mathbf{b}$, the lung respiratory fields $\mathbf{u}^p$ are estimated, which shows how the lung deforms during a respiratory cycle for the patient in the template space. Finally, we apply Eq. (3) to transform the deformation fields $\mathbf{u}^p$ from the template space to the patient space, and a series of CT images can be generated by deforming the 3D CT image of the patient. Intermediate images can also be obtained by sampling the estimated longitudinal deformations if more than $M$ images are needed.

Ideally, the above estimation should be performed in real-time. However, because of the computational load for transformations between the template and the patient
spaces, as well as the statistical model-based lung deformation field estimation, it took about 3 minutes for the estimation. Therefore, for real clinical use, we record the chest surface signals for multiple cycles, and pre-calculate CT serial images based on the recorded signals. During the guidance, a least squares error method can be used to select the best CT image that matches the current chest surface signals.

3 Results

In experiments, 4D-CT datasets from forty lung cancer patients undergoing radiotherapy planning were used to evaluate the performance of the estimation accuracy. Patients were with smaller lesions to eliminate the registration and training errors for motion modeling. The 4D-CT images for each subject consist of ten respiratory phases with the first and the last images to be the exhale images and the fifth and the sixth are the inhale images. The in-plane resolution of each image is 0.98mm×0.98 mm and the slice thickness is 1.5mm. One subject was selected as the template, 29 were used for training and 10 were used for testing. A template generated by group-wide registration may be used in the future to minimize the bias toward template images. For the testing sample, the chest surface signals derived from 4D-CT and the exhale CT were used for estimating CTs of other phases, and the estimation results were compared with the known 4D-CT. Our algorithm was implemented on a DELL workstation with 4 Inter 2.5GHz dual core Quad Q9300 processors and 8GB RAM. The time for training was around 1 hour, and that for testing each case was less than 3 minutes.

![Fig. 1. Examples of the estimation results. The exhale (a) and inhale (b) images of two subjects; (c) estimated inhale images; (d): Overlap of predicted and real inhale images.](image)

Fig. 1 shows two examples of the results. The real exhale and inhale images of the subjects are shown in column (a) and (b), and column (c) gives the estimated inhale images by using the inhale chest surface signals. The images in column (d) show the overlapping between the estimated inhale images and the real inhale images. It can be seen that the estimated inhale images match the real inhale image well.

To quantitatively evaluate the performance of the algorithm, we compared the proposed surface-based estimation with the estimation based on EM-tracked chest fiducials [9]. The difference is that for chest fiducial points, four fiducial signals were
used to track the chest motion, while for the propose method, the entire chest surface was applied for lung respiratory motion estimation. The idea is that high-dimensional deformation is involved in the prediction problem, and compared to fiducial signals with four sensors, high-dimensional chest surface motion would provide more accurate estimation. For the fiducial-based estimation, because of the limited number of fiducials, it may be feasible to predict the respiratory phases and to monitor the respiratory motion during intervention, but it may not have sufficient degree-of-freedom to predict the precise shape and location of the internal anatomical structures, such as lung field, bone, diaphragm, and tumor, etc.

With 30 datasets for training and 10 for testing, we can compute the quantitative performance as how well the method recovers the longitudinal deformations for each testing image series. For each testing subject, we register the 4D-CT images and obtain the longitudinal deformations $f_{1 \rightarrow m}(x)$. After estimation, the estimated longitudinal deformations are denoted as $\hat{f}_{1 \rightarrow m}(x), m = 2, \ldots, M$. The average lung respiratory motion estimation error for each subject can be calculated as,

$$\mathbb{E} = \frac{1}{|\Omega|} \sum_{m=2}^{M} \sum_{x \in \Omega} |f_{1 \rightarrow m}(x) - \hat{f}_{1 \rightarrow m}(x)|,$$

where $\Omega$ represents the domain of the voxels of the first time-point image of each subject. $|\Omega|$ is the number of voxels.

![Comparison of deformation estimation errors](image)

**Fig. 2.** Average errors for lung motion estimation

Fig. 2 plots the average estimation errors for each subject. The solid bars are the errors for fiducial-based estimation, and the shaded bars show the estimation errors using chest surface-based estimation. The estimation errors using our proposed surface-based estimation method are between 0.92mm and 1.63mm with an average of 1.17mm, while the errors using fiducial-based estimation method are between 1.22mm and 2.16mm with an average of 1.61mm. Overall, the results show that surface-based estimation outperforms the fiducial-based estimation. Thus, for current clinically used techniques such as respiratory belts (one-dimensional signal) and fiducial-based breath tracking (limited number of signals), although they can be used for monitoring the respiratory phases, they may be limited for predicting the lung motion. On the other hand, using the chest surface-based statistical motion estimation, we could obtain more accurate estimation.
In another evaluation, we calculated how well the shape of lung tumor is estimated. Fig. 3 shows some sample results. Fig. 3 (a) is the inhale CT for a subject, and Fig. 3 (b) is the exhale CT. Their overlapping is shown in Fig. 3 (c). To measure the tumor estimation accuracy, we estimate the inhale images form exhale images and compare quantitatively whether the estimated tumor shape in the estimated inhale phase matches that in the original inhale image. Fig. 3 (d-f) shows the images of three other subjects with red curves as the manually marked tumor from the original inhale images, and the green curves show the estimated tumor shapes. We can see that the tumor positions and shapes under different respiratory phases can be estimated well. The DICE coefficient was used for quantitatively measuring estimation results of tumor positions. In our experiments, the average value of DICE coefficients over the 10 testing subjects are 88.1%±2.8% using the proposed algorithm, while the results are 82.6%±5.7% for fiducial-based estimation. Overall, these results demonstrate promising dynamic lung motion modeling.

![Fig. 3. Lung tumor estimation with dynamic modeling. (a) Exhale CT; (b) inhale CT; (c) overlaying (a) and (b); (d-f) comparisons of tumor estimation between actual and estimated CT images for three additional subjects. Red: real tumor outline; green: estimated tumor.]

4 Conclusion

A statistical model-based patient-specific 4D-CT estimation method is proposed for respiratory motion compensation. After registering the training data including 4D-CT and chest surface motion vectors for each subject onto the template space, a statistical model is trained, and the lung respiratory motion for new subject can be estimated from the chest surface motion vector. Finally, the estimated serial deformations are transformed onto the patient space. Quantitative validation using lung deformation field estimation errors and DICE coefficients for tumor shape estimation accuracy showed that the proposed surface-based estimation outperforms the fiducial-based
prediction. The proposed dynamic image estimation method could be used to guide
the delivery of radiation beams to the moving lung tumor or to help navigate the in-
terventional device during percutaneous lung cancer intervention, e.g., image-guided
biopsy and radiofrequency ablation.
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