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                                     Abstract
Recent years have witnessed the widespread success of convolutional neural networks (CNNs) in computer vision and multimedia. The CNNs based background subtraction methods, which are effective for addressing the challenges (such as shadows, dynamic backgrounds, illumination changes) existing in real-world applications, have attracted much attention. However, these methods usually require a large amount of densely labeled video training data, which are hardly collected in the real-world. To address this problem, in this paper, we propose a multiscale cascaded scene-specific CNNs based background subtraction method equipped with a novel training strategy, which takes advantage of the balance of positive and negative training samples. The proposed method can rely on a small number of training samples to effectively train the robust neural network models. Experimental results on the CDnet-2014 dataset show that the proposed method obtains better performance with much less training samples compared with the state-of-the-art methods.
Keywords
	Background subtraction
	Multiscale cascaded scene-specific CNNs
	Convolutional neural networks




                                
                            

                            
                                
                                    
                                        
                                            
                                                
                                                   This is a preview of subscription content, log in via an institution.
                                                
                                            

                                        

                                    
                                
                                
                                    
                                        
                                            
 
  
   Buying options

   
    
     	
       
        Chapter
      
	
       
        USD   29.95
       

      
	
       Price excludes VAT (USA)
      


             
      	Available as PDF
	Read on any device
	Instant download
	Own it forever

Buy Chapter
     

    

    
     	
       
        eBook
      
	
       USD   84.99
      
	
       Price excludes VAT (USA)
      


        
      	Available as EPUB and PDF
	Read on any device
	Instant download
	Own it forever

Buy eBook
     

    

    
     	
       
        Softcover Book
      
	
       USD   109.99
      
	
       Price excludes VAT (USA)
      


        
      	Compact, lightweight edition
	Dispatched in 3 to 5 business days
	Free shipping worldwide - see info

Buy Softcover Book
     

    

   

  

  
   Tax calculation will be finalised at checkout

   Purchases are for personal use only
Learn about institutional subscriptions
  

 

 
 


                                        

                                    
                                
                            

                            

                            
                            
                                
                            


                            

                            

                             References
	Maddalena, L., Petrosino, A.: A self-organizing approach to background subtraction for visual surveillance applications. IEEE Trans. Image Process. 17(7), 1168–1177 (2008)
Article 
    MathSciNet 
    
                    Google Scholar 
                

	Biswas, K.K., Basu, S.K.: Gesture recognition using microsoft kinect®. In: IEEE International Conference on Automation, Robotics and Applications, pp. 100–103 (2011)

                        Google Scholar 
                

	Paul, M., Lin, W., Lau, C.T., Lee, B.S.: Pattern-based video coding with dynamic background modeling. EURASIP J. Adv. Signal Process. 2013(1), 138–153 (2013)
Article 
    
                    Google Scholar 
                

	Stauffer, C., Grimson, W.E.L.: Adaptive background mixture models for real-time tracking. In: IEEE Computer Society Conference on Computer Vision and Pattern Recognition, pp. 246–252 (1999)

                        Google Scholar 
                

	Bianco, S., Ciocca, G., Schettini, R.: Combination of video change detection algorithms by genetic programming. IEEE Trans. Evol. Comput. 21(6), 914–928 (2017)
Article 
    
                    Google Scholar 
                

	Jiang, S., Lu, X.: WeSamBE: a weight-sample-based method for background subtraction. IEEE Trans. Circuits Syst. Video Technol. (2017). https://doi.org/10.1109/TCSVT.2017.2711659
Article 
    
                    Google Scholar 
                

	Liao, J., Wang, H., Yan, Y., Zheng, J.: A novel background subtraction method based on ViBe. In: Zeng, B., Huang, Q., El Saddik, A., Li, H., Jiang, S., Fan, X. (eds.) PCM 2017, Part II. LNCS, vol. 10736, pp. 428–437. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-77383-4_42
Chapter 
    
                    Google Scholar 
                

	Wang, Y., Jodoin, P.M., Porikli, F., Konrad, J., Ishwar, P.: CDnet 2014: an expanded change detection benchmark dataset. In: IEEE Conference on Computer Vision and Pattern Recognition Workshops, pp. 387–394 (2014)

                        Google Scholar 
                

	Braham, M., Droogenbroeck, M.V.: Deep background subtraction with scene-specific convolutional neural networks. In: International Conference on Systems, Signals and Image Processing, pp. 1–4 (2016)

                        Google Scholar 
                

	Wang, Y., Luo, Z., Jodoin, P.M.: Interactive deep learning method for segmenting moving objects. Pattern Recognit. Lett. 96, 66–75 (2017)
Article 
    
                    Google Scholar 
                

	Tieleman, T., Hinton, G.: Lecture 6.5-RmsProp: divide the gradient by a running average of its recent magnitude. In: COURSERA: Neural Networks for Machine Learning (2012)

                        Google Scholar 
                

	Braham, M., Pierard, S., Droogenbroeck, M.V.: Semantic background subtraction. In: IEEE International Conference on Image Processing, pp. 4552–4556 (2017)

                        Google Scholar 
                

	Babaee, M., Dinh, D.T., Rigoll, G.: A deep convolutional neural network for video sequence background subtraction. Pattern Recognit. 76, 635–649 (2018)
Article 
    
                    Google Scholar 
                

	Zhao, X., Chen, Y., Tang, M., Wang, J.: Joint background reconstruction and foreground segmentation via a two-stage convolutional neural network. In: IEEE International Conference on Multimedia and Expo., pp. 343–348 (2017)

                        Google Scholar 
                

	Chen, Y., Wang, J., Zhu, B., Tang, M., Lu, H.: Pixel-wise deep sequence learning for moving object detection. IEEE Trans. Circuits Syst. Video Technol. (2017). https://doi.org/10.1109/TCSVT.2017.2770319


Download references




 Acknowledgements
This work was supported by the National Natural Science Foundation of China under Grants U1605252, 61472334, 61571379, and by the Natural Science Foundation of Fujian Province of China under Grant 2017J01127.


 Author information
Authors and Affiliations
	Fujian Key laboratory of Sensing and Computing for Smart City, School of Information Science and Engineering, Xiamen University, Xiamen, 361005, China
Jian Liao, Guanjun Guo, Yan Yan & Hanzi Wang


Authors	Jian LiaoView author publications
You can also search for this author in
                        PubMed Google Scholar



	Guanjun GuoView author publications
You can also search for this author in
                        PubMed Google Scholar



	Yan YanView author publications
You can also search for this author in
                        PubMed Google Scholar



	Hanzi WangView author publications
You can also search for this author in
                        PubMed Google Scholar





Corresponding author
Correspondence to
                Hanzi Wang .


 Editor information
Editors and Affiliations
	Hefei University of Technology, Hefei, China
Richang Hong 

	National Chiao Tung University, Hsinchu, Taiwan
Wen-Huang Cheng 

	University of Tokyo, Tokyo, Japan
Toshihiko Yamasaki 

	Hefei University of Technology, Hefei, China
Meng Wang 

	City University of Hong Kong, Hong Kong, Hong Kong
Chong-Wah Ngo 




 Rights and permissions
Reprints and permissions


 Copyright information
© 2018 Springer Nature Switzerland AG


 About this paper
[image: Check for updates. Verify currency and authenticity via CrossMark]       



Cite this paper
Liao, J., Guo, G., Yan, Y., Wang, H. (2018).  Multiscale Cascaded Scene-Specific Convolutional Neural Networks for Background Subtraction.

                     In: Hong, R., Cheng, WH., Yamasaki, T., Wang, M., Ngo, CW. (eds) Advances in Multimedia Information Processing – PCM 2018. PCM 2018. Lecture Notes in Computer Science(), vol 11164. Springer, Cham. https://doi.org/10.1007/978-3-030-00776-8_48
Download citation
	.RIS
	.ENW
	.BIB

	DOI: https://doi.org/10.1007/978-3-030-00776-8_48

	Published: 19 September 2018

	
                            Publisher Name: Springer, Cham

	
                                Print ISBN: 978-3-030-00775-1

	
                                Online ISBN: 978-3-030-00776-8

	eBook Packages: Computer ScienceComputer Science (R0)


Share this paper
Anyone you share the following link with will be able to read this content:
Get shareable linkSorry, a shareable link is not currently available for this article.


Copy to clipboard

                                Provided by the Springer Nature SharedIt content-sharing initiative
                            







 Publish with us
Policies and ethics



                            
                            
    

                        

                    
                
                
                    
                        
                            
                                
                                    
                                        
                                            Access via your institution
                                            
                                                
                                            
                                        
                                    

                                
                            
                        
                        
                            
                        


                        
                            
                        


                        
                            

                                
                                    
                                        
                                            
 
  
   Buying options

   
    
     	
       
        Chapter
      
	
       
        USD   29.95
       

      
	
       Price excludes VAT (USA)
      


             
      	Available as PDF
	Read on any device
	Instant download
	Own it forever

Buy Chapter
     

    

    
     	
       
        eBook
      
	
       USD   84.99
      
	
       Price excludes VAT (USA)
      


        
      	Available as EPUB and PDF
	Read on any device
	Instant download
	Own it forever

Buy eBook
     

    

    
     	
       
        Softcover Book
      
	
       USD   109.99
      
	
       Price excludes VAT (USA)
      


        
      	Compact, lightweight edition
	Dispatched in 3 to 5 business days
	Free shipping worldwide - see info

Buy Softcover Book
     

    

   

  

  
   Tax calculation will be finalised at checkout

   Purchases are for personal use only
Learn about institutional subscriptions
  

 

 
 


                                        

                                    
                                

                                

                                

                                

                            

                        

                    
                

            
    

        
    


    
        
            Search

            
                
                    
                        Search by keyword or author
                        
                            
                            
                                
                                    
                                
                                Search
                            
                        

                    

                
            

        

    



    
        Navigation

        	
                    
                        Find a journal
                    
                
	
                    
                        Publish with us
                    
                
	
                    
                        Track your research
                    
                


    


    
	
		
			
			
	
		
			
			
				Discover content

					Journals A-Z
	Books A-Z


			

			
			
				Publish with us

					Publish your research
	Open access publishing


			

			
			
				Products and services

					Our products
	Librarians
	Societies
	Partners and advertisers


			

			
			
				Our imprints

					Springer
	Nature Portfolio
	BMC
	Palgrave Macmillan
	Apress


			

			
		

	



		
		
		
	
		
				
						
						
							Your privacy choices/Manage cookies
						
					
	
						
							Your US state privacy rights
						
						
					
	
						
							Accessibility statement
						
						
					
	
						
							Terms and conditions
						
						
					
	
						
							Privacy policy
						
						
					
	
						
							Help and support
						
						
					


		
	
	
		
			
				
					
					3.91.10.104
				

				Not affiliated

			

		
	
	
		
			[image: Springer Nature]
		
	
	© 2024 Springer Nature




	





    

    
    
    


