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1. Summary. Simple nonparametric classes of alternatives are defined for various nonparametric hypotheses. The power of a number of such tests against these alternatives is obtained and illustrated with some numerical results. Optimum rank tests against certain types of alternatives are derived, and optimum properties of Wilcoxon's one- and two-sample tests and of the rank correlation test for independence are proved.

2. Introduction. The most pressing need in the theory and practice of nonparametric tests at this time seems to be for results concerning the power of such tests, particularly those based on ranks. This would provide a basis for comparing the many different tests proposed as well as for determining the sample sizes necessary to distinguish significant departures from a hypothesis with a reasonable degree of certainty.

The chief problem one is faced with when investigating the power of a nonparametric test is the choice of suitable alternatives. Even in the simplest problems the variety of alternatives is so great that it is clearly impossible to consider all of them. In the past, investigators have concentrated on alternatives postulating normal distributions for the random variables in question. These alternatives, which unfortunately are rather difficult to handle mathematically, must, of course, be studied if one wishes to find out how nonparametric methods compare with procedures based on normal theory. On the other hand, when comparing different rank tests, one is no longer tied to normal alternatives, but it would on the contrary seem rather desirable to make the comparisons in terms of nonparametric classes of alternatives.

As a specific example, consider the one-sided two-sample problem, and suppose that on the basis of samples $X_1, \ldots, X_m; Y_1, \ldots, Y_n$ from cumulative distribution functions $F$ and $G$ respectively we wish to test the hypothesis $H: F = G$ against the alternatives that $G(x) \leq F(x)$ for all $x$. If among these alternatives we look for some simple subclasses, parametric theory suggests

$$G(x) = F(x - a) \quad \text{for some } a > 0.$$ 

But under such alternatives, the distribution of the ranks will depend not only on $a$, but also on $F$, nor, in general, would $a$ be a suitable measure of the difference

\textsuperscript{1} This work was sponsored in part by the Office of Naval Research. Part of the computations were carried out in connection with a project on the evaluation of rain making undertaken by the Statistical Laboratory, University of California for the State Department of Public Works.
of $F$ and $G$. The situation is similar to the corresponding one for normal distributions with different means and, say, common but unknown variance.

We shall in the present paper discuss mathematically "natural" nonparametric alternatives against which the distribution of the ranks is constant. Once these have been defined, it is relatively simple, on the basis of a theorem of Hoeffding, to obtain the power of any rank test and also to derive tests possessing various optimum properties.

The classes of alternatives with which we shall be dealing involve arbitrary functions for which one must make a definite choice in order to get specific power-results. This choice is here made solely on the grounds of simplicity for the resulting calculations. We do not, of course, claim that these are the alternatives that actually prevail when the hypothesis is not true. Rather, it seems that where nonparametric methods are appropriate, one usually does not have very precise knowledge of the alternatives. What is then required are alternatives representative of the principal types of deviation from the hypothesis, in terms of which one can study, at least in outline, the ability of various tests to detect such deviations. Such an approach is here presented, and the computations are carried through for a few examples. However, in order to get a valid comparison of such tests as the Wald-Wolfowitz run test and the Smirnov two-sample test, for example, much more systematic computation is required. Such computations seem entirely feasible and would seem to be a worthwhile undertaking.

I should like to express my gratitude to Miss E. L. Scott for her help in setting up and supervising the computations for Table 1 and to Mrs. M. Vasilewskis who carried out these computations, as well as to Mr. H. Wagner and Mr. J. Rosenbaum on whose computations Fig. 2 and 3 are based.

3. The hypothesis of randomness. While we shall be concerned mainly with the two-sample problem, it is convenient to present some preliminary considerations in the more general notation of the hypothesis of randomness. We shall here make the assumption, to hold throughout the paper, that all distribution functions that we consider are to be continuous.

Let $f_i$ ($i = 1, \cdots, N$) be continuous, nondecreasing functions defined over the interval $[0, 1]$ such that $f_i(0) = 0, f_i(1) = 1$. Let $Z_1, Z_2, \cdots, Z_N$ be independent random variables distributed according to cumulative distribution functions $F_1, \cdots, F_N$. We shall denote by $T(f_1, \cdots, f_N)$ the family of all $(F_1, \cdots, F_N)$ such that $F_i = f_i(F)$ where $F$ runs through all continuous cdf’s. The classes $T(f_1, \cdots, f_N)$ for different choices of the functions $f_1, \cdots, f_N$ then define a partition of the family of all $N$-tuples $(F_1, \cdots, F_N)$ of the kind described. It should perhaps be pointed out that different $N$-tuples $f_i$ do not necessarily generate different families of $F$'s. If $f_i$ is strictly increasing on $[0, 1]$, a natural normalization would be to take $f_i(x) = x, 0 \leq x \leq 1$. If $(F_1, \cdots, F_N)$ belongs to the class $T(f_1, \cdots, f_N)$ we shall write

$$F_1 : F_2 : \cdots : F_N = f_1 : f_2 : \cdots : f_N.$$
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We shall now show that the distribution of the ranks of the Z's is constant within each family \( \mathcal{F}(f_1, \ldots, f_N) \).

**Lemma 3.1.** If \( F \) is a continuous cdf and if the cdf of \( Z \) is given by \( P(Z \leq z) = f(F(z)) \) where \( f \) is nondecreasing on \([0, 1]\) with \( f(0) = 0 \), \( f(1) = 1 \), then the cdf of \( F(Z) \) is \( f \).

**Proof.** When \( f(u) = u \), \( 0 \leq u \leq 1 \) this result is well known and implies in our case that \( f(F(Z)) \) is uniformly distributed over \([0, 1]\). Therefore

\[
P(f(F(Z)) < f(u)) \leq P(F(Z) \leq u) \leq P(f(F(Z)) \leq f(u))
\]

and the first and third member equal \( f(u) \).

Let us denote the ranks of the \( N \) variables \( Z_1, \ldots, Z_N \) by \( T_1, \ldots, T_N \). Then we have

**Lemma 3.2.** If \( Z_1, \ldots, Z_N \) are independent, the distribution of \( T_1, \ldots, T_N \) is constant within each family \( \mathcal{F}(f_1, \ldots, f_N) \).

**Proof.** Clearly

\[
P(F(Z_{i_1}) < \cdots < F(Z_{i_N})) \leq P(T_{i_1} = 1, \ldots, T_{i_N} = N)
\]

\[
\leq P(F(Z_{i_1}) \leq \cdots \leq F(Z_{i_N})).
\]

But the first and third members of this inequality are independent of \( F \) and equal since by Lemma 3.1 the distribution of the \( F(Z_i) \) is independent of \( F \) and continuous.

As an immediate consequence of this lemma we have

**Theorem 3.1.** Given any functions \( f_1^*, \ldots, f_N^* \) and any rank test of the hypothesis \( H:(F_1, \ldots, F_N) \in \mathcal{F}(f_1, \ldots, f_N) \), the power of this test depends only on \( F_1^*: \cdots :F_N^* \). That is, if \( F_1: \cdots :F_N = F_1^*: \cdots :F_N^* \) so that \( (F_1, \ldots, F_N) \) and \((F_1^*, \ldots, F_N^*)\) belong to the same class \( \mathcal{F}(f_1, \ldots, f_N) \) the test has the same power against these two alternatives. Furthermore, given any class of alternatives \( K:(F_1, \ldots, F_N) \in \mathcal{F}(f_1, \ldots, f_N) \) there exists a uniformly most powerful rank test for testing \( H \) against \( K \).

**Proof.** The first statement is just a specialization of Lemma 3.2. Since the distribution of the ranks is simple both under \( H \) and \( K \), the second statement as well as a method of constructing the most powerful rank test follow from the Neyman-Pearson fundamental Lemma.

In order to apply this theorem we require the distribution of \((T_1, \ldots, T_N)\) for the \((f_1, \ldots, f_N)\) of our choice. The relevant result was obtained by Hoeffding ([1], p. 88). Instead of stating it here we shall in the next section give its specialization for the two-sample problem.

**4. The two-sample problem.** Let \( X_1, \ldots, X_m \) and \( Y_1, \ldots, Y_n \) be independently distributed with cdf's \( F \) and \( G \) respectively. We wish to test the hypothesis \( H:F = G \). The classes \( \mathcal{F}(f_1, \ldots, f_N) \), in the present case, involve only two functions \( f \) and \( g \) and may be written as \( \mathcal{F}(f, g) \). To simply our notation, we shall assume that \( f \) is strictly increasing. Then \( \mathcal{F}(f, g) \) may be represented by a single function \( g \) and is given by \( \mathcal{F}(g) = \{(F, g(F))\} \) where the domain of \( F \) is as before
the totality of continuous cdf's, and where \( g \) is a continuous nondecreasing function with \( g(0) = 0, g(1) = 1 \).

Let us denote the ordered \( X \)'s and \( Y \)'s by \( X^{(1)} < X^{(2)} < \cdots < X^{(m)} \) and \( Y^{(1)} < \cdots < Y^{(n)} \) and the ranks of the \( X \)'s and \( Y \)'s in the combined sample by \( R_1 < \cdots < R_m \) and \( S_1 < \cdots < S_n \) respectively. The complete set of the ranks is, of course, determined by the ranks of the \( Y \)'s alone. We shall assume here that the function \( g \) is differentiable on \([0, 1]\) with derivative \( g' \). Specializing a theorem of Hoeffding ([1], p. 88) to the present case we find that when \( F \) and \( G = g(F) \) are the cdf's of the \( X \)'s and \( Y \)'s, then

\[
P(S_1 = s_1, \cdots, S_n = s_n) = \frac{1}{\binom{m+n}{m}} E_r \left[ g'(F(Y^{(s_1)})) \cdots g'(F(Y^{(s_n)})) \right]
\]

where the expectation is computed under the assumption that \( F \) is the true distribution of both the \( X \)'s and \( Y \)'s. Since in this case \( F(Y) \) is uniformly distributed over \([0, 1]\), we get

\[
(4.1) \quad P(S_1 = s_1, \cdots, S_n = s_n) = \frac{1}{\binom{m+n}{m}} E[g'(U^{(s_1)}) \cdots g'(U^{(s_n)})]
\]

where \( U^{(s_1)}, \cdots, U^{(s_n)} \) are the \( s_1 \) to \( s_n \) order statistics in a sample of \( m + n \) variables distributed uniformly over \([0, 1]\).

Since the probability distribution of the ranks can be expressed so simply in
terms of $g$ it is seen that the difficulty in obtaining power results for a specific alternative is directly related to the complexity of the function $g$ involved. This explains why the investigation for normal alternatives has proved so difficult. When $F$ and $G$ are two distinct normal cdf's, the function $g = G(F^{-1})$ is not particularly easy to handle.

Consider now the one-sided alternatives $G(x) \leq F(x)$. To this corresponds a function $g$ such that $g(x) \leq x$, $0 \leq x \leq 1$. The simplest choice in view of (4.1) seems to be $g(x) = x^k$; $k > 1$. The associated problem is that of testing $H: G = F$ against the alternatives $K: G = F^k$. In addition to mathematical simplicity, this choice has the advantage of admitting a simple interpretation of the alternatives. Suppose that $k$ is an integer. Then $F^k$ is the distribution of the maximum of $k$ independent variables having distribution $F$. Thus under the alternative, the $X$'s have distribution $F$ while the distribution of the $Y$'s is the same as that of the maximum of $k$ $X$'s.

In order to give an idea of how much larger the $Y$'s are than the $X$'s, note that if $G = F^k$, $P(X < Y) = \int F \, dG = k/k + 1$. In Fig. 1, we have assumed that the distribution of $X$ is given by the densities

$$f_1(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}; \quad f_1(x) = e^{-x}, \quad 0 \leq x; \quad f_1(x) = 1, \quad 0 \leq x \leq 1$$

respectively and show the density of $f_k$ of $Y$ when $G = F^k$ for $k = 2, 3$ and 6. In terms of the present frame of reference the distance of the density $f_k$ from $f_1$ is
the same in all three cases, since in each of them \( f_k \) is the density of the maximum of \( k \) observations from \( f_1 \) and since further in all three cases, every rank test has the same probability of detecting the hypothesis to be false when \( f_1 \) is the density of the \( X \)'s and \( f_k \) that of the \( Y \)'s.

It is clear that a similar interpretation of the alternatives \( F^k \) can be given when \( k \) instead of being an integer is any rational number. Altogether, we may think of the class of alternatives \( G = F^k \), as a one parameter family of nonparametric classes of alternatives. The distribution of the ranks under these alternatives is now easily determined from (4.1).

\[
\begin{align*}
\text{FIG. 1-C}
\end{align*}
\]

For if we put \( N = m + n, s_0 = 0, s_{n+1} = N + 1, u_0 = 0, \) and \( u_{n+1} = 1, \) the joint density \( p(u_1, \ldots, u_n) \) of \( U^{(s_1)}, \ldots, U^{(s_n)} \) is given by

\[
(4.2) \quad \frac{N!}{\prod_{i=0}^{n} (s_{i+1} - s_i - 1)!} \prod_{j=0}^{n} (u_{j+1} - u_j)^{s_{j+1} - s_j - 1}
\]

over the region \( 0 = u_0 \leq u_1 \leq \cdots \leq u_{n+1} = 1. \) If here we make a transformation to new variables \( V_1, \ldots, V_n \) defined by

\[
(4.3) \quad u_i = v_i v_{i+1} \cdots v_n \quad (i = 1, \ldots, n)
\]
and put $v_0 = 0, v_{n+1} = 1$, it is seen that the joint density of the $V$'s is

$$N! \prod_{i=0}^{n} \frac{(s_{i+1} - s_i - 1)!}{v_i^{j_1-1}(1 - v_j)^{s_{i+1} - s_i - 1}}$$

over the region $0 \leq v_j \leq 1, j = 1, \ldots, n$ so that the $V$'s are independently distributed according to Beta-distributions, that is, as are single order statistics from a uniform distribution.

### Table 1

<table>
<thead>
<tr>
<th>Test</th>
<th>$m = n = 4$</th>
<th>$m = n = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta(F^3)$</td>
<td>$\beta(F^3)$</td>
</tr>
<tr>
<td></td>
<td>$\beta(F^3)$</td>
<td>$\beta(F^3)$</td>
</tr>
<tr>
<td>$T_1$</td>
<td>.23</td>
<td>.33</td>
</tr>
<tr>
<td>$T_2$</td>
<td>.31</td>
<td>.47</td>
</tr>
<tr>
<td>$T_3$</td>
<td>.32</td>
<td>.49</td>
</tr>
<tr>
<td>$T_4$</td>
<td>.14</td>
<td>.20</td>
</tr>
<tr>
<td>$T_5$</td>
<td>.15</td>
<td>.22</td>
</tr>
<tr>
<td>$T_6$</td>
<td>.19</td>
<td>.32</td>
</tr>
</tbody>
</table>

Since $U^{(s_1)} \cdots U^{(s_n)} = V_1 \cdot V_2^2 \cdots \cdot V_n^n$, we have when $G = F^k$ and hence $g'(u) = k u^{k-1}$,

$$P(S_1 = s_1, \ldots, S_n = s_n) = \frac{k^n}{(m + n)} \cdot \frac{E[(U^{(s_1)} \cdots U^{(s_n)})^{k-1}]}{\prod_{j=1}^{n} E(V_j^{s_j - j})}$$

(4.5)

In particular, when $k = 2$ so that $G = F^2$,

$$P(S_1 = s_1, \ldots, S_n = s_n) = \frac{2^n}{(m + n)} \cdot \frac{s_1(s_2 + 1) \cdots (s_n + n - 1)}{(m + n + 1)(m + n + 2) \cdots (m + 2n)}$$

(4.6)

Using (4.6) (or more generally (4.5) or (4.1)) one can now compute the power of various rank tests against the alternatives in question. One must list the sets $(s_1, \ldots, s_n)$ making up the critical region and then sum the right-hand side of (4.6) over these values of the ranks. In this manner Table 1 was com-
puted, which gives the power of six different rank tests $T_1 - T_6$ against the alternatives $G = F^2$ and $G = F^3$ at level of significance $\alpha = .1$. Since the computation of the exact power rapidly increases in difficulty with the sample size, these computations have been carried through only for the cases $m = n = 4$ and $m = n = 6$.

The above tests are defined as follows.

$T_1$: One-sided median test. Rejects $H$ when too many $Y$’s exceed the median of the combined sample. See Mood ([2], p. 394) and Westenberg [18].

$T_2$: One-sided Wilcoxon test [3], [4]. Rejects when $S_1 + \cdots + S_m$ is too large, or equivalently when there are too many pairs $X_i, Y_j$ ($i = 1, \cdots, m; j = 1, \cdots, n$) with $X_i < Y_j$.

$T_3$: This is the most powerful rank test for testing $G = F$ against $G = F^2$ (see Section 6). It rejects when $S_1(S_2 + 1) \cdots (S_n + n - 1)$ is too large.

$T_4$: Wald-Wolfowitz run test [5]. Rejects when the total number of runs of $X$’s and $Y$’s is too small.

$T_5$: Two-sided median test ([2], p. 394). Rejects when either too many $X$’s or $Y$’s exceed the median of the combined sample.

$T_6$: Two-sided Wilcoxon test [3], [4]. Rejects when

$$\left| S_1 + \cdots + S_m - \left( \frac{m + n + 1}{2} \right) \right|$$

is too large.

Although it is not shown in Table 1, we mention for later reference also

$T_7$: Smirnov two-sample test [6]. Rejects when

$$\left| F_{X_1, \ldots, X_m}(t) - G_{Y_1, \ldots, Y_n}(t) \right|$$

is too large where $F_{X_1, \ldots, X_m}(t)$ and $G_{Y_1, \ldots, Y_n}(t)$ are the sample cumulative distribution functions of the $X$’s and $Y$’s respectively.

Of course, not all of these tests are directly comparable. While the first three are aimed only at alternatives under which the $Y$’s tend to be larger than the $X$’s, the fifth and sixth test are designed against two-sided alternatives, and the fourth and seventh against arbitrary deviations from the hypothesis.

5. Large sample power. For alternatives of the type $G = F^k$ it also becomes a relatively easy task to compute the approximate power of certain rank tests using large sample theory. Some results obtained in this way are shown in Fig. 2 and 3.

Fig. 2 gives the power of various tests against the alternative $g(F) = F^2$ for different sample sizes $n$. The lowest of the four curves (labeled $\beta_i$) corresponds to the run test (the subscripts refer to the numbering of the tests in the previous section) and is based on theory not yet completely verified. The next curve,
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$\beta_1$, gives a lower bound to the power of the Smirnov test, while the two upper curves show the power of the two-sided and one-sided Wilcoxon test. In Fig. 3 are shown the corresponding curves for $g(F) = F^3$, except that the run test has been omitted.

The remainder of this section is devoted to a discussion of the formulae from which Fig. 2 and 3 were computed.

For the Wilcoxon statistic $U$ which counts the number of pairs $X_i, Y_j$ with $X_i < Y_j$ it was proved by Mann and Whitney [4] that for large samples
is approximately normally distributed when \( F = G \), and the proof of the corresponding fact when \( F \neq G \) was given in [7]. Mann and Whitney also gave the first two moments of \( U \) as

\[
E \left( \frac{U}{mn} \right) = \int F \, dG
\]

\[
(5.1) \quad m n \sigma^2 \left( \frac{U}{mn} \right) = \left[ \frac{m + n + 1}{12} + (m - 1)(\lambda - \epsilon_1) + (n - 1)(\lambda - \epsilon_2) \right. \\
\left. - \lambda^2(m + n - 1) \right]
\]

where

\[
\lambda = \frac{1}{2} - \int F \, dG \\
\epsilon_1 = \frac{1}{3} - \int F^2 \, dG, \quad \epsilon_2 = \frac{1}{3} - \int (1 - G)^2 \, dF.
\]

(Note that the notation used here differs from that in [4].) If \( G = F^k \) we have

\[
\int F \, dG = \frac{k}{k + 1}, \quad \int F^2 \, dG = \frac{k}{k + 2}, \quad \int G^2 \, dF = \frac{1}{2k + 1},
\]

and hence on substituting in (5.1)

\[
E \left( \frac{U}{mn} \right) = \frac{k}{k + 1}
\]

\[
(5.4) \quad m n \sigma^2 \left( \frac{U}{mn} \right) = \frac{k}{(k + 1)^2} \left[ \frac{m - 1}{k + 2} + \frac{k(n - 1)}{2k + 1} + 1 \right].
\]

The theory of the run test was developed by Wald and Wolfowitz [5] and certain extensions were given in [8]. If \( W \) denotes the total number of runs of \( X \)'s and \( Y \)'s and if \( m/n = \gamma \) it was shown in [5] that when \( F = G \), \( (W/m - E(W/m))/\sigma(W/m) \) is asymptotically normally distributed. It was also proved that when \( G = g(F) \) where the derivative \( g' \) of \( g \) is continuous and positive on \( 0 < x < 1 \), then

\[
E \left( \frac{W}{m} \right) \to 2 \int_0^1 \frac{g'(x)}{\gamma + g'(x)} \, dx \quad \text{as} \quad m \to \infty.
\]
In [8] Wolfowitz stated that the distribution of $W$ is approximately normal even when $g(x) \equiv x$, and he derived the asymptotic formula

\[
\frac{1}{\sigma^2} \left( \frac{W}{\sqrt{m}} \right) \to \int_0^1 \frac{\gamma g'^2}{(\gamma + g')^2} \, dx + \int_0^1 \frac{g' \left( \gamma^3 + g'^3 \right)}{(\gamma + g')^4} \, dx \\
- \left[ \int_0^1 \frac{g'^2}{(\gamma + g')^2} \, dx \right]^2 - \gamma^3 \left[ \int_0^1 \frac{g'}{(\gamma + g')^2} \, dx \right]^2.
\]

When $G = F^k$, then $g(x) = x^k$ and $g'(x) = kx^{k-1}$, and the integrals on the righthand side of (5.3) and (5.4) can be evaluated without much difficulty. The power of the run test against $g(F) = F^2$ shown in Fig. 2 was computed in this manner. Since then it has been pointed out to me by R. Savage that when the limit result for

\[
\frac{W}{m} - E \left( \frac{W}{m} \right) \sim \frac{E(W/m)}{\sigma(W/m)}
\]

we replace

\[
E(W/m)
\]

by

\[
2 \int_0^1 g'(x)/(\gamma + g'(x)) \, dx,
\]

the error is of the order

\[
\sqrt{m} \left[ E(W/m) - 2 \int_0^1 g'(x)/(\gamma + g'(x)) \, dx \right],
\]

as is seen from (5.4). Thus (5.3) is not enough to guarantee the validity of this substitution. However, the numerical results obtained seemed sufficiently interesting to leave them in, in the hope that a proof of their validity will soon be forthcoming.

The large sample distribution of the Smirnov statistic has not yet been investigated when $F \neq G$. However, it was pointed out by Massey [9] that a lower bound to the power can be obtained simply by the inequality

\[
P(\sup_i | F_{x_1,\ldots,x_m}(t) - G_{y_1,\ldots,y_n}(t) | \geq C)
\]

\[
\geq P( | F_{x_1,\ldots,x_m}(t_0) - G_{y_1,\ldots,y_n}(t_0) | \geq C)
\]

where $t_0$ is any particular value of $t$. If $F(x) = x (0 \leq x \leq 1), G(x) = F^k(x) = x^k$ and we take for $t_0$ the point of maximum difference between $F$ and $G$, we get $t_0 = 1/k - 1/k$. Now $F_{x_1,\ldots,x_m}(t_0)$ and $G_{y_1,\ldots,y_n}(t_0)$ are the proportion of successes in $m$ and $n$ binomial trials with probability of success equal to $F(t_0) = t_0$ and $G(t_0) = t_0^k$ respectively. Thus for moderately large sample sizes

\[
F_{x_1,\ldots,x_m}(t_0) - F_{y_1,\ldots,y_n}(t_0)
\]
is approximately normally distributed with mean \( t_0 - t_0^k \) and variance
\[
(t_0(1 - t_0)/m) + (t_0^k(1 - t_0)/n).
\]
The constant \( C \) of (5.5) can be obtained from [10] or [11].

6. Optimum rank tests for the two-sample problem. We next consider the problem of determining the optimum rank test of \( H:G = F \) against \( K:G = g(F) \).

Under the hypothesis all \( \binom{m + n}{m} \) possible combinations of \( s_1, \ldots, s_n \) are equally likely while their probabilities under \( K \) are given by (4.1). Thus the problem, in terms of ranks, reduces to that of testing a simple hypothesis against a simple alternative, and its solution is given by the fundamental lemma of Neyman and Pearson. The most powerful test rejects when the ratios of the probabilities is too large. Since the denominator of this ratio is constant (independent of \( s_1, \ldots, s_n \)), this is equivalent to rejecting when (4.1) is too large.

If we take, for example, \( g(F) = F^2 \) the most powerful rank test rejects when
\[
s_1(s_2 + 1) \cdots (s_n + n - 1) > C.
\]
The power of this test is shown against \( G = F^2 \) and \( G = F^3 \) in Table 1.

Since usually one does not have any precise alternatives in mind, it is perhaps more interesting to turn the problem around and to investigate what optimum properties (if any) are possessed by some of the standard rank tests. This gives an indication of the type of deviation from the hypothesis that the test under consideration is particularly suited to detect and therefore of the circumstances in which the application of the test is appropriate. As one such example, we shall discuss here the Wilcoxon test.

Consider to this end the one-parameter family of nonparametric alternatives given by
\[
(6.1) \quad g_p(F) = qF + pF^2, \quad 0 \leq p \leq 1, \quad p + q = 1.
\]
If \( \beta(p) \) denotes the power of a test against \( g_p(F) \) we shall show that the one-sided Wilcoxon test among all rank test maximizes \( \beta'(0) \), the slope of the power function at the hypothetical point. It is thus \"locally most powerful\" just against the type of alternative we have been considering.

To prove this result we must consider \( \beta(p) \). Since \( d/du \ (g_p(u)) = q + 2pu \) it follows from (4.1) that
\[
P(S_1 = s_1, \ldots, S_n = s_n \mid p) = \frac{1}{\binom{m + n}{m}} E[(q + 2pU^{(s_1)}) \cdots (q + 2pU^{(s_n)})]
\]
and hence that

384
\[ \frac{d}{dp} P(S_1 = s_1, \ldots, S_n = s_n \mid p) \bigg|_{p=0} = \frac{1}{\binom{m+n}{m}} E \left[ \sum_{i=1}^{n} (2U^{(s_i)} - 1) \right] \]

\[ = \frac{1}{\binom{m+n}{m}} \left[ \frac{2}{m+n+1} \sum_{i=1}^{n} s_i - n \right]. \]

Therefore

\[ \beta'(0) = \sum \frac{1}{\binom{m+n}{m}} \left[ \frac{2}{m+n+1} \sum_{i=1}^{n} s_i - n \right], \]

where the summation extends over the sets \((s_1, \ldots, s_n)\) that form the critical region. It follows as before from the fundamental lemma of Neyman and Pearson that we maximize \(\beta'(0)\) at a fixed level of significance by rejecting \(H\) when the right-hand side of (6.2), and hence \(\sum_{i=1}^{n} s_i\), is too large. This is the desired result.

The above property of the Wilcoxon two-sample test can be generalized in various directions, which we shall sketch only briefly. First, an analogous property holds for any test whose region of rejection is of the form

\[ (6.3) \quad h(s_1) + h(s_2) + \cdots + h(s_n) \geq C. \]

In any such case one can find a function \(h^*\) for which the test given by (6.3) maximizes the slope of the power function \(\beta(p)\) against the alternatives \(g_p(F) = qF + ph^*(F)\) at \(p = 0\). A particular example of (6.3) is Mood's median test \(T_1\), which rejects when the number of \(s_i\) exceeding a given constant is too large. However, in most cases, and this seems to include the one under consideration, the function \(h^*\) is too complicated to be very enlightening and to warrant the tedious computations necessary to obtain it. The existence of \(h^*\) follows from the fact that the \(s_i\) can only take on a finite number of values so that without loss of generality, the function \(h\) in (6.3) may be taken to be a polynomial. Furthermore, as in the case of the Wilcoxon statistic the test maximizing \(\beta'(0)\) against the alternatives \(qF + ph^*(F)\) is given by the rejection region

\[ E[h^*(U^{(s_1)}) + \cdots + h^*(U^{(s_n)})] > C. \]

To complete the proof it is enough to show that there exists a polynomial \(h^*\) and constants \(a > 0, b\) such that \(h^*(0) = 0, h^*(1) = 1, h^*(u) \geq 0\) for \(0 \leq u \leq 1\) and \(E[h^*(U^{(s)})] = a[h(s) + b].\) Now from the fact (see (4.5)) that

\[ E[(U^{(s)})^k] = \frac{s(s+1) \cdots (s+k-1)}{(m+n+1) \cdots (m+n+k)}, \]

it is seen that there exists a polynomial \(P\) for which \(E(P'(U^{(s)})) = h(s).\) Putting \(h^*(s) = a[P(s) + bs] + c\) we need to show only that given any polynomial \(P\)
there exist constants \( a > 0, b, c \) such that \( a P(0) + c = 0, a[P(1) + b] + c = 1 \) and \( a[P'(s) + b] \geq 0 \) for \( 0 \leq s \leq 1 \), and this is easily verified.

Another extension of the above result concerns a problem different from but closely related to the two-sample problem. (In this connection see Hemelrijk [19]). Let \( Z_1, \cdots, Z_N \) be identically and independently distributed with cdf \( M \). The hypothesis to be tested is that \( M \) is symmetric about the origin, that is, that for all \( z \), \( M(z) + M(-z) = 1 \). If we assume \( M \) to be continuous, put \( 1 - M(0) = \rho \) and denote by \( F \) and \( G \) the conditional distributions of \( Z \) given that \( Z > 0 \) and of \(-Z \) given that \( Z < 0 \), the hypothesis is equivalent to the two statements \( \rho = \frac{1}{2} \), \( F = G \). Let \( m \) and \( n \) be the number of positive and negative \( Z \)'s respectively, and denote by \( X_1, \cdots, X_m \) and \( Y_1, \cdots, Y_n \) the positive \( Z \)'s and the absolute values of the negative \( Z \)'s respectively, in their original order of subscripts. Consider now the probability of any particular set of ranks of the \( Y \)'s under some alternative. Given \( m \) and \( n \), this is independent of \( \rho \) and is given by (4.1) when \( G = g(F) \). In addition, \( n \) is a binomial variable with probability \( \rho \) of success. Thus we get

\[
P(\text{The number of } Z \text{'s } > 0 \text{ is } n \text{ and } S_1 = s_1, \cdots, S_n = s_n) \]
\[
\quad = \rho^n (1 - \rho)^{N-n} E[g'(U^{(s_1)}) \cdots g'(U^{(s_n)})].
\]

If in particular, one considers alternatives with \( \rho = \frac{1}{2} \), the right-hand side of (6.4) becomes \( 2^{-N} E[g'(U^{(s_1)}) \cdots g'(U^{(s_n)})] \), which formally differs from (4.1) only by a multiplicative constant. Thus any optimum test of the two-sample problem derived on the basis of (4.1) gives rise to a dual one for the hypothesis of symmetry. As an example, the Wilcoxon two-sample test which rejects when \( s_1 + \cdots + s_n > C \), under translation in the above manner becomes a test of the hypothesis of symmetry also proposed by Wilcoxon [3] and recently shown by Tukey [12] to be equivalent to a test proposed independently by Walsh [13]. This test is now seen to maximize \( \beta'(0) \) against the alternatives according to which \( M(0) = \frac{1}{2} \), the conditional distribution of \( Z \) given \( Z > 0 \) is \( F \) and that of \(-Z \) given \( Z < 0 \) is \( qF + pF^2 \).

As another application of this approach, let us once more consider the two-sample problem, but this time with a two-sided class of alternatives. For simplicity, we take \( m = n \), and we assume that either the \( X \)'s are distributed according to \( F \) and the \( Y \)'s according to \( qF + pF^2 \) or vice versa. Let \( \beta(p) \) denote the power of a rank test against the first of these alternatives and \( \beta^*(p) \) that against the second. We shall then maximize the average power \( \frac{1}{2}[\beta(p) + \beta^*(p)] \) at \( p = 0 \). Since it turns out that \( \beta'(0) + \beta'^*(0) = 0 \) this is equivalent to maximizing \( \beta''(0) + \beta^*''(0) \).

From (4.1) we see that the sum of the probabilities of \( R_1 = r_1, \cdots, R_n = r_n \), \( S_1 = s_1, \cdots, S_n = s_n \) under the two alternatives is

\[
E[(q + 2pV^{(s_1)}) \cdots (q + 2pV^{(s_n)})] + E[(q + 2pU^{(r_1)}) \cdots (q + 2pU^{(r_n)})]
\]
\[
\quad = 2 + pE \left[ \sum_{i=1}^{n} (2U^{(r_i)} - 1) + \sum_{i=1}^{n} (2U^{(r_i)} - 1) \right]
\]
\[
+ p^2 E \left[ \sum_{i<j} (2V^{(r_i)} - 1)(2V^{(r_j)} - 1) + 2 \sum_{i<j} (U^{(r_i)} - 1)(U^{(r_j)} - 1) \right] + o(p^2).
\]
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Now
\[ \sum_{i=1}^{n} [E(U^{(x)}) + E(V^{(r)})] = \frac{\sum r_i + \sum s_i}{2n + 1} = n \]
so that the coefficient of \( p \) is zero. The coefficient of \( p^2 \) is, except for a constant, given by
\[
4 \sum_{i<j} [E(V^{(x)} V^{(s)}) + E(U^{(r)} U^{(e)})] - 2 \sum_{i<j} E[V^{(x)} + V^{(s)} + U^{(r)} + U^{(e)}]
= 4 \sum_{i<j} \frac{s_i(s_j + 1) + r_i(r_j + 1)}{(2n + 1)(2n + 2)} - 4 \sum_{i\neq j} \frac{s_i + s_j + r_i + r_j}{(2n + 1)}.
\]
Using the fact that \( \sum_{i<j}s_i = \sum (n - i)s_i \) and that \( \sum (r_i + s_i) \) as well as \( \sum r_i^2 + s_i^2 \) are constants, the coefficient of \( p^2 \) is, except for a constant,
\[
\frac{2}{(2n + 1)(2n + 2)} [(\sum s_i)^2 + (\sum r_i)^2 + \sum (s_i - i)^2 + \sum (r_i - i)^2].
\]
Thus we maximize the average power at \( p = 0 \) by maximizing (6.5) or equivalently
\[
\left[ \sum s_i - n(2n + 1) \right]^2 + \left[ \sum r_i - n(2n + 1) \right]^2
+ \sum (s_i - i)^2 + \sum (r_i - i)^2.
\]
Rather surprisingly this is not the two-sided Wilcoxon test which is given just by the first two terms of (6.6).

This result can be given a slightly different form. Let us write the alternative \( qF + pF^2 \) in the form
\[
g_{\theta}(F) = \frac{1}{1 + \theta} (F + \theta F^2)
\]
where we shall be interested only in values of \( \theta \) close to zero, and where we may then consider also negative values of \( \theta \). If \( \beta(\theta) \) denotes the power of some rank test against \( \theta \) we may in analogy to the type A tests of Neyman and Pearson [14] maximize \( \beta''(0) \) subject to \( \beta(0) = \alpha, \beta'(0) = 0 \). This will clearly again lead to (6.6).

Such a parametric approach can be carried further. Consider, for example, samples from \( k \) populations \( F_1, \ldots, F_k \) and the hypothesis \( H:F_1 = \cdots = F_k \). If we then consider alternatives of the form \( F_i = (1/1 + \theta_i)(F + \theta_i F^2) \) with \( \sum \theta_i = 0 \), we can, for example, maximize the average power over the sphere \( \sum \theta_i^2 = \delta^2 \) for small \( \delta \). This is analogous to a formulation given by Wald [15] for the normal case, and leads to an extension of (6.6).

**7. The hypothesis of independence.** To illustrate the general approach of this paper with another example, consider a sample \((X_1, Y_1), \ldots, (X_n, Y_n)\) from a bivariate distribution. The hypothesis to be tested is that \( X \) and \( Y \) are in-
dependent. Nonparametric alternatives to this will be defined by means of a function $h$ of two variables such that $h$ is a continuous cdf over the unit square $0 \leq x, y \leq 1$ (so that $h(0, 0) = 0, h(1, 1) = 1$). A nonparametric class $\mathcal{H}(h)$ of bivariate distributions is then formed by the totality of distributions $h(F, G)$ where $F, G$ are arbitrary continuous univariate cdf's. Suppose now that the $X$'s are ordered and that in this ordering the rank of $X_i$ is $R_i$ ($i = 1, \ldots, n$). Similarly, we shall denote by $S_i$ the rank of $Y_i$ among the $Y$'s. We then have, analogously to the corresponding result in Section 3,

**Theorem 7.1.** For the distributions of a class $\mathcal{H}(h)$ the distribution of the $R$'s and $S$'s is constant, that is, independent of $F$ and $G$.

This follows from

**Lemma 7.1.** If $h, F$ and $G$ are continuous and if $P(X \leq x, Y \leq y) = h(F(x), G(y))$ then

$$P(F(X) \leq u, G(Y) \leq v) = h(u, v).$$

**Proof.** Let $x, y$ be such that $F(x) = u, G(y) = v$. Then

$$P(X < x, Y < y) \subseteq P(F(X) \leq u, G(Y) \leq v) \subseteq P(X \leq x, Y \leq y).$$

But

$$P(X < x, Y < y) = P(X \leq x, Y \leq y) = h(F(x), G(y)) = h(u, v).$$

Again we can write down the distribution of the $R$'s and $S$'s using Hoeffding's theorem. In fact if $h'(u, v) = (\partial^2/\partial u \partial v)h(u, v)$ we have

$$P(R_1 = r_1, \ldots, R_n = r_n; S_1 = s_1, \ldots, S_n = s_n)
= E[h'(U^{(r_1)}, V^{(s_1)}) \cdots h'(U^{(r_n)}, V^{(s_n)})]$$

where $U_1, \ldots, U_n; V_1, \ldots, V_n$ are two independent samples from a uniform distribution on $[0, 1]$ and $U^{(r_i)}, V^{(s_i)}$ are the associated order statistics. It should be noted that in (7.2) it is not assumed that either the $r_i$ or the $s_j$ are arranged in natural order. Alternatively we may take $r_i = i$ and define $s_i$ as the rank of the $Y$ that is associated with the $i$th smallest $X$. In this notation only the $S_i$ remain random and instead of (7.2) we get

$$P(S_1 = s_1, \ldots, S_n = s_n) = \frac{1}{n!} E[h'(U^{(1)}, V^{(s_1)}) \cdots h'(U^{(n)}, V^{(s_n)})].$$

Perhaps the simplest choice for $h$ would seem to be

$$h'(u, v) = u + v; \quad h(u, v) = \frac{1}{2}(u^2 + u^2v).$$

This corresponds to the family of cdf's $H(x, y) = \frac{1}{2}[F(x)G^2(y) + F^2(x)G(y)]$ and can be interpreted similarly to the alternatives discussed in previous sections. The observations $X, Y$ are drawn with probability $\frac{1}{2}$ each from two bivariate populations with independent components. According to one of these $X$ is an observation from $F$ while $Y$ is the larger of two observations from $G$; according
to the other the situation is just reversed. A general family of alternatives could be obtained in this way, given by

$$H(x, y) = \sum_{i=1}^{l} p_i F^{s_i}(x)G^{b_i}(y), \quad p_i \geq 0, \quad \sum p_i = 1.$$ .

The distribution of the ranks under such alternatives can be written down on the basis of (4.5) and (7.3). However, even in the simplest cases such as (7.4) the resulting expressions are quite complex except for very small values of \(n\).

It seems of interest that one of the best known tests for independence, that based on the rank correlation coefficient, possesses an optimum property similar to the ones derived in Section 6 for the Wilcoxon and related tests. For let

(7.4)  
$$h_p(u, v) = quv + pu^2v^2.$$ 

Using (7.2) we see that the probability of \(R_i = r_i, S_j = s_j (i, j = 1, \ldots, n)\) is

$$E[(q + 4pU^{(r_1)}V^{(s_1)}) \cdots (q + 4pU^{(r_n)}V^{(s_n)})].$$

Differentiating this with respect to \(p\) and setting \(p = 0\) we get

$$E \left[ \sum_{i=1}^{n} (-1 + 4U^{(r_i)}V^{(s_i)}) \right] = -n + \frac{4}{(n+1)^2} \sum_{i=1}^{n} r_i s_i.$$ 

Thus the test that maximizes the slope of the power function against the alternatives (7.4) at \(p = 0\) rejects when \(\sum r_i s_i\) is too large, and hence when the rank correlation coefficient is too large. More generally, if \(h_p(u, v) = quv + pg_1(u)g_2(v)\), the test that maximizes the slope of the power function rejects when \(g_1(U^{(r_i)})g_2(V^{(s_i)})\) is too large. In this manner we obtain a generalization of the result connected with (6.3).
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