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Abstract This work considers the key management for secure multicast in the
Logical Key Hierarchy (LKH) model, and proposes a methodology to
establish the minimal key length that guarantees a specified level of
confidentiality. We reach such a result by analyzing and extending the
threat model to the confidentiality of the multicast information. For
this extended threat model, we present a methodology that takes into
account the following parameters: (1) the required lifetime of the
information confidentiality; (2) the level of the key in the LKH model;
(3) the dynamics of the multicast group, that is the eviction rate of
the users. From these rationales we develop an analytical model that,
for each level, derives the appropriate key length, that is the minimal
length that assures the desired degree of confidentiality under the hy-
potheses in the threat model. Finally, for a specific instance of the LKH
model, we describe a numerical example that shows the saving that can
be achieved in terms of the key lengths.
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1. Introduction

Many emerging applications (for instance pay per view TV, stock op-
tion bid), are based upon a group communication model. In particular,
they require message delivery from one or more authorized senders to
a large number of authorized receivers. This model is available on the
Internet, where multicast communication has been successfully imple-
mented to provide an efficient, best effort delivery service to large groups of users Dee88. The deployment of network applications requiring group communication will accelerate in coming years. Thus, security is an important concern to enable the adoption and diffusion of the multicast paradigm.

Cryptographic techniques should prevent unauthorized users from accessing the content of delivered messages. As a result, securing group communications, that is, providing confidentiality, authenticity, and integrity of messages delivered between group members, is a critical issue. In this paper, message confidentiality is assured by using simple and efficient private key techniques for group data encryption. Note that, although group communications using sophisticated cryptographic techniques are proposed in the literature STW98, our choice is motivated by the fact that asymmetric cryptography requires much more resources to decrypt messages Sch96, thus depleting the level of service perceived by the users.

Confidentiality is among the main requirements we consider: only authorized users should decrypt a multicast message, even though this message is broadcast over a geographical region. The confidentiality requirement can be translated in the context of secure multicast into the following four requirements on key distribution: (1) Non-group Confidentiality: users that were never part of the group should not have access to any key that can decrypt any multicast data sent to the group; (2) Forward Confidentiality: users deleted from the group at some time \( t \) do not have access to any key used to encrypt data after \( t \), unless they are authorized to join again the group; (3) Collusion Freedom: no subset of deleted users should be able to decrypt future group communications, even by sharing the keys they had before deletion; (4) Backward Confidentiality: a user added at time \( t \) should not have access to any key used to encrypt data before \( t \) while the user was not part of the group.

This paper focuses on key distribution schemes for secure group communications. In particular, we focus our efforts on an efficient use of the bandwidth available to the center. The available bandwidth is one of the most valuable resources affecting the management of group dynamics ASW00; CMN99. To reduce the bandwidth used by management messages, we derive a model in which the length of the encryption keys is reduced with respect to the current solution in literature, while not affecting the overall security of the model.

We provide a methodology to select the bit length of the encryption keys in the LKH model. In particular, we provide: (1) a threat model for information confidentiality in multicast communications; (2) an analytical model which supports the following results: (a) the length of the
encryption keys can be set accordingly to the parameters indicated in the threat model and the key level in the LKH hierarchy; (b) such a key length is shorter than the key length from current literature, without weakening the security level enforced by the standard model; (c) the key length decreases as the number of users in the system increases; (d) our methodology achieves savings in the number of bits to be broadcast of the order of $\Theta(\log^2 n)$ with respect to current re-keying schemes (see Section 1.5), and these savings are remarkable in real-world numerical examples as well. Reducing the key length in the LKH model, reduces the re-keying completion time, enhance the reliability of the key transmission and reduces the storage requirement for the users.

In Section 1.2, we describe the multicast communication model assumed in this paper, while in Section 1.3 we define the threat model. In Section 1.4 we first derive an analytical methodology, and then we show a numerical example. In section 1.5 we describe related work in the field. Finally, Section 1.6 contains some concluding remarks.

2. Multicast Model

2.1 The LKH Model

We assume the LKH model described in WGL00 (key graph model). That is, there is a multicast group $\mathcal{M} = \{u_1, \ldots, u_n\}$, which is a dynamically changing subset of all possible users. The set can change according to the eviction of a user from the group, or according to a new user joining the group. We assume there is a super user, called the center, which can send a message to the multicast group that can be received by all members of $\mathcal{M}$. The message is sent over an insecure channel, therefore the same message can be received by other entities not belonging to $\mathcal{M}$. To enforce the privacy of data, we can assume available to the users in $\mathcal{M}$ and to the center a cryptographic module, based on symmetric key cryptography. In the following, when the center needs to send a message $m$ to $\mathcal{M}$, the center will compute $m' = E_k(m)$ and then will broadcast to the group $\mathcal{M}$ the message. The key $k$, shared by all users and the center is the session key. A join occurs when a new user $u_j$ is added to $\mathcal{M}$, while a deletion occurs when a user $u_e$ is evicted from $\mathcal{M}$.

The key graph requires to build up a tree of auxiliary keys (in the following key graph tree), whose leaves are the private key of the users in $\mathcal{M}$. Each user has to store the keys that are on the leaf-root path. Within this framework, an excellent trade-off between the per user required storage, and efficiency in the number of message required is achieved.

Referring to this model, we will adopt the following terminology: (1) the siblings of a user $u_i$ in the key graph is the set of users that share
with the user $u_i$ the same parent; (2) we will assume, unless otherwise specified, that the number of the users in the key graph is exactly $n = |\mathcal{M}| = b^h$, where $b$ is the arity of the key graph. This assumption (that is, the key graph is perfectly balanced) does not affect the generality of our findings, but simplifies the presentation; (3) the root of the key graph (that is the session key) is located at height 0, while its leaves are at height $h$; (4) the user to be excluded from the multicast group will be denoted by $u_e$. In Figure 1 an example of such a key tree. Note that the relevant literature in the field assumes that all keys in the key graph tree have the same bit length.

In the following, we assume, without loss of generality, that $b = 2$. That is, the key graph we consider is a binary tree. However, the same kind of results hold for an arbitrary tree arity.

### 2.2 Security in the LKH Model

When the session key has to be changed due to the occurrence of an eviction, all users need to change the auxiliary keys shared with the evicted user $u_e$. Indeed, employing one of these keys to encrypt any message would result in a violation of the privacy, since the encryption key is hold by $u_e$, which could correctly decrypt the message. When a join occurs, the newly joined user $u_j$ receives the appropriate sequence of auxiliary keys from the center. The center encrypts such messages via the private key of $u_j$, which is known only by the center and $u_j$ himself.

It has been shown in CGI+99; YLZL01 that the most complex re-keying operation is an eviction, and in the following we will deal with this kind of re-keying operation. Moreover, a re-keying operation due to
a join can be performed according to an optimal algorithm described in WCS+99.

3. The Threat Model and its Implication

Information confidentiality is a time related property. Indeed, information usually requires to be protected from unauthorized access for a certain period of time only, after which it is not worth securing that information any longer. For instance, stock quotes may need to be protected for, say, twenty minutes. After such a period, this information can be assumed to be publicly known, and there is no point in assuring its confidentiality. We refer to the period during which it is worth securing a given information as its lifetime (LL). A first ingredient to the definition of the lifetime of a piece of information is the period \( t_d \) for which the manager of the multicast group desires this information to be confidential. In general, \( LL \leq t_d \), as it is worthless to enforce confidentiality beyond \( t_d \). However, \( LL \) and \( t_d \) are usually different. For instance, even though a broker in the stock market could desire to keep stock quotes confidential for one hour, after twenty minutes this information is uncovered by many different sources. Hence, while \( t_d \) is equal to 60 minutes, the lifetime cannot be more than 20 minutes.

Given the goal of enforcing confidentiality of a piece of information throughout its lifetime, it is important to define the capabilities of the attackers. In the next section, we will describe the threat model for multicast communications in a dynamic group of users.

3.1 The Threat Model

Our threat model assumes that an enemy has the capability of intercepting all the communications between the center and the multicast group. That is, the enemy is able to eavesdrop all the encrypted payload traffic, as well as the management traffic. The management traffic is the set of communications which do not carry payload information, like rekeying messages. However, we limit the adversary to be passive, that is the adversary cannot inject forged messages in the communication channel. This assumption is coherent with our goal to preserve information confidentiality.

We extend such a threat model by taking into account the behavior of the currently legitimate users, as well as the behavior of the evicted users. As for the legitimate users, we assume that a legitimate user does not leak any information he holds. This assumption is congruent with the relevant literature of the field (see Section 1.5). Indeed, to discourage any legitimate user from disclosing its keys, a tracing traitor scheme
NNL01; BPS00 can be applied. Note that such a solution does not prevent a legitimate user to leak its keys, but can deter users from such a malicious behavior since the leaking user can be traced and prosecuted.

As for evicted users, we assume that each evicted user can have a malicious behavior. In particular, we adopt the conservative assumption that a coalition of evicted users can cooperate to recover the new keys employed by the center to securely communicate to the group. Moreover, we assume that as soon as a user $u_e$ is evicted from the multicast group, $u_e$ can disclose all the previous received information.

4. Choosing the Key Length

Even without knowing the key used to encrypt a message, the attacker can recover its plain text. The time required by this operation is related to the encryption mechanism and the length of the encryption key. A number of techniques aimed at recovering the plain text from the cypher text exist Sch96, but their analysis is out of the scope of this paper.

These techniques are available to the attacker (an evicted user as well as an external entity). Given his computational capabilities, it is possible to find out the time required by the attacker to recover from the cypher text the corresponding plain text. We assume that this time depends exponentially with the key length, that is, adding one bit to the encryption key yields a message requiring twice as much time to be broken.

4.1 The Session Key

The session key protects the payload. Therefore, its bit length should be related to the confidentiality requirements of the payload, that is, its lifetime. A first upper bound on the lifetime of the payload can be given by the manager of the multicast service. Parameter $t_d$ measures how long the information sent is desired to be protected. However, this is not the only factor. Note that, once a legitimate user is evicted from the multicast group, we are not guaranteed that the same user does not leak either the past session key or the payload itself to the public. Consequently, there is no point in protecting past payload held by an evicted user, since we can assume this payload to be compromised. The above remarks can be summarized in the following statement, where $t_e$ refers to the time interval between one eviction and the next one.

**Statement 1.** The lifetime $LL$ of the payload depends on the desired level of confidentiality $t_d$ of the information as well as on the frequency of the evictions $t_e$ of the users in the multicast group, according to the formula $LL = \min\{t_d, t_e\}$. 
The session key has to resist from malicious attacks for time $LL$. Assuming that the kind of an attacker we are willing to stop is capable of breaking an $s$ bit key in time $t_q$, the length of the session key $k_0$ should be set to:

$$|k_0| = s + \lceil \log(LL/t_q) \rceil.$$  \hfill (1)

The above discussion does not hold any more when considering an auxiliary key in the key graph tree. Take, as an example, one of the two keys at level 1. Such a key is not changed at every user eviction, and, when it is not changed, is used to multicast the new session key. It is thus intuitive that this key should be stronger than the session key, since it has to resist for a longer time interval.

**Statement 2.** The length of an auxiliary key in the key graph tree depends on the desired level of confidentiality $t_d$ of the payload, as well as on the frequency of the evictions $t_e$ of the users in the multicast group, and on the position of the key in the key graph tree.

From the above discussion it follows that the length of the keys in the LKH model does not need to be the same for all the keys in the tree. In the next section, we will show an analytical model to formalize the above discussion.

### 4.2 The Auxiliary Keys

In the following, we assume that the eviction probability of every single user $u_i$ is exponentially and independently distributed with parameter $\lambda$. That is, the probability that user $u_i$ is evicted within time $t$ is given by: $P(u_i \leq t) = 1 - e^{-\lambda t}$. Note that, due to the exponential law properties, the probability that at least one eviction occurs from the multicast group $M$ within a period $t$ is given by: $P(M \leq t) = 1 - e^{-n\lambda t}$. On the average, one user is evicted every $t_e = 1/(n\lambda)$ time, which is the expectation of an exponentially distributed random variable with parameter $n\lambda$.

Consider an intermediate key $k_{i,j}$, where $i$ is the level and $j$ is the position within the level from left to right in the key graph tree. Let $S_{k_{i,j}}$ be the set of users sharing key $k_{i,j}$. Key $k_{i,j}$ can be considered as the root of a subtree having $|S_{k_{i,j}}| = 2^{h-i}$ leaves. When an eviction occurs, the probability that the evicted user $u_e$ belongs to the set $S_{k_{i,j}}$, for all $i \in [0\ldots h-1]$ and for all $j \in [0\ldots 2^{h-i} - 1]$, is given by:

$$P(u_e \in S_{k_{i,j}}) = \frac{|S_{k_{i,j}}|}{n} = \frac{2^{h-i}}{n};$$  \hfill (2)
that is the position of \( u_e \) is uniformly distributed over the leaves of the key graph. From Equation (2), we can derive the following straightforward fact.

**Fact 1.** For any two keys \( k_{i,j_1} \) and \( k_{i+1,j_2} \) the probability that the evicted user \( u_e \) holds key \( k_{i,j_1} \) is twice the probability that \( u_e \) holds key \( k_{i+1,j_2} \).

The above framework allows to set a probabilistic methodology for choosing the length of each key in the key graph according to our threat model. Note that, in our model, assuming that all the keys have the same length \( L_{\text{max}} \) is counterintuitive. Indeed, the lower the level of a key, the higher the number of users sharing that key and therefore the higher is the probability of that key to be changed due to an eviction. For instance, consider the root key: at each eviction such a key is renewed. Consequently its lifetime is shorter than all other keys, and its length can be reduced as follows without compromising in any way the confidentiality of the protocol.

From Fact 1, keys at level \( i \), with \( i \in [0 \ldots h - 1] \), should be asked to be \( L_{\text{min}} + i \) bits long, where \( L_{\text{min}} = |k_0| \). Hence, the total number of bits on a leaf-root path to broadcast when an eviction occurs is:

\[
\sum_{i=0}^{h-1} |k_i| = \sum_{i=0}^{h-1} (L_{\text{min}} + i) = hL_{\text{min}} + \sum_{i=0}^{h-1} i = hL_{\text{min}} + \frac{(h-1)h}{2} \tag{3}
\]

Therefore, the keys of maximal length are those at level \( h - 1 \), whose length is \( L_{\text{max}} = L_{\text{min}} + (h - 1) \) bits.

Now focus on the standard key graph, in which all the keys are of equal length. We want to investigate what key length assures the same level of confidentiality provided by our methodology. It is easy to realize that the length of all the keys must be at least \( L_{\text{max}} \). Indeed, choosing a shorter length weakens the keys at highest levels, and thus compromises the strength of the whole scheme. For a standard re-keying operation, when all keys have the same length \( L_{\text{max}} \), the total number of bits of the keys to be changed is:

\[
\sum_{i=0}^{h-1} |k_i| = \sum_{i=0}^{h-1} L_{\text{max}} = hL_{\text{max}}. \tag{4}
\]

Thus the fraction of bits saved employing our methodology is given by:

\[
\left(hL_{\text{max}} - \left( hL_{\text{min}} + \frac{h(h-1)}{2} \right) \right) / hL_{\text{max}} = \frac{h-1}{2L_{\text{max}}}. \tag{5}
\]

Note that the saving in the number of bits increases as the number of users in the system increases.
4.3 A Numerical Example

In this subsection we show with a numerical example the possible savings that can be achieved in the key length by adopting our methodology. In this example, the system is characterized as follows:

- the multicast group consists of $n = 2^{16} = 65,536$ users;
- each user leaves $\mathcal{M}$ according to the exponential law of parameter $\lambda = 1/180$, where time is measured in days. This essentially means that each user belongs to the multicast group for 180 days on the average;
- the desired confidentiality lifetime of the information $t_d$ is equal to 15 days;
- to recover 20 bits of plain text from 20 bits of cipher text, without any knowledge of the encryption key, the attacker takes 10 seconds.

From these hypotheses, a user is evicted from $\mathcal{M}$ approximately every 238 seconds on the average. According to the threat model, the lifetime can be computed as the minimum between the desired period of confidentiality and the eviction rate, that is $LL$ is equal to 238 seconds. Consequently, key $k_{0,0}$ should be $20 + \lceil \log(238/10) \rceil = 25$ bits long. According to Fact 1, all keys $k_{i,j}$, for all $i \in [1 \ldots h - 1]$ and $j \in [0 \ldots 2^i - 1]$, should be $25 + i$ bits long. Therefore the total length of all keys to be changed when an eviction occurs is, by Equation 3, equal to $hL_{\text{max}} - (h - 1)h/2 = 520$ bits. Note that a re-keying operation within the classical LKH model would have required, by Equation 4, $hL_{\text{max}} = 16 \times (25 + 15) = 640$ bits. The saving achieved is equal to the 18.75%. Indeed, by Equation 5, $(h - 1)/2L_{\text{max}} = 15/(2 \times 40) = 18.75$.

4.4 Comparison

In this subsection, we show the gain that can be achieved by employing our methodology with respect to the other protocols in the literature. We refer to the protocol proposed in this paper as Time Driven Key Dimensioning (TDKD). For a detailed comparison of current protocols, not including TDKD, see PMJ02. Due to room limitation, we show the total number of bits sent by the center in case of a single user eviction and a single user join only (see Table 1). With $K$, we refer to the size of the key of maximal length $L_{\text{max}}$ in bits, and with $I$ to the user ID ($\log n$ bits long).
5. Related work

The Logical Key Hierarchy (LKH) model was introduced in HH99; WHA99; WGL00 to manage multicast group within a framework of security and efficiency. In WCS+99 a protocol is proposed called LKH+. The performances achieved by LKH+, as for the join of new users, improve on WGL00. Indeed, the keys to be refreshed, instead of being encrypted with their respective children’s keys, are refreshed by hashing.

The OFT protocol MS98; BMS02 requires each re-keying message to carry just $\log n$ keys instead of $2\log n$ as in the basic LKH model. The ELK protocol PST01 focuses on reliable and secure multicast for large groups, providing a periodic re-keying scheme. The ELK protocol is similar to OFT, but ELK employs pseudo random functions to build and manipulate the keys in the tree. In RMH01, the use of the old keys to create or update the new keys saves information to be transmitted to the users when a membership change occurs.

In PMJ02, protocol LHK++ is introduced. This protocol takes advantage of: (1) the set of information the users share that can be used to locally generate the new keys; (2) the set of keys that the users logically share from a certain point onward in the LKH, and that allows the users to compute locally their path to the root employing a one-way hash function. In this way, it has been shown how to reduce of 50% the bandwidth required by the center for unicast communications to perform group set-up, and to deal with mass join. Moreover, this approach allows to save more than 50% of the computations required by the center in mass evictions and requires less computations on the user device than the other solutions.

About reliability in multicast communication, the protocol proposed by Yang et al. YLZI01 uses proactive FEC in which parity packets are transmitted along with payload packets in each FEC block. An

<table>
<thead>
<tr>
<th>Model</th>
<th>Join: message size</th>
<th>Leave: Multicast Message size</th>
</tr>
</thead>
<tbody>
<tr>
<td>LKH++</td>
<td>$(h+1)K$</td>
<td>$K+I$</td>
</tr>
<tr>
<td>EHBT</td>
<td>$(h+1)K$</td>
<td>$K+I$</td>
</tr>
<tr>
<td>ELK</td>
<td>$(h+1)K$</td>
<td>$K+I$</td>
</tr>
<tr>
<td>OFT</td>
<td>$(h+1)K$</td>
<td>$K+I$</td>
</tr>
<tr>
<td>LKH+</td>
<td>$(h+1)K$</td>
<td>$K+I$</td>
</tr>
<tr>
<td>TDKD</td>
<td>$(h+1)K$</td>
<td>$K+I$</td>
</tr>
</tbody>
</table>

Table 1. Comparison of messages size for a single user joining or leaving $\mathcal{M}$. 
interesting approach proposed by some works KCWP00; TSPL01 is to send the key updates in the same stream as data packets. The main advantage is that key updates are synchronized with the encrypted data, and a separate protocol is not needed for reliable key delivery.

6. Concluding Remarks

In this paper, we have described a methodology to establish the key length of the encryption keys in the LKH model. In particular, we have developed an analytical model, based on a threat model for information confidentiality in multicast communications, that proves the length of the encryption keys can vary according to: (1) the eviction rate of the user in the multicast group; (2) the level in the key graph tree at which the logical key is placed; (3) the desired level of confidentiality. Note that our model provides two properties: first, reducing the length of the encryption keys does not weaken the security of the LKH model; second, the length of the key decreases as the number of users in the system increases. Reducing the keys length in LKH reduces the re-keying completion time, enhances the reliability of the key transmissions and reduces the storage requirement for the users.
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