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Abstract
Although privacy settings are important not only for data privacy, but also to pre-
vent hacking attacks like social engineering that depend on leaked private data, most 
users do not care about them. Research has tried to help users in setting their privacy 
settings by using some settings that have already been adapted by the user or indi-
vidual factors like personality to predict the remaining settings. But in some cases, 
neither is available. However, the user might have already done privacy settings in 
another domain, for example, she already adapted the privacy settings on the smart-
phone, but not on her social network account. In this article, we investigate with the 
example of four domains (social network posts, location sharing, smartphone app 
permission settings and data of an intelligent retail store), whether and how precise 
privacy settings of a domain can be predicted across domains. We performed an 
exploratory study to examine which privacy settings of the aforementioned domains 
could be useful, and validated our findings in a validation study. Our results indi-
cate that such an approach works with a prediction precision about 15%–20% better 
than random and a prediction without input coefficients. We identified clusters of 
domains that allow model transfer between their members, and discuss which kind 
of privacy settings (general or context-based) leads to a better prediction accuracy. 
Based on the results, we would like to conduct user studies to find out whether the 
prediction precision is perceived by users as a significant improvement over a “one-
size-fits-all” solution, where every user is given the same privacy settings.
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1  Introduction

In the past, privacy settings were often neglected by users, especially when 
they perceive the shared data as non-harmful, like their posts in social networks 
(Majeski et al. 2011). Although users have become increasingly engaged in pri-
vacy settings, there is still some space for improvement (Dey et al. 2012; Stutz-
man et al. 2013). Studies have shown that even data inside a social network can 
be used for various attacks like stalking, identity theft, social engineering attacks, 
or face re-identification (Gross and Acquisti 2005). Users prefer more restrictive 
privacy policies; however, the default settings in social network sites are very per-
missive, significantly more permissive than desired by users (Watson et al. 2015). 
Social network sites and location services tried to tackle the problem by offering 
automatically generated friend lists, which allow an easy audience selection for 
new content to be published. However, studies have shown that only 17% of all 
posts are published using at least one of these automatic friend lists (Mondal et al. 
2014), either because the additional effort is perceived as too high, or because the 
friend lists are not perceived as suitable for selecting the post audience (Mondal 
et al. 2014). Manually created friend lists typically lead to better results; unfor-
tunately, they need even more user interaction and are thus not often used either 
(Paul et al. 2011). As a consequence, users have to pay attention when, for exam-
ple, a photograph of them is taken which could be uploaded in social media, and 
apply workarounds to prevent being photographed and published on a website 
without their consent (Rashidi et al. 2018).

Research has tried to support users by automating the generation of privacy 
settings using machine learning, for example, by using privacy settings from ear-
lier posts as an input or by asking the user for feedback on privacy settings (Sinha 
et al. 2013; Fang and LeFevre 2010; Lugano and Saariluoma 2007). Also, context 
factors like the occasion when sharing a location, or the recipients of a post or 
location, have been found to have an influence on privacy settings (Benisch 2011; 
Consolvo et al. 2005; Patil et al. 2012) and are threrefore taken into account for 
the prediction. Other approaches take the personality of the user and her general 
privacy preferences according to the IUIPC privacy questionnaire into account 
for deducing the privacy settings (Raber et al. 2017; Raber and Krüger 2018).

However, all those approaches need either domain knowledge (for example, 
privacy settings from earlier posts) from the domain where the privacy settings 
have to be predicted, or personality and privacy profiles of the user. In some cases, 
especially in the critical moment when a user has just created a new account and 
is overwhelmed by the privacy settings that he should adjust, none of the data is 
available, also known as the cold start problem (Schein et  al. 2002). However, 
most users have already used other systems where privacy settings had to be 
selected which can be suitable as an input for the prediction, also known as cross-
domain user modeling. Other models use ontologies to describe a user model, 
allowing to recommend the degree of information shown to the user based on the 
current user state and a reasoner (Heckmann 2006). Cross-domain recommender 
systems or ontology-based systems that are tailored especially towards privacy 
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settings have so far, to the best of our knowledge, not been part of research. In 
this article, we took four domains as an example, to find out whether and how 
well the privacy settings of a domain can be predicted using the privacy settings 
from one or several other domains.

As we have shown in earlier work, privacy decisions are not ultimately binary 
(Raber et al. 2017; Raber and Krüger 2018). In social network posts, a user might 
not just hide or show the complete post, but might want to take a middle road and 
hide only the post image or comments, while still sharing the post text with a certain 
friend group. Furthermore, different domains have different privacy options to set, 
which makes it hard to directly compare the privacy settings per se. We therefore 
use privacy levels in our prediction; these can be resolved to concrete privacy set-
tings after a prediction, depending on the domain (see Sect.  3). In our work, we 
discuss two different granularities of privacy levels: first, mean domain privacy lev-
els describe an average privacy level over all privacy levels for a user in a specific 
domain, independent of context factors. There is exactly one mean domain privacy 
level per domain. In contrast to that, there are multiple context-based privacy levels 
for a domain, one for each combination of each context factor instance (for example, 
there is one context-based privacy level for the post topic “family affairs” (context 
factor 1) in combination with the recipient group “school friends” (context factor 
2). Currently, social media or location sharing services offer users a “one size fits 
all” solution for their users, where everything is set to a specific default value at the 
beginning. Using the user’s mean domain privacy level, the service could already 
tailor all privacy settings to be more restrictive if the user has a high mean domain 
privacy level for that domain, or use a looser set of default privacy settings if the 
mean domain privacy level is low. Using the context-based privacy levels, one could 
tailor the privacy settings even better to the user, by providing different privacy set-
tings for different contexts, for example, when a new post about “family affairs” has 
to be shared with “school friends”. Privacy recommenders are often based on the 
same general privacy attitudes, for example, the IUIPC questionnaire (Malhotra 
et  al. 2004). We therefore speculate that mean-based privacy levels and context-
based privacy levels, although being specific to the domain, all contain a specific 
privacy attitude which is unique to the user and can therefore be used to transfer 
desired privacy settings to other domains.

In this article, we will build up on our previous work on deriving privacy set-
tings using context factors and individual factors (such as user personality or privacy 
attitude). Based on the user studies presented in this article, we want to compare 
the four different domains of privacy levels for social networks, location sharing, 
intelligent retail data, and mobile apps permissions regarding how privacy levels 
for each of those domains can be predicted using the privacy levels from the other 
domains; and to what extent the usage of context-based privacy levels, using differ-
ent values for each context factor, plays a role in this context. In contrast to previous 
work, we will not use solely context or individual factors as a source for the predic-
tion. Instead, we will predict the privacy settings of a domain using the privacy set-
tings from another of the aforementioned domains. In our work, we will investigate 
which of the two mentioned granularities, mean domain privacy levels or context-
based privacy levels, work best for predicting the mean domain privacy levels and 
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the context-based privacy levels, which domains and, inside a domain, which of the 
privacy levels should be used for the prediction and how precise a prediction can be. 
For this purpose, we trained a cross-domain recommender system with a small train-
ing set, which can be seen as a lower bound for the precision that could be achieved 
using a large data set. According to our results, it is possible to use privacy levels 
from other domains for a prediction, but interestingly, the results also show that it 
is not always the case that using more fine-grained privacy levels, e.g., more data, 
leads to a better prediction. The approaches allow a prediction about 15–20% bet-
ter than random, which looks small at a first glance. However, a traditional within-
domain prediction, which forms an upper bound for the precision, can only lead to a 
precision of 20–25% better than random.

To conclude, the article has two main contributions: To the best of our knowl-
edge, we discuss the first approach on cross-domain privacy recommendations on 
four exemplary domains. Furthermore, we compare four different techniques for the 
recommendation, involving either an average privacy level for a domain, or a multi-
variate set of context-based privacy levels for a domain.

In the next sections, we will first discuss related work, as well as our own previ-
ous work on predicting privacy levels using a user’s personality and privacy attitude, 
before we present the user studies and results that we conducted in order to answer 
the aforementioned questions.

2 � Related work

First approaches supporting users in choosing their privacy settings used existing 
privacy settings, for example, from social networks, to predict the remaining privacy 
settings on Facebook using machine learning. Sinha et  al. used a Latent Dirichlet 
Allocation (LDA) and Maximum Entropy to propose privacy settings for a user’s 
friend groups on Facebook (Sinha et al. 2013). Other approaches rely on user-gen-
erated input for the prediction of privacy settings, for which the user has to label 
some social network friends with privacy privileges. These partially complete set-
tings are then used as an input to generate the privacy privileges for the remaining 
users (Fang and LeFevre 2010). Although such a supervised method in general pro-
duces more accurate results (Barnes 2006), it comes with an increased user burden. 
This is especially crucial, as most users need a trigger rather than an additional user 
burden, like social triggers where they interact with or observe other users, in order 
to become active (Das et al. 2019). Studies have shown that fully automated privacy 
recommenders are preferred to those that need user interaction (Zou et al. 2020) and 
that users also tend to abandom privacy recommendations if they are perceived as 
low-value or inconvenient (Zou et al. 2020). However, an automated prediction of 
privacy settings has always to be accompanied by salient privacy notices, especially 
about risky privacy practices (Ebert et al. 2021) or a privacy user interface that gives 
the user a quick overview on the current privacy state (Christin et  al. 2013) and 
that allows to review and adapt the privacy or permission settings (Tsai et al. 2017). 
In the mobile phone domain, also shoulder surfing is a privacy issue which can be 
moderated by informing the user about such attacks (Zhou et al. 2016).
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Some approaches even rely on a questionnaire that has to be filled out before the 
prediction can be used (Lugano and Saariluoma 2007). As a combination of both, 
there also exist semi-supervised methods that use existing social network profile 
information of the user and graph properties together with active learning methods 
to reduce the user burden (Shehab and Touati 2012). Using crowdsourcing for gath-
ering training data for the prediction has also been discussed to find an effective 
tradeoff between usability of and data privacy (Ismail et al. 2015). Privacy recom-
menders using the permission type, app name and the current state of a smartphone 
app (i.e., which app is currently in the foreground and how visible the app sending 
the permission request is) can reduce the amount of unwanted disclosures by about 
75% compared to the standard permission dialogue on Android (Wijesekera et  al. 
2018). Also data retention, i.e., obfuscating or deleting data after a certain time span 
defined by the user, is a privacy technique which is appreciated by users (Ebada 
Mohamed and Chiasson 2018), especially if they have the possibility to actively 
send data into retirement (Murillo et al. 2018).

Research also proposes the use of privacy stereotypes, which should simplify the 
process of choosing privacy settings: In the location sharing domain, most of the 
time, locations can be shared with only a few different sets of location sharing set-
tings (Ravichandran et  al. 2009). Only three privacy stereotypes match the user’s 
privacy settings with an accuracy of 90% at any given time (Ravichandran et  al. 
2009). Another recent publication showed that it is possible to cluster users into 
five groups of users using a questionnaire, allowing to assign each of them a pri-
vacy policy which is tailored for their respective privacy needs (Lynn Dupree et al. 
2016). This can also be done for the fitness domain using recommender systems 
and machine learning (Ref Sanchez et al. 2020). Privacy decisions can be predicted 
by what the authors call cognitive heuristics (Shyam Sundar et al. 2020), which are 
shortcuts that allow a fast decision-making for the user. If, for example, the website 
provider is a popular name, brand or organization, users often imply that the website 
provider can guarantee the security of the website and are therefore more willing 
to disclose private data. Lying about private questions online is also a widespread 
privacy protection behavior which can be predicted using the results from a privacy 
quesionnaire (Sannon et al. 2018).

Research on privacy stereotypes has shown that users often follow a multi-dimen-
sional approach (Knijnenburg et  al. 2013; Wisniewski et  al. 2017) when deciding 
which data to share. This allows to distinguish users into user stereotypes based on 
their sharing behavior (Knijnenburg et al. 2013) or the used privacy strategy (Wis-
niewski et  al. 2017). For example, one stereotype may be fine sharing location-
related but not interest-related items, whereas another group may behave exactly the 
other way around. To which of the stereotypes a user belongs to, can be decided 
based, for example, on personality, or demographic factors (Knijnenburg et  al. 
2013). In our opinion, such individual and context factors like the data type or the 
personality of the user are one of many other (context) factors that play a role in 
the user’s decision. In Sect.  3, we will point out some exemplary context factors 
which are present in different domains according to recent research, and which we 
will investigate in our work. However, which context factors influence the users’ 
privacy decisions is an active research field, we therefore cannot use an exhaustive 
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list of context factors for our study. In our work, the context-based privacy levels 
form a multidimensional table of privacy decisions, accounting for the multidimen-
sionality of privacy decisions in the aforementioned publications. We discuss both 
the recommendation of such multidimensional privacy levels (mean-based context-
aware regression analysis (MCR) and context-factor-based context-aware regression 
analysis (CCR) method) as well as the usage of multidimensional privacy levels as 
a source for the prediction (context-factor-based regression analysis (CGR) and con-
text-factor-based context-aware regression analysis (CCR) method).

The aforementioned approaches all predict privacy settings for a single domain, 
and are therefore also called single-domain recommender systems. If no or only 
sparse information is given about the user in the domain for which the recommenda-
tion has to be performed, those approaches fail. Cross-domain recommender systems 
use user models from several domains in order to derive recommendations even if 
the data about the user is unsufficent in the recommendation domain. Although sin-
gle-domain recommender systems should be preferred due to their higher prediction 
precision, if available (Sahebi and Brusilovsky 2013), cross-domain recommender 
systems have the advantage that they are able to predict settings for more than one 
domain, leading to an increased user engagement and satisfaction (Adomavicius and 
Tuzhilin 2005).

Other approaches do not try to transfer the user model from one domain to 
another, but rather collect the user models from several domains in a common 
format like an ontology, so that an ontology reasoner can be used to infer a user 
model based on the data (Heckmann 2006). An example of such an approach is the 
Ubiquitous User Model by Heckmann (2006), consisting out of two parts: First a 
general user model (GUMO) containing general information about the user like 
demographic data, personality and characteristics, emotions, etc., together with 
domain-specific interests (like favorite movies or books), and second the Situation-
Reports, which describe the current situation the user is in, according to sensor data 
from the Ubiquitous environment; for example, whether she is stressed according 
to the heart rate monitor, or whether she is in a hurry according to video cameras 
detecting the walking speed of the person. Based on these two concepts, the Ubiq-
uitous User Model can give recommendations for a user interface, for example, that 
the navigation at the airport should be simplified if the user is in a hurry (Heckmann 
2006).

Apart from approaches to predict privacy settings, researchers also found that 
context factors play a significant role in user’s privacy decisions (Ebert et al. 2020), 
and identified different context factors that are important for the choice of privacy 
settings in different domains. In location sharing, several studies found that the per-
son requesting the location is one of the main context factors (Benisch 2011; Con-
solvo et al. 2005). Some also state that the time and day of the week as well as the 
location plays a role (Benisch 2011). Also whether the person is in a relationship 
and in which stage of the relationship, plays a significant role on the sharing behav-
ior with the user’s partner (Young Park et  al. 2018). Later studies reviewed these 
results and found that it is not the time and day that is the appropriate context fac-
tor (Patil et  al. 2012), but besides the requestor, the user’s occasion or activity is 
the second main context factor that is important for the decision whether to share 
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the location or not (Consolvo et  al. 2005). The granularity of the shared location 
also plays an important role (Patil et al. 2012), meaning that the option to share a 
coarse-grained location like “only the city name” or “only the country” should also 
be available. Similar context factors could also be found in the social media domain, 
where the topic of the post, as well as the receiving friend of the post, are important 
(Raber et al. 2017). However, studies also found indications that the topic of the post 
plays only a minor role. Also the age of the user plays a role: Whereas younger users 
tend to decide based on trust, older users decide based on the perceived benefits for 
disclosing their data (Ghaiumy Anaraky et al. 2021). Another context factor found 
to be highly significant is whether users are paid for disclosing their data. Even if the 
negative consequences are clarified, people are likely to share their data when they 
are paid (Hutton et al. 2014). However, we do not want to support users being paid 
for disclosing more data than they desire, which led us to the decision to exclude this 
context factor for our research. In the mobile app domain, researchers achieved the 
best results when using the permission type and app id or category for the prediction 
(Liu et al. 2014, 2016), or a combination of app name, permission type, the fore-
ground app, and the visibility of the app making the permission request (Wijesekera 
et al. 2018). Using a large database of about 4.8 million users, and those two context 
factors, a prediction accuracy of 64.28% to 87.8% is possible using machine learning 
(Liu et al. 2014). If user feedback is integrated, a similar semi-supervised approach 
was able to achieve an acceptance rate of 78.7% of the proposed settings. The 
domain of intelligent shopping data has been investigated by our previous research 
(Raber et al. 2018). In a study, we found the data type in question, as well as the 
requesting stakeholder (e.g., the retailer, third parties like marketing agencies, etc.) 
to have a significant influence on the privacy decisions.

All work presented here used different approaches to predict the privacy settings 
in a binary deny-or-allow fashion, using either existing privacy settings from the 
same domain, context factors that influence the privacy decision, or additional user 
input for their prediction. Other recommender systems instead use user behavioral 
data, for example, for developing user models for adaptive cybersecurity (Addae 
et  al. 2019) or to infer a degree of diversity for recommender systems suitable to 
the user’s personality (Wu et al. 2018). In the past, we already did some research on 
how the personality and privacy desires (according to the IUIPC1 scale) can be used 
together with context factors as an input to predict privacy levels for specifying the 
correct audience for a social network post (Raber et al. 2017), the detail level of a 
shared location (Raber and Krüger 2018), which data out of an intelligent retail store 
should be shared with whom (Raber et al. 2018) and to assist the user in adapting 
the permission settings for her smartphone apps (Raber and Krüger 2017). Another 
approach of inferring privacy settings might be done using self-reported privacy 
measures as a basis for the prediction, allowing to better infer the user’s actual pri-
vacy behavior rather than their reported privacy desires (Faklaris et al. 2019). Other 
researchers already explored whether form-based profiles (e.g., personal profile data 
entered into forms) and tag-based profiles (e.g., tagged photographs) can be inferred 

1  Internet Users’ Information Privacy Concerns.
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between different social web providers like Twitter, Facebook an Tumblr (Fabian 
et  al. 2013). So far, to the best of our knowledge, it is unknown whether the pri-
vacy settings of a domain can be predicted using the privacy settings from multiple 
other domains, especially when considering privacy levels instead of binary privacy 
decisions.

3 � Background

In earlier publications, we concentrated on deriving the privacy levels using what 
we call context factors (like the topic of a post or the occasion when a location is 
shared) together with individual factors (like the personality or privacy attitude of 
the user) to infer privacy levels for four different domains, namely for posts in a 
social network, location sharing services, the data recorded inside an intelligent 
retail store like Amazon Go2, and the permissions of smartphone apps. Although 
individual factors are usually not available, both the big five personality traits, as 
well as the IUIPC privacy measures can be derived using data from the social web 
(Farnadi et al. 2016; Raber and Krüger 2018) without adding any user burden. As 
stated in the introduction, the disclosure decision is not ultimatively binary. Research 
has shown that when users express their privacy policy in a free-text form, they tend 
to have fine-grained privacy policies that also allow them to share an obfuscated 
position like the street or city center instead of the exact location (Patil et al. 2012). 
Recently, social network providers like Facebook also offer sharing an obfuscated 
location, for example, only the city of the current location, allowing the users to 
share their position without disclosing too much information. Inspired by the afore-
mentioned work, our earlier studies also offered multiple privacy levels where it is 
technically possible.

Within all our studies, people actually used the offered fine-grained privacy lev-
els. In the location sharing domain, for example, the intermediate privacy level “city 
only” was used most frequently, even before the two binary options “exact loca-
tion” and “no location”, indicating the user acceptance of this approach. Details on 
the actual frequency of use can be found in Raber et al. (2017), Raber and Krüger 
(2018).

For each of the four domains, we used a set of context factors, as well as the 
individual factors as an input for the prediction of the privacy levels. Table 1 sum-
marizes the investigated domains, the used context factors and the privacy levels. 
Note that the input for each recommendation always consists of the listed context 
factors and the individual measures (IUIPC questionnaire and big five personality 
inventory). For a detailed description of the study and its outcome, please refer the 
following subsections.

Due to the privacy paradox (Barnes 2006), the user’s online behavior when set-
ting privacy settings significantly differs from their actual privacy desire. Therefore, 

2  https://​www.​amazon.​com/b?​node=​16008​589011.

https://www.amazon.com/b?node=16008589011
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for all our studies, we investigate the user’s privacy desire, i.e., the desired privacy 
settings using questionnaires rather than investigating their actual privacy behavior.

In this section, we will discuss our published research that is of importance for 
this article. Research described in later sections is new and unpublished so far.

3.1 � Social network privacy levels

Social networks like Facebook currently only allow users to show or to hide a post 
based on the friend or friend group that is accessing the user’s personal page. How-
ever, we found that besides the recipient group, the topic of the post is another con-
text factor that influences the decision of the user (Raber et al. 2017). Therefore, we 
proposed five different privacy levels instead of a binary choice; this allows users 
to specify their privacy desires in a more fine-grained way. The privacy levels are 
shown in Table 1 (with ascending strictness from level 1 to 5).

To capture the individual factors, we used a custom questionnaire inspired by sev-
eral privacy and personality questionnaires (Malhotra et al. 2004; Wisniewski et al. 
2015) as well as some custom questions (Raber et al. 2017). We followed a two-step 
approach, using a “main study”, for finding the significant items in our privacy ques-
tionnaire that allow the prediction of the privacy levels. For this purpose, we used a 
modified version of a wrapper-subset-selection (WSS) algorithm, and a ridge regres-
sion for the choice of questionnaire items. In the validation study, we tested the pre-
diction in a realistic scenario where we asked participants to copy and paste actual 
Facebook posts out of their profile, along with the topic they would assign them to. 
Our ridge regression algorithm then proposed a privacy level for the different friend 
groups and asked the participants to correct any wrong predictions. On average, we 
achieved a root mean squared error (RMSE) of 0.74 for the prediction on our five-
point scale, which is significantly better than a random prediction with an RMSE of 

Table 1   Overview of the earlier work on recommending privacy levels using individual measures and 
context factors

domain Context factors Privacy levels

Social
media (Raber et al. 2017)

Post topic,
friend group

Show on timeline,
show only on page,
hide images/comments,
hide post,
hide post and reshared post

Location
sharing (Raber and Krüger 2018)

Occasion when shared,
recipient

Exact location,
street (and city)
city only
province only
continent only
no location

Mobile
phone (Raber and Krüger 2017)

App category,
permission type

Allow / deny

Intelligent
shopping (Raber et al. 2018)

Data type,
stakeholder

Depending on data type
(see Sect. 3.4)
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about 2.1. Moreover, for 144 out of 230 posts that were entered in the study, the par-
ticipants preferred our predicted setting (without changes) to their own setting that 
they used when they published the post on Facebook. Both context factors, as well 
as the individual factors, played a significant role for the prediction precision.

3.2 � Location‑sharing privacy levels

The same problem also holds for a large portion of the location-sharing services: 
Mostly, recommenders for location-sharing permissions only offer a binary decision 
(hide/share). However, sometimes users want to give a rough indication of their cur-
rent location without disclosing too much information. We therefore allowed users 
to select more fine-grained options by using the location abstraction levels from the 
Google Maps API (Raber and Krüger 2018). The detailed privacy levels are shown 
in Table 1 (with ascending strictness from privacy level 1 to 7).

As related work has shown, the most important context factors are the occasion 
when the location is shared, as well as the requesting person (Connelly et al. 2007), 
therefore we integrated those two factors into our study. As individual factors, we 
used the IUIPC (Malhotra et al. 2004) privacy questionnaire and the big five per-
sonality inventory (Costa and McCrae 1992) for capturing the privacy desires and 
personality of the participants. Using an online questionnaire, we captured the afore-
mentioned individual factors as well as location-sharing settings for all combina-
tions of context factors. According to an ANOVA analysis of our results, both the 
occasion as well as the requestor have a significant impact on the choice of the pri-
vacy level, whereby the occasion has the major influence ( F10,890 = 66.855 ) com-
pared to the requestor ( F8,1092 = 3.329 ). These results go hand in hand with related 
work that also revealed the recipients and the occasion of the location sharing as 
important context factors for the sharing decision (Patil et  al. 2012). Correlation 
analyses have shown that all measures of the IUIPC as well as the big five personal-
ity inventory have a high correlation with the chosen privacy level. Finally, using a 
categorical regression (CATREG) algorithm, we were able to predict the privacy 
levels with an apparent prediction error (APE) down to 0.80 (on a scale from 0 (=no 
error) to 1 (=same error as a random prediction) using all individual factors, show-
ing that tailoring the privacy settings to the user’s personality and privacy attitudes 
can again significantly increase the prediction precision. Integrating our approach 
based on individual features into a context-based approach from related work can 
therefore again increase the prediction precision.

3.3 � Smartphone app permission settings

Unlike the previous domains, app permission settings (like the permission to access 
the GPS location, or access to contacts) have only two possible states - allow or deny 
- reducing the scope of possible privacy settings to only two, instead of five or seven 
different privacy levels. As context factors, we used the category of the app whose 
permissions have to be predicted (like “messenger” or “navigation app”) as well 
as the permission type (for example, “use microphone” or “access GPS location”). 
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Individual factors have been captured by the big five personality inventory and the 
IUIPC privacy questionnaire.

In our previous work (Raber and Krüger 2017), we concentrated on two different 
use-cases to assist the user in choosing his app permission settings. The first is a per-
mission wizard that supports the scenario when a user has just bought a smartphone, 
and wants to set the permission settings for all apps in one go, based on his personal-
ity and privacy preferences. Second, we also want to support users that already have 
a smartphone with all permissions set, by supporting them in choosing their permis-
sion settings on a newly installed app in an interactive way. To be more precise, the 
approach observes the user traversing the list of app permissions, and takes action 
when the first permission setting is changed. The interactive approach then takes 
into account the permission settings up to this point, together with the context and 
individual factors, to predict the remaining permission settings of the app.

The results of our study showed that we were able to reduce the number of 
“clicks”, i.e., the number of permission settings that the user had to adapt manually 
could be reduced by our interactive approach for about 25% of all cases. For 8% of 
the cases, the approach led to an increased number of clicks; for the remaining 67% 
the number of clicks remained the same. The permission wizard achieved up to 70% 
correct permission predictions using the IUIPC questionnaire together with the con-
text factors as input.

3.4 � Intelligent shopping data

In contrast to app settings, the data recorded inside an intelligent retail store does, 
for some of the data items, allow a more fine-grained setting than just to allow or 
deny the access (Raber et al. 2018). For example, the in-store movement trajectory 
can be blurred, or the access to billing data can be fully granted, or restricted to the 
total sum, the number of items bought, or the category of the items instead of the 
exact product ID. However, the possible options for the privacy levels are very dif-
ferent, as in the aforementioned examples of a movement pattern and billing data. 
Some of the data items, like personal data, allergies and nutrition preferences, can 
only be shared or unshared. In order to bring this set of highly diverse data into a 
common form, we used the different privacy options for each data item as a con-
text factor (e.g., five different binary data items like “number of products bought”, 
“total sales amount”, “detailed receipt”, etc., instead of one data item “billing infor-
mation” with different granularity options), later called binarized granularity. As 
another context factor, we found the stakeholder that is interested in the data (e.g., 
the retailer, third parties, or family and friends) to be important (Raber et al. 2018).

As individual factors, we tested the big five personality (Costa and McCrae 1992) 
inventory and the IUIPC (Malhotra et  al. 2004), as well as an additional custom 
questionnaire, for their suitability for predicting the privacy levels using a correla-
tion analysis. However, the results indicate the personal inventory to be unsuitable 
for this kind of task. Using the IUIPC as well as the additional questionnaire in a 
follow-up validation study, we achieved a precision of up to 69% correct predictions 
with a ridge regression algorithm.
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To conclude, we have shown that individual factors such as personality and pri-
vacy attitude play an important role in privacy decisions. But individual factors are 
often not available for a user, making it impossible to apply the aforementioned 
approaches. However, users have often already chosen privacy settings in other 
domains. In this article, we therefore investigate whether cross-domain prediction of 
privacy settings is possible.

4 � Cross‑domain user modeling for privacy settings

We performed two iterative studies using a bottom-up approach: In the first study 
(“exploratory study”), we performed regression analyses on the generic privacy lev-
els for each domain and analyzed the regression coefficients, 

1.	 To find out the domains containing privacy settings that are suitable regres-
sion coefficients (“input variables”) for the regression of each of the four target 
domains

2.	 To identify which context-based privacy levels are potential candidates for 
improving the precision of the prediciton of 

(a)	 The generic privacy level of the target domain
(b)	 The context-based privacy levels of the target domain

In the second study (“validation study”), we validate the choice of the context-based 
privacy levels using a fresh data set and compare the regression precision using 
either 

(A)	 The generic privacy levels of the suitable domains as identified in 1 or
(B)	 The context-based privacy levels that have been identified as suitable in 2,

Fig. 1   Planned regression analyses
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for predicting the generic privacy levels for each domain, as well as the context-
based privacy levels.

In more detail, we pursue four different kinds of predictions, as depicted in Fig. 1. 
For the mean-based regression analysis (MGR), we are working only on the top 
level, including the mean domain privacy levels, neglecting any context information, 
e.g., we are trying to predict mean domain privacy levels using the mean domain 
privacy levels of the other domains. For the context-factor based regression analy-
sis (CGR), we are using context-based privacy levels on the input side, to predict 
the mean domain privacy levels on the output side. Conversely, the mean domain 
privacy levels could also be used as coefficients for a regression of the context-fac-
tor-based privacy levels (Mean-based context-aware regression analysis (MCR)). 
Finally, the context-factor-based context-aware regression analysis (CCR) uses 
context-factor-based input to predict context-factor-based privacy levels. Our ulti-
mate goal is to find out which of the approaches works best for predicting the mean 
domain privacy and the context-factor-based privacy levels, which domains and, 
inside the domains, which context-factor-based privacy levels should be used, and 
what standard error can be achieved.

5 � Exploratory study

The exploratory study and the validation study were conducted as an online study 
using a local LimeSurvey3 installation at our institution. The participants were 
recruited using an online recruiting platform called Prolific Academic4. According to 
study results, the audience recruited through such a platform can be compared to an 
audience recruited through conventional methods like notice boards at a university 
or social network posts (Buhrmester et al. 2011). The participants were paid £2.10 
for succesful participation, which needed 20 to 25 minutes, so that the minimum 
wage of £5 per hour for studies on prolific academic is guaranteed. At the beginning 
of the questionnaire, the participants had to confirm that they would carefully read 
and answer all questions, as not following the instructions or giving contradictory 
answers may lead to their participation being rejected. The actual questionnaire then 
asked demographic questions and whether the subject actively uses social networks 
and smartphones, and whether they know of intelligent retail stores like Amazon 
Go, offering a link to the Amazon Go teaser video on YouTube5. To ensure domain 
knowledge, we required them to be active users of at least one social network and 
to own and use a smartphone. When the participant entered responses not fulfilling 
these criteria, we ended the survey at this point. All other participants were then 
asked about their privacy preferences in the four aforementioned domains. The order 
of the domains was shuffled for each participant to avoid bias in the results.

3  https://​www.​limes​urvey.​org.
4  https://​proli​fic.​ac/.
5  https://​www.​amazon.​com/b?​node=​16008​589011.

https://www.limesurvey.org
https://prolific.ac/
https://www.amazon.com/b?node=16008589011
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The exploratory and validation study had two different goals: Whereas the explora-
tory study aimed at finding and selecting suitable predictors for the recommender sys-
tem, the validation study investigates the actual precision that can be achieved with a 
prediction, and how good the result is compared to a unparameterized method (i.e., a 
prediction without any inout coefficients) as a lower bound and a within-domain pre-
diction as an upper bound.

At the beginning of each block of questions, we gave the participants an introduc-
tion to the situation that we are targeting, for example, “imagine you are creating a new 
social network post about your hobbies” for the social network domain. We then asked, 
for each group of recipients (like “friends”, “family”, etc.), which privacy option they 
would choose, according to the privacy options as presented in Section 3.1. This proce-
dure was conducted for all combinations of

•	 Post topic and group of recipients (social network domain)
•	 Occasion and group of recipients (location-sharing domain)
•	 Stakeholder and data type (intelligent shopping domain)
•	 Application category and permission type (mobile phone domain)

To maintain comparability, we did not ask, for example, to rate whether the partici-
pant would allow or deny a permission of a specific app installed on her smartphone. 
Instead, we asked the participant, whether she would allow the permission for an app 
out of that app category in general. Therefore, no specific apps, user posts or shared 
locations were involved in the studies. As privacy options, we gave the users the same 
options that we gave the participants in earlier studies in the respective domains (see 
Sect. 3.1 for details), namely:

•	 Social network domain: five different privacy levels (show on timeline, show on 
page, hide images and comments, hide post, hide even if reshared)

•	 Location-sharing domain: the seven different location abstraction levels offered by 
the Google Maps API (exact location, street only, city only, province only, country 
only, continent only, no location)

•	 Intelligent shopping domain: allow/deny for each binarized granularity (see 
Sect. 3.1) option for all combinations of data type and stakeholder

•	 Mobile phone domain: allow/deny for each combination of app category and per-
mission type

To assure the quality of the answers, we added four control questions in the section 
“location sharing” that the users had to answer exactly as stated in the task descrip-
tion. At the end of the questionnaire, the participants were offered a text box to enter 
any comments or ideas for improvements about the questionnaire. This procedure was 
reviewed and approved by the ethical review board of our institution.
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5.1 � Results and discussion

In total, 109 participants completed the questionnaire; they needed on average 
about 23 minutes for the task. Eight result sets had to be discarded as a control 
question was answered incorrectly, leading to 101 viable results. The age ranged 
from 18 to 64 years (mean 32.39, stdev. 9.55). Fifty-eight participants were 
female, 43 male. A gender effect could not be found within our results. 26 had 
already heard of intelligent retail stores, and 75 had not.

After importing the data for the analysis, we first computed several average 
values that will be used in the analysis later:

•	 For each context factor (see Sect. 3.1), we computed the mean privacy level 
for each instance of the context factor. For example, to compute the mean pri-
vacy level for the “events” occasion in the location-sharing domain, we aver-
aged the privacy levels for the “events” occasion for the different recipient 
groups (e.g., we calculated the average over one column or one row in the 
context-based privacy levels table described in the background section). The 
averaged values will later be called (mean) context factor privacy levels.

•	 For each domain, we computed the average over all privacy levels, regardless 
of the context factors. These values are denoted as mean domain (privacy) lev-
els.

We used the following procedure for the analysis: 

1.	 Context factor difference analysis We performed a variance analysis on the mean 
context factor privacy levels for each domain and context factor, to find out which 
context factors lead to a significant difference in privacy levels.

2.	 Mean-based generic regression analysis We performed a regression analysis on 
the mean domain privacy levels for each domain, using the mean domain privacy 
levels of the other domains as regression coefficients, to determine which other 
domains are of influence for a prediction of the privacy levels.

3.	 Mean-based context-aware regression analysis We performed the same kind of 
analysis on the mean domain privacy levels for each domain, using the context-
based privacy levels of the other domains as regression coefficients, to determine 
how precise a prediction on the context-based privacy levels can be when using 
only mean domain privacy levels.

4.	 Context-factor-based generic regression analysis Conversely, we performed a 
regression analysis on the mean domain privacy levels using the mean context 
factor privacy levels as regression coefficients, to determine which context fac-
tor instances could be of influence for the prediction. At this point, we were only 
interested in filtering out potential candidates, and building up hypotheses on 
which context factor instances could be of influence. As we were reusing the 
same data for multiple analyses, the reported significance values cannot be used 
to determine which context factor instances are significant without applying alpha 
correction. We therefore validate the results of the exploratory study later in the 
validation study using a fresh data set.
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5.	 Context-based context-aware regression analysis Finally, we performed a regres-
sion analysis on the context-based privacy levels for each domain, using the 
context-based privacy levels of the other domains as regression coefficients, to 
determine how precise a prediction on the context-based privacy levels can be 
when using context-based privacy levels.

The results of the above analyses will be described in the next subsections

5.1.1 � Context factor difference analysis

Prior to the analysis, we tested each data set for normal distribution and sphericity, 
to decide on the correct statistical test for the variance analysis (e.g., ANOVA or its 
non-parametric equivalent, the Friedman test). For each domain and context factor, 
we had at least one context factor instance, for which the mean context factor pri-
vacy levels were not normally distributed. Therefore, we performed Cochrans’s Q 
test for the binary scales (mobile phone and shopping domains) and Friedman tests 

Table 2   Average privacy 
levels of our 109 participants 
and tests for variance on the 
context factors using Cochran’s 
Q or Friedman tests: All 
context factors apart from the 
permission type in the mobile 
phone domain have a significant 
influence on the privacy levels

Privacy levels in the social domain range from one to five, in the 
location domain from one to seven, and in the mobile and shopping 
domain from zero to one; bigger values mean more restrictive pri-
vacy levels

Domain Avg. pri-
vacy level

Context factor Statistic Asymp. sig.

Social  2.05 Topic 263 < 0.001

Friend group 254 < 0.001

Location 3.91 Occasion 154 < 0.001

Requestor 328 < 0.001

Mobile 0.57 Category 53 < 0.001

Permission 9 0.08
Shopping  0.46 Data type 74 < 0.001

Stakeholder 54 < 0.001

Fig. 2   Average privacy levels for the context factor instances of the topic/occasion (left) and friend 
group/recipient (right) context factors in the social media and location-sharing domain
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for the two non-binary domains (social media and location sharing). In addition to 
the variance analysis, we computed the mean privacy levels for each domain. As 
the scales have a different size, we added a normalized percentual average privacy 
level for each entry. The results for the analysis are shown in Table 2. The average 
values for each context factor instance are shown in Fig. 2 for the social and location 
domain, in Fig. 3 for the mobile and in Fig. 4 for the shopping domain.

For most of the context factors that we chose according to related literature, we 
confirmed their significant impact on the choice of privacy settings in the context 
factor difference analysis. Detailed results can be found in Table 2. Especially for 
the social network domain, both the recipient group (or friend group) as well as the 
topic of the post are very important context factors. For the location-sharing domain, 
the requestor seems to have a larger impact on the privacy setting than the actual 
occasion, which supports earlier work (Benisch 2011; Consolvo et al. 2005) which 
came to the same conclusion, that the requestor and occasion are the most impor-
tant factors when the location is shared. Whether the requestor or occasion is more 
important, differs between earlier publications: Some see the requestor to be the 
most important factor (Benisch 2011; Consolvo et al. 2005) whereas others found 
the occasion to have a higher influence (Raber and Krüger 2018). Due to our results 
in the intelligent shopping domain, the stakeholder requesting the data is also a sig-
nificant context factor, but is less important than the data type (for example, viewed 
products or the in-store movements) that is requested. We assume that the high 
diversity of data in the intelligent shopping domain might cause this effect, as the 

Fig. 3   Average privacy levels for the context factor instances of the app category (left) and permission 
type (right) context factors in the mobile phone domain

Fig. 4   Average privacy levels for the context factor instances of the data type (left) and stakeholder 
(right) context factors in the shopping domain
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need for privacy differs more for data types like household income or in-store move-
ments, which might be considered more private than one’s birthday or loyalty points 
earned throughout the shopping processes. However, as other studies on the impor-
tance of context factors also led to different results in other domains, the results have 
to be validated in further studies. In the location-sharing domain, the data type is 
always the same, and therefore yields a similar perceived criticality when shared 
unintentionally. This leads to the assumption that the importance of the “data type” 
as a context factor might rely on the diversity or number of data types (for exam-
ple, whether data in the domain consists only out of gps locations, or whether there 
is demographic data, financial data and location data inside the domain), or both, 
which should be further investigated in future research. Another aspect that could 
have an impact on the perceived criticality could be the ability of the user to enter 
fake data. A user’s birthdate, for example, can rarely be validated by the requestor 
of the information and is prone to be filled in with fake data, and could therefore be 
perceived as less critical. Interestingly, although the current privacy user interfaces 
in smartphone operating systems (Android or iOS) are tailored towards setting the 
permission individually for each permission type, our results indicate that the dif-
ference in privacy levels between permissions is not significant. In contrast to that, 
the category to which the app belongs has a strong influence on the privacy level. It 
seems that either the users trust apps from a certain category and grant the permis-
sions, or they do not trust that kind of app and deny all of them. If the results can be 
supported by future studies, smartphone suppliers might want to redesign their per-
mission UI, and include the app category as an option to let the user decide whether 
an app from that category should receive all permissions, or whether only some of 
them should be granted. The average privacy levels for location sharing and mobile 
apps are higher than for the other two domains, signaling that both location sharing 
and mobile app permission settings are perceived as more critical, or the recipient 
groups less trustworthy than for the two other domains. Apart from the permission 
type in the mobile app domain, all context factors have been proven to have a highly 
significant impact on the permission settings, supporting earlier work that relies on 
context factors for recommending privacy settings (Patil et al. 2012). The average 
privacy levels for location sharing and mobile apps are very similar when normal-
ized to a percentual scale, i.e., an interval [0;1], resulting in 56% and 57%, respec-
tively, and higher than the mean privacy levels for social media (M=2.05, normal-
ized 41%) and shopping (M=0.46, normalized 46%), indicating that user tend to 
share less on social media and location-sharing services compared to mobile phone 
apps and intelligent retail shops.

5.1.2 � Mean‑based generic regression analysis (MGR) and Context‑factor‑based 
generic regression analysis (CGR)

Mean-based generic regression analysis (MGR)
To find out which domains are reasonable regression coefficients for a certain 

domain X, we first performed a separate regression analysis for each domain dif-
ferent from X, followed by a regression analysis including all domains that have a 
tendency to become significant coefficients (meaning p < 0.10 ). As an algorithm 
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for the regression analysis, we picked the ordinary least squares (OLS) algorithm 
as it has been shown to be robust also for data which is not normally distributed 
(Theil 1971). The OLS algorithm has been used for all statistical regression analy-
ses within this article. For each regression, we report the goodness of fit ( R2 ) and 
adjusted goodness of fit ( adj.R2 ) describing how well the regression curve fits the 
data, as well as the results (F and significance) of the ANOVA analysis, describ-
ing whether a prediction using a regression produces viable results with the given 
coefficients. The results are shown in Table 3. Note that it is typical for a regression 
that measures like R2 and results of the variance analysis are the same for a regres-
sion on X using Y as a coefficent, as they are for Y using X as a regression coef-
ficient. However, to maintain readabilty and an easy comparison of the coefficients, 

Table 3   Regression analyses for the mean domain privacy levels

All significant regessions are printed in bold face

Target domain Coefficients R2 Adj.R2 Stderr F Sig.

Location All 0.25 0.23 1.41 11.57 < �.���

Social 0.21 0.20 1.43 28.65 < �.���

mobile 0.03 0.02 1.59 3.02  0.09
Shopping 0.10 0.09 1.53 11.83  < �.���

Social+mobile 0.22 0.20 1.44 14.56 < �.���

Social+shopping 0.25 0.23 1.41 17.40 < �.���

Mobile+shopping 0.10 0.08 1.54 5.86 < �.���

Social All 0.24 0.22 0.63 11.13 < �.���

Location 0.21 0.20 0.63 28.65  < �.���

Mobile 0.05 0.04 0.70 5.47 0.02
Shopping 0.09 0.08 0.68 9.97 < �.���

Location+mobile 0.23 0.22 0.63 16.07 < �.���

Location+shopping 0.24 0.22 0.63 16.30 < �.���

Mobile+shopping 0.09 0.07 0.68 5.30 0.01
Mobile All 0.20 0.18 0.44 8.93 < �.���

Location 0.01 0.01 0.49 1.58 0.21
Social 0.04 0.03 0.48 4.91 0.03
Shopping 0.19 0.19 0.44 25.54 < �.���

Location+social 0.04 0.03 0.48 2.48 0.09
Location+shopping 0.19 0.18 0.45 12.68 < �.���

Social+shopping 0.20 0.18 0.44 13.25 < �.���

Shopping All 0.32 0.30 0.42 16.49 < �.���

Location 0.06 0.05 0.49 6.45 0.01
Social 0.06 0.05 0.49 6.51 0.01
Mobile 0.29 0.29 0.42 44.44 < �.���

Location+social 0.08 0.06 0.49 4.50 0.01
Location+mobile 0.32 0.30 0.42 24.51 < �.���

Social+mobile 0.31 0.30 0.42 23.66 < �.���
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we included both combinations in the table; therefore some entries may seem to be 
duplicates. All significant coefficients according to Fisher (Fisher 1971) are printed 
in bold face.

The best regression coefficients for the location domain are the mean domain 
privacy levels from the social and shopping domains, which result in highly sig-
nificant predictions. However, the mean privacy level of the mobile domain is 
very low ( R2 ); the ANOVA further implies that the prediction does not generate 
viable results, leading to the assumption that this domain is not of use for the pre-
diction of a mean location-sharing privacy level. Therefore, using the coefficients 
from social and shopping allows a prediction as good as one using the coefficients 
from all domains. As a comparison, a prediction of the privacy level without 
using input variable (i.e., the standard error of the means of the location privacy 
levels) would lead to a standard error of 1.61. A similar picture can be seen for 
the social network domain, where the best coefficient is the mean domain privacy 
level of the location domain. However, the shopping domain as a coefficient still 
produces viable results, as well as a regression using the mobile app category pri-
vacy level. Also here, using location and shopping leads to a goodness of fit and 
standard error equal to using all domains as an input. A prediction without any 
input would result in a standard error of 0.71.

Having a look at the nested analyses (i.e.,) where exactly two other domains have 
been used for a prediction, we can see that in the social, mobile phone and shop-
ping domain, adding a second domain to the domain with the lowest standard error 
does not significantly decrease the standard error. In the location-sharing domain, 
social + shopping is the combination of the two domains which have been found 
to be significant, forming the sources for the “all” predictor in that domain. Other 
combinations for that domain did again not lead to a significant improvement. To 
conclude, we can see that using nested inputs does not significantly increase the pre-
diction over single-input predictions, or they are equivalent to the “all” predictor (in 
the location-sharing domain). We therefore did not further investigate the usage of 
nested predictions in the validation study.

The generic mobile app permission privacy level can be predicted best using the 
mean domain privacy level from the shopping domain. The mean domain privacy 
level from the social network domain is also a viable coefficient, whereas the mean 
domain privacy level from the location-sharing domain is of no use for this kind 
of prediction. Combining the input of the shopping domain with the coefficients of 
other domains could not lead to an improvement of the standard error. Predicting the 
mean privacy levels without any input would have a standard error of 1.01. Lastly, 
the mean domain privacy level from the shopping domain is predicted best using 
the mean privacy level of the mobile app domain, followed by the mean domain 
privacy level from the social and location domains which both provide a viable pre-
diction. Also here, using only the coefficients from the mobile phone domain leads 
to the same standard error as combinations of the mobile phone domain and other 
domains. A prediction without any input would lead to a standard error of 0.92. The 
results will be discussed together with the results of the CGR method in the next 
paragraph.
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Context-factor-based generic regression analysis (CGR)

For the context-factor-based generic regression analysis, we used the mean con-
text factor privacy levels as regression coefficients to find out whether an increased 
detail level (e.g., one privacy level for each combination of context factors instead 
of one generic domain privacy level) can lead to an increased prediction precision 
in the regression. For this purpose, we first had to find out which instances of each 
context factor are suitable coefficients. However, as stated earlier, the significance 
values here cannot be seen as final (without using alpha correction or validation in 
a follow-up study), as the same data set is used multiple times. Later, we will vali-
date the choice of context factor instances in the validation study using a fresh data 

Table 4   Tendentially significant regression coefficients (context factor instances) for the prediction of the 
domain privacy levels

The listed coefficients will later be used as an inputfor the CGR and CCR predictions.

Target domain Coefficients Instance t Sig.

Location  Social - topic Events 2.49 0.015
Movies 1.753 0.083

Social - recipients School friends 1.661 0.099
Mobile - category – – –
Shopping - data type Amount 1.672 0.098
Shopping - stakeholder – – –

Social Mobile - category Games 1.696 0.093
Shopping - data type – – –
Shopping - stakeholder – – –
 Location - occasion Food 1.79 0.077

Travel 2.071 0.041
Tech events 2.203 0.03

 Location - requestor Immediate family 1.804 0.075
Extended family 1.803 0.075

Mobile Social - topic Sports 2.215 0.029
Social - recipients Close friends 2.008 0.048
Location - occasion – – -
 Location - requestor Extended family 1.855 0.067

Close friends 1.668 0.099
 Chopping - data type Birthdate 1.78 0.077

Income 1.88 0.064
Shopping - stakeholder Third parties 3.818 < 0.001

Shopping Social - topic – – –
Social - recipients Immediate family 1.959 0.053
Location - occasion – – –
Location - requestor Immediate family 2.067 0.042
Mobile - category Social media 1.964 0.052
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set. Similar to the analyses described above, we select all context factor instances 
that have the tendency to become significant ( p < 0.1 ), so that we do not omit any 
instance that might be significant within another data set, while eliminating other 
instances that will most likely not become significant and that would disturb the 
regression algorithm. Note that we excluded the “permission type” context factor, as 
it was found to be insignificant in the context factor difference analysis. The results 
can be found in Table 4. A selection of scatter plots of the coefficients can be found 
in Fig. 5 in the Appendix. For a complete list of context factor instances and their 
average values, please refer to Figs. 2, 3 and 4.

Similar to the results of the generic regression analysis, the domains with the 
lowest standard error and the highest precision in the generic regression analysis 
have the highest number of significant context factor instances here. The location 
domain can be predicted best by the context factor instances from the social media 
domain, namely the privacy level for posts about events and movies as well as the 
privacy level for the friend group “school friends”. However, the privacy level for 
the number of products bought in the shopping domain can also be used as a regres-
sion coefficient.

A similar picture can be seen for the location-sharing domain, which can be pre-
dicted best using the context factor privacy levels from the location-sharing domain, 
where the privacy levels of the occasions about having “food”, “traveling” and “tech 
events” are found to be suitable, together with the privacy level of the requestor 
groups “immediate family” and “extended family”. From the other coefficients, 
only the “games” category of the mobile app domain had a tendency to be a useful 
regression coefficient.

For the mobile app domain, we found coefficients from different domains to be 
useful. Most are found in the intelligent shopping domain, namely the privacy lev-
els of the “income” of the customer and his “birthdate”, as well as, with high sig-
nificance, the stakeholder “third parties”. Using the regression coefficients from the 
location-sharing domain, only the context factor privacy levels of two requestors, 
namely “close friends” and “extended family” seem to be suitable. From the social 
media domain, the “sports” topic and the recipient group “close friends” are both 
statistically significant regression coefficients.

Lastly, the shopping domain can only be predicted by few coefficients from dif-
ferent domains. From the social media domain, the recipient group “immediate fam-
ily” is found to be suitable. The same coefficient “immediate family” is a significant 
coefficient from the context factor “requestor” from the location-sharing domain. 
From the mobile app coefficients, the privacy level for “social media” apps seems to 
be suitable .

To conclude the results of the MGR and MCR methods, we have two clusters 
of domains that can profit from each other for a prediction using a regression: The 
location-sharing domain and social media domain privacy levels seem to be good 
regression coefficients for each other and form the “location-social cluster” on the 
one hand, whereas mobile app settings and intelligent shopping privacy levels form 
another cluster, later called “shopping-mobile cluster”, that allow a good prediction 
of each other’s privacy levels. For location-sharing and social media, if the data of 
the other domain is not available, the privacy levels from the shopping domain and 
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to some extent also from the mobile app domain (for social media) can be used. But 
if the data of the other domain inside the cluster is available, adding the coefficients 
from the other domains does not reduce the standard error for the location-social 
cluster. So if the mean domain privacy level of the other domain inside the cluster is 
available, the privacy levels from the other domains can be omitted according to our 
results.

For the shopping-mobile cluster, the situation is not that clear. Although using the 
mean domain privacy level of the cluster partner as a coefficient leads to the lowest 
standard error compared to the other domains, the social and location privacy lev-
els are very good alternatives, especially for the intelligent shopping domain, where 
both coefficients are found to be significant. Therefore, combining all three domains 
leads to the lowest standard error for the intelligent shopping domain, although the 
two additional domains outside the cluster reduce the standard error only from 0.31 
to 0.30. For the mobile app domain, adding coefficients other than the mean pri-
vacy level of the cluster partner cannot improve the prediction precision; therefore, 
if the privacy level from the intelligent shopping domain is available, all other data 
should be omitted for best results. If this is not the case, the privacy level from the 
social media domain also allows a prediction slightly better than random. On the 
other hand, data from the location-sharing domain is useless and should not be used 
for this domain.

Interestingly, the two clusters always contain the two domains that have a similar 
granularity, meaning they have a similar number of privacy levels (see Sect. 3.1). 
Whereas it seems clear that it is hard to use a binary scale from the shopping-mobile 
cluster to predict a more fine-grained scale from either the social media or the loca-
tion-sharing domain, this should not be the case for the other way around. However, 
the context-based location and social privacy levels were also of no use to enhance 
the regression for the mobile app domain. Also for the intelligent shopping domain, 
the decrease in standard error is small. We therefore suppose that the existence of 
those two clusters is not a main product of the difference in their scales, but it is 
caused by some other factor, like the type of occasion when the decision is made 
(for example, whether it is made incidentally on the go for mobile apps or during 
shopping inside an intelligent retail store vs. as a main task during a leisure activ-
ity for the two others) or the type of privacy (privacy against companies like app 
manufactures or retailers on one hand, and friends or family members on the other). 
Which factors finally led to the clustering of domains, and which other clusters exist, 
should be further investigated in future work.

5.1.3 � Mean‑based context‑aware regression analysis (MCR) and context‑based 
context‑aware regression analysis (CCR)

Both analyses try to predict the fine-grained context-based privacy levels. The mean-
based context-aware regression analysis uses coarse-grained mean domain pri-
vacy levels as a source for the prediction, whereas the context-based context-aware 
regression analysis uses fine-grained context-based privacy levels as an input. The 
procedure used here was the same that we employed for the CGR method, e.g., we 
performed a regression analysis on all input variables. To exclude all input variables 
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where an impact on the outcome should not be expected according to Fisher (Fisher 
1971), we selected those with a p-value < 0.1 for the validation study. Taking all 
four domains into account, we have a total of about 100 context-based privacy lev-
els, with up to four viable coefficients each for the MCR, and again up to about 100 
coefficients for the CCR. For each of those combinations, we would have to report 
t and significance values. For the sake of brevity, we will not report and discuss all 
viable coefficients here, but report the results of the final regression analysis in the 
validation study in Tables 9, 10, 11 and 12.

In general, we can see that, similar to the generic regression analysis, the domains 
inside the corresponding cluster in general produce the most, and most significant, 
context-factor-based coefficients (CFB-coefficients), supporting the correctness of 
the analysis. Having a look at the most significant CFB-coefficients (Table 4), we 
can see that the coefficient “third parties” in the “mobile apps” target domain has 
the highest significance of all of them. However, other stakeholders, like the retailer, 
do not even have the tendency to become significant ( p > 0.1 ). This fact leads to 
the assumption that the trust that consumers put in app manufacturers is compara-
ble to the trust they put in third parties like marketing companies, and not like the 
trust they put in a retailer. This is interesting, as app manufacturers and retailers 
are both the direct providers of the service the customer requests, unlike marketing 
companies, which usually do not offer a direct advantage for the customer. A pos-
sible explanation for this circumstance might be that the mere size, brand awareness 
or privacy image of a company is a key indicator for the trust in terms of privacy, 
rather than the service quality or the benefit from the service. This assumption is 
supported by other significant CFB-coefficients of the shopping domain, like one’s 
birthdate and household income. Both data types are on average perceived as very 
sensitive by most customers, and therefore are shared rarely, indicating that the trust 
in mobile app developers and the will to offer them access to app permissions is 
relatively low. Interestingly, the other CFB-coefficients (outside the location-social 
cluster) that have been found useful for the mobile app domain indicate a less pri-
vacy-sensitive behavior. Posts about sports and for close friends or the extended 
family are usually not very restricted. However, having a look at the results of the 
generic regression analysis, including these other coefficients in the prediction actu-
ally reduces the precision and increases the standard error; we therefore assume that 
they are just statistical artifacts.

For predicting the social media privacy level, both the location-sharing settings 
from the immediate and extended family are found to be useful, meaning that the 
privacy levels used when sharing the location with members of the family are similar 
to those used in social networks. Having a look at the mean domain privacy levels, 
we can see that location-sharing privacy settings are typically stricter than settings 
for social media posts. Furthermore, users usually have relatively loose privacy set-
tings for their family members (Raber et al. 2017). However, as the location-sharing 
domain is stricter in general, we assume that the loose settings in this stricter domain 
can be compared to an average privacy level in the social media domain, making it 
a good regression coefficient. Similar to this, more private occasions like traveling 
or preparing meals together (“food”) have been found to be good CFB-coefficients.
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For the location-sharing domain, most viable coefficients have their origin in the 
social media domain. The best coefficient is the privacy level of the posts with topic 
“events”, most likely because events are the occasion where users typically share a 
location. Also “movies”, e.g., social network posts about watching movies together 
or going to the cinema, are common occasions when a location is shared, making 
it the second most important CFB coefficient. We also found the recipient group 
(friend group) “school friends” to be viable, although the p-value is relatively high. 
In our opinion, locations are usually shared when a user does something interesting 
in her life, like attending events or having a meal at an expensive restaurant. The 
things in your life that you want to tell your school friends in order to improve your 
image are typically the same things. The same might hold for the amount of items 
that you bought at a shop. Therefore we think both privacy levels correlate to the 
location-sharing domain privacy level, and hence are good CFB-coefficients for the 
regression.

Lastly, in the shopping domain, we have one CFB-coefficient from each of the 
other domains. The results indicate that the recipient or friend group “immediate 
family” both from the social media and location-sharing domains, as well as per-
mission settings for social media apps, are good coefficients. As stated before, most 
users use relatively loose privacy settings for their immediate family. Furthermore, 
social media apps require a lot of different permissions in order to be fully func-
tional, like access to stored images or the location, which may lead users to grant 
them these permissions. So overall, the shopping domain seems to be a domain 
where customers feel confident when sharing their data, because they either do not 
see much harm in oversharing them, or because their trust in retailers is relatively 
high. The lower average domain privacy level supports this assumption. In this sec-
tion, we investigated which input variables should be used for the different methods. 
In the next section, we will validate the choice of the aforementioned regression 
coefficients (Tables 4 and 3 and the candidates from the MCR and CCR method) 
and compare the prediction precision between the four methods in a validation study 
using a fresh data set.

6 � Validation study

In the exploratory study, we had the goal to get a first impression of how accu-
rate the prediction of the mean domain privacy levels can be when the mean pri-
vacy levels of the other domains are used, which domains are useful for a predic-
tion, and which context factors (like the recipient of the data or the occasion, 
see Sect. 3.1) and mean domain privacy levels (e.g., the average over all privacy 
levels of a domain, see Sect. 4) are potential candidates for the prediction of the 
domain and context-based privacy levels. In the validation study, we will vali-
date the results from the exploratory study, especially how well the regression 
performs with the selected coefficients, and which of the outlined approaches 
(MGR or CGR for predicting mean domain privacy levels, and MCR or CCR 
for the context-based privacy levels) performs best. For all four approaches, we 
will perform a statistical analysis to determine whether the regressor delivers 
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significant predictions, as well as a machine learning analysis in order to find out 
how precise the prediction would be if it was implemented into a recommender 
system, and what users could expect from the system. For a clearer understanding 
on the precision quality, we will report how good a prediction would be without 
using any input coefficients as a lower bound (typically by reporting the standard 
error of means, SEM, of the variable to be predicted), as well as a within-domain 
prediction for the CGR and CCR methods as an upper bound for the prediction 
precision.

As we found out in the context factor difference analysis, the permission 
type does not have a significant influence on the permission level. We therefore 
excluded this context factor in the validation study. Apart from this change, the 
procedure for collecting data was similar to that of the exploratory study.

We had 117 participants in the validation study, out of which 11 were dis-
carded, as they answered a control question incorrectly, resulting in 106 valid 
records. The participants were aged between 18 and 71 years (average 32.67) and 
needed on average about 27 minutes for the task. 52 participants were female, 54 
male. A gender effect could not be found within our results. All of them use a 
smartphone, 38 had already heard of intelligent retail stores; 68 had not.

6.1 � Results

In the validation, we again performed the regression analyses from the valida-
tion study with the newly collected data set. Instead of using all coefficents for the 
regression, we used exactly the regression coefficients that were found viable in 
the exploratory study. To have an idea on how accurate a prediction can be using a 
machine learning algorithm, we also performed a machine learning analysis using a 
SVR (where multiple discrete privacy levels are predicted) and SVC (where a binary 
choice is predicted) algorithm. For the analyses involving a SVR, we report the 
mean squared error (MSE), whereas the area under curve (AUC) and F1-values are 
reported for the SVC analyses. To be more precise, we again performed:

•	 Mean-based generic regression analysis (MGR) trying to predict mean 
domain privacy levels from a domain using mean domain privacy levels from 
other domains

•	 Context-factor-based generic regression analysis (CGR) trying to predict 
mean domain privacy levels from a domain using context-based privacy levels 
from other domains

•	 Mean-based context-aware regression analysis (MCR) trying to predict con-
text-based privacy levels from a domain using mean domain privacy levels 
from other domains

•	 Context-factor-based context-aware regression analysis (CCR) trying to pre-
dict context-based privacy levels from a domain using context-based privacy 
levels from other domains
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In the following section, we will first present the results from the statistical and 
machine learning analyses. The interpretation of the results follows in the discus-
sion section later.

6.1.1 � Mean‑based generic regression analysis (MGR)

As stated before, we use the mean domain privacy levels from the exploratory 
study that have been found to be viable (e.g., p < 0.1 ). The results can be found 
in Tables 5 and 6. The machine learning results for the domains where a privacy 
level had to be predicted using a regression algorithm are shown together with the 
mean squared error (MSE) in Table 5, whereas the domains where a binary deci-
sion had to be predicted are shown in Table 6 together with the area under curve 
(AUC) and F1-value, which is typical for describing the prediction precision for 
these kinds of machine learning task.

Remember that the MGR is based solely on mean domain privacy levels, 
meaning it uses mean domain privacy levels from other domains as an input to 

Table 5   Validation study results for the MGR analysis

The best source domain for the prediction and the best precision score are printed in bold. Predictions are 
about 15%-20% better than random

Target domain Coefficients MSE R2 adj.R2 Stderr F Sig.

Location All 1.75 0.32 0.30 1.21 14.43 < 0.001

Social 1.82 0.23 0.22 1.27 38.01 < 0.001

Mobile 1.85 0.14 0.14 1.34 21.37 < 0.001

Shopping 1.94 0.15 0.14 1.34 21.89 < 0.001

Social All 0.32 0.27 0.26 0.50 15.69 < 0.001

Location 0.28 0.23 0.22 0.51 38.01 < 0.001

Mobile 0.35 0.07 0.06 0.56 9.86 < 0.001

Shopping 0.31 0.14 0.13 0.54 20.73 < 0.001

Table 6   Validation study results for the MGR analysis continued

The best source domain for the prediction and the best precision score are printed in bold

Target domain Coefficients AUC​ F1 R2 adj.R2 Stderr F Sig.

Mobile All 0.70 0.53 0.16 0.15 0.46 12.00 < 0.001

Social 0.61 0.38 0.05 0.04 0.49 6.00 0.02
Location 0.69 0.52 0.12 0.11 0.47 17.39 < 0.001

Shopping 0.67 0.51 0.16 0.15 0.46 23.32 < 0.001

Shopping All 0.67 0.46 0.15 0.13 0.46 8.68 < 0.001

Social 0.57 0.45 0.09 0.08 0.47 12.24 < 0.001

Location 0.66 0.46 0.06 0.05 0.48 8.04 < 0.001

Mobile 0.67 0.55 0.10 0.10 0.46 14.71 < 0.001
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predict the mean domain privacy level of the target domain. Context factors or 
context-based privacy levels are not used.

For the location-sharing domain, the social media mean privacy level allows 
the most precise prediction (stderr=1.27). Both the shopping (stderr=1.34) and 
the mobile (stderr=1.34) mean privacy level result in a higher standard error in 
the analysis. A regression model without any input coefficients (e.g., the stand-
ard error of the means, SEM) would lead to a SEM of 1.44 within the valida-
tion study data, which is notably higher than the standard error of our regression 
model. Compared to the experimental analysis, the precision and R2 values of 
the value pair “location sharing” – “mobile apps” have significantly improved. 
In the social media domain, including all other mean domain privacy levels led 
to a standard error of 0.50 on the seven-point privacy level scale for this domain. 
Using only single mean domain privacy levels as an input, the location domain 
performs best (stderr=0.51), followed by the shopping (stderr=0.54) and mobile 
(stderr=0.56) privacy levels. The SEM of the social media domain is 0.58 and 
therefore higher than any of the regression anlyses for this domain. The mean 
privacy level of the mobile app domain can be predicted best by using either the 
mean privacy level of the intelligent shopping (stderr=0.46) or location-sharing 
domain (stderr=0.47). Using both viable domains from the experimental study 
(social and shopping) results in the same standard error of 0.46. The social media 
domain performs slighty worse, resulting in a stderr of 0.49. Also here, the SEM 
with a value of 0.5 is notably higher than most of the regression models Lastly, in 
the intelligent shopping domain, all single domains produce similar results. Best 
is the mobile phone domain with a standard error of 0.46 followed by the social 
media domain; the location-sharing domain is only slightly worse (stderr=0.48). 
Using all three domains together allows us to reduce the standard error to 0.46. 
The SEM of this last domain equals to 0.49.

6.1.2 � Context‑factor‑based generic regression analysis (CGR)

Also for the CGR, we used only the context factor instances that were found to be 
useful in the exploratory study, together with the mean domain privacy levels of 
the respective domain(s). The results can be found in Table 7. Note that for some 
domains (for example, the mobile domain for predicting location sharing), none of 
the context factor instances was found to be suitable in the exporatory study. Those 
domains are marked using “-” in the table. For a better comparison, we compare 
the MSE or AUC of the machine learning analysis and the adjusted R2 for both the 
MGR and the CGR method in Table 8.

In the location-sharing domain, using all viable context factor coefficients 
leads to the smallest standard error (stderr=1.21) for this domain, followed by 
the “topic” or both context factors of the social media domain (stderr=1.22).
However, using the “recipient” context factors leads to a higher standard error 
(stderr=1.27). For the social media domain, equally good results can be achieved 
using only the location-sharing coefficients (stderr=0.51) or a combination of 
all viable coefficients (stderr=0.50). If only data from the mobile app domain 
is available, a prediction with a standard error of 0.56 can be achieved. Data 



53

1 3

Transferring recommendations through privacy user models…

from an intelligent retail store did not provide any significant coefficient in the 
exploratory study and therefore cannot be more precise than a prediction using 
the MGR approach. For the mobile app domain, using the context factor privacy 
levels of one or both context factors results in a stderr of 0.46, equal to that 
of the MGR method. The “requestor” context of the location-sharing domain 
also leads to good results (stderr=0.47), whereas the other inputs are barely bet-
ter than random. Similarly, the mobile phone privacy levels lead to best pre-
diction results (stderr=0.46), quickly followed by the “requestor” context-based 

Table 7   Validation study results for the CGR analysis

The best prediction source domains are print in bold. The method is only slightly (3%) better in most 
cases. The results are notably better for the location-sharing domain

Target domain Coefficients MSE AUC​ F1 R2 adj.R2 stderr F Sig.

Location All 1.42 – – 0.40 0.36 1.21 10.13 < 0.001

Social - all 1.48 – – 0.28 0.27 1.23 16.89 < 0.001

Social - topic 1.52 – – 0.28 0.26 1.23 12.65 < 0.001

Social - recipients 1.82 – – 0.23 0.21 1.27 18.97 < 0.001

Mobile - category – – – – -
Shopping - data type 1.90 – – 0.15 0.13 1.33 11.29 0.001
Shopping - stakeholder – – – – –

Social All 0.30 – – 0.28 0.25 0.50 9.76 < 0.001

Mobile - category 0.33 – – 0.08 0.07 0.56 5.89 0.009
Shopping - data type – – – – –
Shopping - stakeholder – – – – –
Location - all 0.31 – – 0.23 0.21 0.51 12.62 < 0.001

Location - occasion 0.32 – – 0.23 0.21 0.52 9.40 < 0.001

Location - requestor 0.32 – – 0.25 0.22 0.51 8.38 < 0.001

Mobile All – 0.74 0.59 0.21 0.15 0.46 3.57 0.001
Social - all – 0.45 0.13 0.95 0.04 0.49 1.09 0.369
Social - topic – 0.52 0.22 0.05 0.02 0.49 1.58 0.182
Social - recipients – 0.44 0.13 0.06 0.05 0.49 1.21 0.243
Location - occasion – – – – –
Location-requestor – 0.65 0.45 0.13 0.11 0.47 6.19 < 0.001

Shopping - all – 0.66 0.48 0.19 0.15 0.46 5.63 < 0.001

Shopping - data type – 0.65 0.48 0.19 0.15 0.46 5.62 < 0.001

Shopping - stakeholder – 0.64 0.52 0.16 0.15 0.46 11.81 < 0.001

Shopping All – 0.68 0.50 0.18 0.11 0.46 2.6 0.007
Social - topic – – – – -
Social - recipients – 0.60 0.40 0.16 0.15 0.48 2.83 < 0.019

Location - occasion – – – – –
Location - requestor – 0.61 0.42 0.08 0.06 0.47 3.58 0.015
Mobile - category – 0.68 0.47 0.10 0.09 0.46 7.4 < 0.001
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privacy levels and the “recipient” privacy levels of the social domain. Compar-
ing the results of the MGR and CGR method, one can see that except for the 
location domain, both approaches lead to similar results regarding the prediction 
precision.

6.1.3 � Mean‑based context‑aware regression analysis (MCR)

In contrast to the MGR and CGR method, which has the goal to predict mean 
domain privacy levels, the MCR and CCR methods do a regression on the fine-
grained context-factor-based privacy levels. We followed the same apporach as 

Table 8   Comparison of the validation study results for the CGR and MGR analysis and the standard 
error of the means as a baseline for a prediction without any coefficents

Target domain Coefficients CGR​
stderr

MGR
stderr

CGR​
adj.R2

MGR
adj.R2

SEM

Location All 1.21 1.21 0.36 0.30 1.44
Social - all 1.23 1.27 0.27
Social - topic 1.23 0.26 0.22
Social - recipients 1.27 0.21
Mobile - category – 1.34 – 0.14
Shopping - data type  1.33 1.34 0.13 0.14
Shopping - stakeholder – –

Social All 0.50 0.50 0.25 0.26 0.58
Mobile - category 0.56 0.56 0.07 0.06
Shopping - data type – 0.54 – 0.13
Shopping - stakeholder – –
Location - all 0.51 0.21
Location - occasion 0.52 0.51 0.21 0.22
Location - requestor 0.51 0.22

Mobile All 0.46 0.46 0.15 0.15 0.5
Social - all 0.49 0.04
Social - topic 0.49 0.49 0.02 0.04
Social - recipients 0.49 0.05
Location - occasion – 0.49 – 0.11
Location - requestor 0.47 0.11
Shopping - all 0.46 0.46 0.15 0.13
Shopping - data type 0.46 0.15
Shopping - stakeholder 0.46 0.15

Shopping All 0.46 0.46 0.11 0.13 0.49
Social - topic – 0.47 – 0.08
Social - recipients 0.48 0.15
Location - occasion – 0.48 – 0.05
Location - requestor  0.47 0.06
Mobile - category 0.46 0.46 0.09 0.10
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in the exploratory study, but this time using only the mean domain privacy levels 
that were found viable in the exploratory study. As the number of context-based 
privacy levels is very high, we report only the mean, as well as the minimum 
and maximum of the standard error, R2 and adjusted R2 for every domain and 
context factor for the MCR and CCR method. The results can be seen in Table 9 
and 10. The detailed statistical results can be found in Tables 19 (location), 21 
(social), 23 (mobile) and 24 (shopping) in the “Appendix”. The results of the 
machine learning analysis are reported in the same short style in Table  12, the 

Table 9   Validation study results for the statistical MCR analysis

Also here, the prediction is significantly better than random

Target domain Coefficients stderr R2 adj.R2

avg min max avg min max avg min max

Location
- occasion

All 1.50 1.24 1.75 0.24 0.18 0.28 0.22 0.16 0.26
Social 1.55 1.29 1.82 0.17 0.09 0.21 0.16 0.09 0.21
Mobile 1.61 1.33 1.87 0.11 0.03 0.15 0.10 0.02 0.14
Shopping 1.61 1.35 1.89 0.11 0.07 0.16 0.10 0.06 0.15

Location
- requestor

All 1.46 1.40 1.53 0.24 0.19 0.33 0.22 0.17 0.31
Social 1.51 1.45 1.58 0.17 0.13 0.23 0.16 0.12 0.23
Mobile 1.57 1.51 1.61 0.11 0.08 0.17 0.10 0.07 0.17
Shopping 1.57 1.51 1.62 0.11 0.08 0.13 0.10 0.08 0.13

Social
- topic

All 0.78 0.65 1.09 0.17 0.05 0.27 0.15 0.02 0.26
Llocation 0.79 0.67 1.10 0.14 0.01 0.26  0.13 0.00 0.26
Mobile 0.83 0.70 1.14 0.04 0.00 0.09 0.04 −  0.00 0.08
Shopping 0.81 0.68 1.11 0.09 0.03 0.14 0.08 0.02 0.13

Social
- recipients

All 0.67 0.58 0.79 0.17 0.13 0.24 0.16 0.11 0.23
Location 0.68 0.59 0.81 0.14 0.11 0.19 0.13 0.10 0.18
Mobile 0.71 0.61 0.86 0.05 0.02 0.11 0.04 0.01 0.10
Shopping 0.70 0.62 0.81 0.09 0.06 0.14 0.08 0.05 0.13

Mobile
- category

All 0.46 0.43 0.49 0.11 0.06 0.21 0.09 0.04 0.19
Location 0.46 0.43 0.50 0.07 0.01 0.17 0.06 0.00 0.16
Social 0.47 0.44 0.50 0.03 0.00 0.06 0.02  −  0.01 0.05
Shopping  0.46 0.44 0.49 0.06 0.02 0.10 0.05 0.02 0.10

Shopping
- data type

All 0.45 0.39 0.50 0.12 0.02 0.22 0.10  −  0.00 0.20
Location 0.46 0.41 0.50 0.06 0.01 0.11 0.06 0.00 0.11
Social 0.46 0.41 0.50 0.06 0.01 0.11 0.05 0.00 0.10
Mobile 0.46 0.40 0.50 0.08 0.00 0.16 0.08  −  0.00 0.16

Shopping
- stakeholder

All 0.45 0.42 0.47 0.14 0.04 0.19 0.12 0.02 0.17
Location 0.46 0.43 0.48 0.07 0.03 0.12 0.06 0.02 0.11
Social 0.46 0.44 0.48 0.05 0.00 0.07 0.04  −  0.00 0.06
Mobile 0.45 0.43 0.47  0.10 0.03 0.13 0.09 0.02 0.12
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complete machine learning results are shown in Tables 20 (location), 22 (social), 
23 (mobile) and 25 (shopping) in the “Appendix”.

To get a feeling of the quality of the results, we also calculated the precision of 
a within-domain method for this technique, i.e., a regression and machine learn-
ing analysis using mean domain privacy level of a domain to predict the context-
based privacy levels of the same domain. The standard errors of this method are 
shown together with the results of the CCR method in Table 13. Detailed results 
can be found in Tables 15 and 16 in the “Appendix”.

For the location-sharing domain, the standard error is similar for both the occa-
sion and requestor context factor instances, whereas the “requestor” privacy levels 
can be predicted slightly better using all other mean domain privacy levels compared 

Table 10   Validation study results for the machine learning analysis of the MCR method

Target domain Coefficients MSE AUC​ F1

avg min max avg min max avg min max

Location
- occasion

All 2.66 1.80 3.69 – – – – – –
Social 2.81 1.90 3.96 – – – – – –
Mobile 2.83 1.90 3.74 – – – – – –
Shopping 2.87 2.12 4.08 – – – – – –

Location
- requestor

All 2.44 2.21 2.71 – – – – – –
Social 2.58 2.37 2.84 – – – – – –
Mobile 2.67 2.31 2.86 – – – – – –
Shopping 2.71 2.50 2.99 – – – – – –

Social
- topic

All 0.71 0.49 1.25 – – – – – –
Location 0.69 0.48 1.34 – – – – – –
Mobile 0.76 0.52 1.46 – – – – – –
Shopping 0.74 0.49 1.27 – – – – – –

Social
- recipients

All 0.54 0.43 0.73 – – – – – –
Llocation 0.49 0.38 0.70 – – – – – –
Mobile 0.56 0.41 0.80 – – – – – –
Shopping 0.54 0.41 0.70 – – – – – –

Mobile
- category

All – – – 0.66 0.60 0.76 0.34 0.07 0.58
Location – – – 0.61 0.55 0.70 0.31 0.00 0.64
Social – – – 0.55 0.35 0.65 0.28 0.00 0.67
Shopping – – – 0.62 0.57 0.68 0.31 0.13 0.56

Shopping
- data type

All – – – 0.65 0.55 0.77 0.40 0.05 0.81
Locatiol – – – 0.58 0.43 0.71 0.37 0.00 0.81
Social – – – 0.57 0.42 0.67 0.28 0.00 0.81
Mobile – – – 0.62 0.48 0.74  0.40 0.05 0.81

Shopping
- stakeholder

All – – – 0.63 0.52 0.70 0.56 0.47 0.79
Location – – – 0.62 0.53 0.70 0.43 0.06 0.78
Social – – – 0.59 0.50 0.66 0.46 0.26 0.80
Mobile – - – 0.61 0.52 0.69 0.46 0.15 0.80
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to the “occasion” context factor. When using only single mean domain privacy lev-
els, the ones from the cluster partner (social media domain; see Sect. 5.1.2) lead to 
the smallest standard errors. The same holds for the social media domain, where the 
best domain for predicting the context-based privacy levels is the location-sharing 
domain. Adding the other mean domain privacy levels does not increase the pre-
cision. However, in contrast to the prediction for the location-sharing domain, the 
standard errors using the shopping mean domain privacy level are only slightly 
higher. For the privacy levels for the different app categories in the mobile app 
domain, all domains lead to the same precision. Using all of them together again 
slightly reduces the standard error. Finally, the shopping domain can be predicted 

Table 11   Validation study results for the statistical CCR analysis

The method is 2.6–4.4% more precise than its counterpart without context-based privacy levels (MCR)

Target
domain

Coefficients stderr R2 adj.R2

avg min max avg min max avg min max

Location
- occasion

All 1.45 1.18 1.70 0.32 0.21 0.39 0.27 0.15 0.35
Social 1.49 1.25 1.69 0.22 0.11 0.30 0.20 0.09 0.29
Mobile 1.69 1.44 1.87 0.08 0.03 0.12 0.07 0.02 0.10
Shopping 1.63 1.35 1.89 0.13 0.09 0.16 0.11 0.07 0.15

Location
- requestor

All 1.39 1.33 1.44 0.34 0.22 0.42 0.30 0.18 0.39
Social 1.45 1.38 1.52 0.25 0.16 0.33 0.23 0.15 0.29
Shopping 1.54 1.51 1.58 0.16 0.09 0.23 0.14 0.07 0.20
Mobile 1.58 1.54 1.61 0.12 0.09 0.17 0.11 0.08 0.16

Social
- topic

All 0.76 0.66 0.93 0.25 0.09 0.38 0.20 0.05 0.33
Mobile 0.79 0.70 0.93 0.06 0.03 0.09 0.05 0.01 0.07
Shopping 0.78 0.68 0.92 0.09 0.03 0.14 0.07 0.01 0.13
Location 0.74 0.66 0.93  0.24 0.17 0.35 0.22 0.15 0.33

Social
- recipients

All 0.63 0.58 0.71 0.23 0.14 0.37 0.19 0.11 0.33
Location  0.65 0.59 0.79 0.24 0.16 0.31 0.22 0.14 0.30
Shopping 0.69 0.61 0.82 0.12 0.09 0.14 0.10 0.07 0.13
Mobile 0.73 0.67 0.85 0.05 0.04 0.07 0.03 0.02 0.05

Mobile
- category

All 0.46 0.43 0.50 0.15 0.07 0.22 0.09 0.00 0.18
Location 0.46 0.43 0.50 0.09 0.01 0.17 0.07  −  0.00 0.15
Social 0.47 0.44 0.51 0.04 0.00 0.07 0.02  −  0.02 0.05
Shopping 0.47 0.44 0.50 0.08 0.04 0.12 0.05  −  0.00 0.10

Shopping
- data type

All 0.45 0.38 0.50 0.15 0.03 0.24 0.10  −  0.02 0.22
Location 0.46 0.41 0.49 0.08 0.03 0.12 0.06 0.01 0.11
Social 0.47 0.41 0.49 0.07 0.03 0.11 0.05 0.02 0.08
Mobile 0.45 0.39 0.50 0.10 0.01 0.19 0.08  −  0.02 0.18

Shopping
- stakeholder

All 0.45 0.42 0.47 0.16 0.07 0.21 0.11 0.01 0.17
Location 0.46 0.43 0.48 0.07 0.03 0.13 0.04  −  0.00 0.12
Social 0.46 0.45 0.48 0.07 0.06 0.07 0.03 0.02 0.04
Mobile 0.45 0.43 0.47 0.11 0.05 0.14 0.08 0.01 0.12
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best by both the social media and mobile phone mean domain privacy levels. Using 
all mean domain privacy levels does not decrease the standard error – neither for the 
“data type”, nor for the “stakeholder” context factor.

Having a look at the results of the within-domain analysis, we can clearly see that 
the within-domain prediction is notably better than a cross-domain prediction, sup-
porting the findings of earlier research that recommend using cross-domain recom-
mender systems only if no or only sparse within-domain data is available (Adoma-
vicius and Tuzhilin 2005).

Table 12   Validation study results for the machine learning analysis of the CCR method

Target
domain

Coefficients MSE AUC​ F1

avg min max avg min max avg min max

Location
- occasion

All 2.50 1.72 3.19 – – – – – –
Social  2.53 1.75 3.60 – – – – – –
Mobile 3.11 2.19 3.88 – – – – – –
Shopping 2.94 2.09 3.97 – – – – – –

Location
- requestor

All 2.23 1.93 2.51 – – – – – –
Social 2.25 1.99 2.55 – – – – – -
Shopping 2.68 2.40 2.83 – – – – – –
Mobile 2.67 2.34 2.82 – – – – – –

Social
- topic

All 0.69 0.50 1.07 – – – – – –
Mobile 0.70 0.54 0.97 – – – – – –
Shopping 0.69 0.50 0.94 – – – – – –
Location 0.63 0.49 1.02 – – – – – –

Social
- recipients

All 0.48 0.41 0.55 – – – – – -
Location 0.49 0.41 0.71 – – – – – –
Shopping 0.55 0.40 0.73 – – – – – –
Mobile 0.58 0.44 0.78 – – – – – –

Mobile
- category

All – – – 0.64 0.53 0.76 0.33 0.04 0.66
Location – – – 0.58 0.47 0.68 0.26 0.00 0.64
Social – – – 0.56 0.34 0.66 0.20 0.00 0.65
Shopping – – –  0.58 0.52 0.67 0.29 0.00 0.48

Shopping
- data type

All – – – 0.64 0.48 0.80 0.43 0.00 0.79
Location – – – 0.60 0.50 0.66 0.25 0.00 0.63
Social – – – 0.55 0.46 0.68 0.15 0.00 0.50
Mobile – – – 0.62 0.54 0.76 0.37 0.04 0.81

Shopping
- stakeholder

All – – – 0.56 0.44 0.64 0.48 0.23 0.77
Location – – – 0.54 0.51 0.60 0.37 0.03 0.80
Social – – – 0.60 0.52 0.69 0.15 0.14 0.16
Mobile – – – 0.61 0.54 0.67 0.43 0.03 0.77
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6.1.4 � Context‑factor‑based context‑aware regression analysis (CCR)

As described in the results section of the exploratory study, we use the context-
based privacy levels with p < 0.1 for the validation study of the CCR analysis. The 
standard errors and coefficients of determination of the statistical regression analysis 
for the different domains are shown in Table 11. Similar to the MCR method, we 
calculated the average, minimum, and maximum standard error for the different con-
text-factor-based privacy levels, using either the coefficients from all other domains, 
or only from one of the three other domains. The detailed results for the statistical 

Table 13   Comparison of the validation study results for the MCR and CCR analysis

Target
domain

 Coefficients MCR CCR​  SEM

stderr adj.R2 stderr 
within
-domain

stderr adj.R2 stderr 
within
-domain

Location
- occasion

All 1.50 0.22 0.90 1.45 0.27 0.83 1.70
Mobile 1.55 0.16 1.49 0.20
Social 1.61 0.10 1.69 0.07
Shopping 1.61 0.10 1.63 0.11

Location
- requestor

All 1.46 0.22 0.81 1.39 0.30 0.76 1.66
Mobile 1.51 0.16 1.45 0.23
Social 1.57 0.10 1.54 0.14
Shopping 1.57 0.10 1.58 0.11

Social
- topic

All 0.78 0.15 0.57 0.76 0.20 0.54 0.84
Mobile 0.79 0.13 0.79 0.05
Location 0.83 0.04 0.78 0.07
Shopping 0.81 0.08 0.74 0.22

Social
- recipients

All 0.67 0.16 0.44 0.63 0.19 0.37 0.73
Mobile 0.68 0.13 0.65 0.22
Location 0.71 0.04 0.69 0.10
Shopping 0.70 0.08 0.73 0.03

Mobile
- category

All 0.46 0.09 0.40 0.46 0.09 0.39 0.48
Social 0.46 0.06 0.46 0.07
Location 0.47 0.02 0.47 0.02
Shopping 0.46 0.05 0.47 0.05

Shopping
- data type

All 0.45 0.10 0.37 0.45 0.10 0.36 0.48
Social 0.46 0.06 0.46 0.06
Location 0.46 0.05 0.47 0.05
Mobile 0.46 0.08 0.45 0.08

Shopping
- stakeholder

All 0.45 0.12 0.37 0.45 0.11 0.32 0.48
Social 0.46 0.06 0.46 0.04
Location 0.46 0.04 0.46 0.03
Mobile 0.45 0.09 0.45 0.08
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and machine learning analysis are shown in Tables  26 (location), 27 (social), 28 
(mobile) and 29 (shopping) in the “Appendix”. The compact version of the results of 
the machine learning analysis can be found in Table 12.

A comparison of the prediction precision of the MCR and CCR methods can 
be found in Table  13. Similar to the MCR method, we performed a statistical 
and machine learning analysis using the within-domain data, i.e., predicting one 
context-based privacy level of a domain by using the remaining context-based 
privacy levels of the same domain. The standard errors can be again found in 
Table 13, detailed results in Tables 17 and 18 in the “Appendix”. Also here, the 
results show that a within-domain recommendation clearly outperforms a cross-
domain recommendation.

For the “occasion” privacy levels in the location-sharing domain, the CCR 
method produces better results for all input domains, except for the mobile app 
domain. Especially when using all viable coefficients, the standard error can be 
reduced to 1.50, which is 0.07 better compared to the MCR method. Using only 
social media coefficients allows us to reduce the stderr by 0.06. Using the con-
text-based privacy levels from the intelligent shopping domain can only improve 
the stderr by 0.01 compared to the MCR method. Finally, the stderr using the 
coefficients from the mobile app domain increases by 0.02 to 1.67, which is the 
highest standard error of all input combinations for the location-sharing domain. 
A prediction without any input coefficients (i.e., the standard error of the means) 
ranges from 1.42 to 1.99 (mean 1.70).

The CCR produces better results for the “requestor” context factor of the 
location-sharing domain as well: When using only social media input, the stderr 
decreases to 1.48 ( −0.06 ); it stays almost the same for the mobile app ( −0.01 ) 
and intelligent shopping coefficients ( + − 0.00 ). Again using all coefficients 
from all three domains leads to a prediction which is −0.04 more precise com-
pared to the MCR method. The standard error of the means ranges from 1.57 to 
1.71 (average 1.66).

The social media domain can also profit from the more fine-grained input of 
the CCR domain: Using all coefficients, we can reduce the stderr by 0.04 for the 
“topic”, and by 0.05 for the “recipients” context factor. Also using only the coef-
ficients from the location-sharing domain reduces the standard errors for both 
“topic” ( −0.03 ) and “recipients” ( −0.02 ). However, the prediction using only 
mobile app ( − 0.01 for “topic”, + − 0.00 for “recipients”) or intelligent shop-
ping (+ −  0.00 for “topic”,  −  0.01 for “recipients”) coefficients improves only 
slightly. The standard error of the means ranges from 0.64 to 0.87 (mean 0.73) 
for the “recipients” and from 0.72 to 1.13 (mean 0.84) for the “topic” context 
factor.

In the intelligent shopping domain, only the precision using all context-
based privacy levels improved the regression precision (−   0.03 for “stake-
holder”,  − 0.02 for “data type”). The precision using only coefficients from 
either the social media (+-0.00 for “stakeholder”, −0.01 for “data type”), loca-
tion sharing (+ − 0.00 for “stakeholder”, + − 0.00 for “data type”) or mobile app 
(+0.01 for “stakeholder”,  − 0.01 for “data type”) domain did not change much. 
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The standard error of the means ranges from 0.42 to 0.5 (mean 0.48) for the 
datatypes, and from 0.46 to 0.49 (mean 0.48) for the stakeholders.

Finally, the mobile app domain also could not profit significantly from the 
increased granularity of the CCR method. Using coefficients only from the 
social media (0.01) or location-sharing (−  0.01) domain only slightly decreases 
the standard error, whereas it stays the same for the intelligent shopping domain 
and also when using all domains together as an input. The standard error of the 
means of this domain ranges from 0.45 to 0.50 (mean 0.48).

7 � Discussion

7.1 � Predicting mean domain privacy levels using MGR VS CGR​

We presented two different approaches for predicting the mean domain privacy level 
(the mean privacy level computed over all privacy levels of a domain) of a domain: 
first the MGR approach that uses the other mean domain privacy levels as an input, 
and second the CGR method that uses the privacy levels for the different context 
factor instances (like the privacy level given for social network posts about food, or a 
location-sharing privacy level that has to be applied when a family member requests 
the location) in addition to the mean-based privacy level. Usually, one would think 
that more data leads to a higher precision (e.g., a lower standard error). However, 
this is only the case for the location-sharing domain, where the CGR method leads 
to lower standard errors when using the social media or shopping privacy levels, and 
especially when all domain data can be used. Still, the size of the effect is relatively 
small, with a standard error improvement ranging up to 0.04 (or 3%) when using the 
social media privacy levels as an input, resulting in a final standard error of 1.23. 
For all other domains, the CGR method offers no improvement compared to the sim-
pler MGR approach.

Having a look at the coefficients used for the location-sharing prediction 
(Table 4), we can see that there are two context factor instances which are of major 
importance from the social media domain: the “topic” context factor instances “mov-
ies” and especially “events”. Those two post topics are occasions in which users typ-
ically also share their location (especially on events), which might lead to their suit-
ability for a prediction, which leads to a decreased standard error when added to the 
set of coefficients. The same seems to hold for the amount of items bought, which 
is used for predicting the location-sharing level when only shopping privacy levels 
are available. People like to share their location during shopping either when they 
have bought expensive products, or when they have bought an extraordinarily high 
amount of items, for example, at a sale or at a factory outlet store. To conclude, we 
can state that the simple MGR approach works very well for most of the domains. 
There are only some domains where the increased data set of the CGR method can 
improve the precision, like the location-sharing domain. Which other domains are 
also suitable for CGR should be a research topic of future work. As a rule of thumb, 
it seems like CGR can profit from its context-based privacy levels from the other 
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domains, if some of them are very similar or are often used together with the pri-
vacy levels of the target domain.

7.2 � Predicting context‑based privacy levels using MCR VS CCR​

When it comes to predicting the context-based privacy levels, e.g., the different pri-
vacy levels depending on the context factors mentioned in Sect. 3.1, the simplistic 
mean domain privacy level-based approach (MCR) still performs well. However, in 
this case, the context-based method (CCR) can outperform the MCR in most cases, 
supporting earlier work stating that privacy decisions are multidimensional in gen-
eral and should take context factors into account, rather than predicting a general 
privacy decision (Knijnenburg et al. 2013). In the location-sharing domain, where 
the CGR already outperformed the MGR, the CCR leads to a standard error that 
is on average 2.6% – 4.4% more precise than the MCR approach when using all 
other domains as an input. The improvement is even larger for the social media 
domain, where the standard error is reduced by 5% – 7% when using all input data. 
For the shopping domain, the improvement amounts to 3.2% – 4.3%. The mobile 
app category remains the only one where the CCR approach led to only meaning-
less improvements. In the domain of mobile app permissions, the context-based pri-
vacy levels were based on the app category as a context factor. However, none of 
the other domains have a similar context factor, so the other context-based privacy 
levels, which were based on the requestor or the occasion, for example, were not of 
any help, so that the CGR approach could not lead to an improvement of the predic-
tion precision. We therefore speculate that the performance of the CCR depends on 
the semantic distance between the context factors of the target domain and the input 
domains. Semantic similarity in this context means that the context factor values 
often have the same meaning, e.g., the occasions when a location is shared are often 
similar to topics of a social network post. A social network post, for example, can 
be about a new movie the user just watched at home (topic “movies”); but a loca-
tion can also be shared when going to the cinema with friends (occasion “movies”), 
forming a semantic similarity between the two context factors. Heckmann’s work 
also indicates that the decision which information to show to the user depends on 
similar context, and offers a reasoner to find the context that is most semantically 
similar (Heckmann 2006).

Whether this assumption can be generalized, should be checked in future work. In 
general, we conclude that, for predicting context-based privacy settings, the context-
based CCR method should be preferred for most cases, if the data is available. But 
if the context factors do not match well, e.g., the semantic distance between them 
is high, the CCR seems not to lead to any advantage. However, the simplistic MCR 
approach that uses only the mean domain privacy levels from the other domains, 
performs surprisingly well, even for predicting fine-grained privacy levels.
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7.3 � Size of the effect and user acceptance

Both the MGR and CGR led to a prediction precision which is better than the stand-
ard error of the means, i.e., a prediction without coefficients, showing that the usage 
of privacy levels from other domains allows a prediction significantly better than 
random. Whether the achieved precision is sufficient to be accepted by users still has 
to be checked in future studies.

Also with the MCR and CCR methods, the prediction precision was notably 
better for the location domain compared to the standard error of the means. For 
the other social media domain, the difference between the prediction precision is 
only slightly (about 5 to 10%) better, whereas no improvement can be achieved 
for the mobile phone and shopping domain compared to the MCR approach. All 
approaches are about 15% to 20% more precise than an unparameterized, general 
prediction using no input. However, the within-domain predictions, which form an 
upper bound for the prediction precision of the cross-domain recommenders, can 
also decrease the standard error only by about 20 to 25% in most cases. Given that 
fact, the improvement of the standard error can be seen as normal for a cross-domain 
recommender, which is typically performing significantly worse than a within-
domain recommender system. Nevertheless, whether such a recommender system 
would be accepted by users, and also whether a within-domain recommender would 
lead to results that are perceived as better or more useful by the users, has to be 
investigated in future work.

7.4 � Which data set is to be used for a prediction

After deciding on a suitable predicting method (either mean-based or context-
based), the next question is which data should be used for the prediction, or whether 
the available data is sufficient for a prediction. In general, if data from all other 
domains is available, this data should also be used. In our experiments, we did not 
identify any case where the precision decreased when using all domain data instead 
of only a specific domain. If only privacy levels of some of the domains are avail-
able, or if the data has to be acquired/processed first, it is best to think in clusters. 
In the experiments, we identified two domain clusters, inside which each domain is 
particularly suitable for predicting the other domain. The first is the location-shar-
ing/social media cluster, the second is the mobile app permission/intelligent shop-
ping cluster. Whenever the privacy levels from the cluster partner are available or 
can be acquired, they should be preferred before those of all other domains. If data 
from other domains is already available, it should be added as well, although it will 
not increase the precision very much. We recommend not to add further domain data 
if the additional data must be acquired first, and the acquisition would lead to an 
increased user burden or an immense computing overhead.
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7.5 � The privacy paradox in privacy recommender systems

The goal of our research is to help users to tune their privacy settings so that they 
disclose as little private information as needed while still keeping the services (for 
example, the social network or smartphone ) usable. However, in order to allow an 
automatic prediction of privacy settings, we in fact need additional information from 
the user as an input for a meaningful prediction. This fact that we call the “rec-
ommender systems privacy paradox” has been part of research since several years 
(Toch et  al. 2012). There are several approaches that allow the user to increase 
her privacy in such a recommender system, by aggregating the personal informa-
tion together with 2, 3, 4 or n other data sets at the cost of prediction precision 
(Toch et al. 2012). Data expiration and data morphing are further methods that can 
enhance privacy at the cost of the recommendation quality (Toch et al. 2012). Other 
approaches try to adapt the recommender system itself to be more privacy-aware, 
for example, by employing a differential privacy mechanism in matrix factorisation 
approaches (Friedman et  al. 2016). Another PLA-based framework selects a per-
sonalisation method at runtime that fits the user’s privacy requirements, to enhance 
privacy while keeping the prediction quality at a similar level (Wang and Kobsa 
2013). In our studies, we were focused on finding out whether and how good privacy 
recommendations work in an optimal case, where the user’s personal information 
is fully available. However, we like to check how well our approaches work when 
privacy-enhancing techniques are included in future work. They key findings of the 
discussion are summarized in Table 14.

Table 14   Summary of the key findings of the discussion

MGR VS CGR​ - MGR and CGR similar in most domains
- Precision about 10%-15% better than random
- CGR usually only slightly better than MGR(3%)
- CGR notably better than MGR in location-sharing domain
- Notably better than standard error of the means,
i.e., better than prediction without input
- Whether precision is enough to be accepted by users
has to be investigated in future work

MCR VS CCR​ - MCR still performs well
CCR on average about 5%-10% better than MCR
- CCR outperforms MCR in location and shopping domain,
could be caused by semantic similarity
- Notably better than standard error of the means,
i.e., better than prediction without input
- Whether precision is enough to be accepted by users
has to be investigated in future work

best input data Two clusters exist, that allow to predict each other:
location sharing/social media and mobile phone/shopping

privacy paradox
of recommenders

- Additional private data needed for
recommending privacy settings
- Techniques exist that obfuscate private data
whitout disturbing recommender system
(e.g., differential privacy, PLA-based systems)
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7.6 � Future work

We have conducted an experimental study to find out which domains and which pri-
vacy levels are viable inputs for a prediction. Both the experimental and the val-
idation study have been conducted with a data set of sufficient size for a regres-
sion analysis. However, related work has shown that the prediction precision can be 
further increased involving a large data set, containing thousands or even millions 
of users (Liu et al. 2016). We therefore would like to extend the experiment in the 
future to larger data sets, so we can investigate to which extent the prediction preci-
sion can be increased.

We found differences in the prediction precision between the methods using the 
mean domain privacy level as an input (MGR and MCR) and the methods using 
context-based privacy levels (CGR and CCR). In some domains, the CGR and the 
CCR outperform the MGR and MCR. However, the difference is below 10% and 
therefore relatively small. In future work, we would therefore like to perform a field 
study, where users have to use a social media account, for example, including pri-
vacy settings based on one of the aforementioned approaches, and the task to use 
the account for some weeks and to adapt the privacy settings, if needed. At the end 
of the study, we will compare the changes to the privacy settings and thereby the 
number of errors made by each method. Using a questionnaire, we will evaluate the 
subjective differences on the perceived prediction precision.

We were able to identify several coefficients for the context-based regression 
methods (MCR and CCR) that can be of use in future work. We found that the four 
domains treated in this article can be clustered into two clusters, inside which a 
regression of the partner’s privacy levels is possible. However, there are plenty of 
other domains that have not been part of our research so far. In future work, we 
therefore want to investigate whether other domains also form clusters together, or 
whether they are part of one of the two aforementioned clusters. The ultimate goal is 
to find out whether there is a finite number of clusters that allow a prediction of each 
other’s privacy levels, what domains they include, and which common properties 
they share that make them belong to the same cluster. Apart from that, we investi-
gated only a finite number of context factors in this article that have been found to 
be significant in related work. There might be still other context factors that have not 
been discovered yet, which we would propose as topics for future work.
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8 � Conclusion

Users often neglect their privacy settings, as they often do not see the potential risks 
that come with oversharing of the data. There exist a lot of solutions that try to aid 
the user in choosing the privacy settings using machine learning, either by using 
other privacy settings from the same domain as an input, or by utilizing the user’s 
personality and privacy attitudes for a personalized recommendation. However, as 
this information is not always available, we examined whether privacy settings from 
other domains can also be used as an input for the prediction. We investigated the 
prediction of a mean domain privacy level that gives only one general user-specific 
privacy level for a domain as an orientation, as well as the prediction of fine-grained 
context-based privacy levels that give a distinct personalized privacy level for each 
combination of context factors. We found all context factors except for the permis-
sion type in the mobile phone domain to be significantly different and therefore 
as potentially suitable input for a prediction. The results show that both types of 
privacy levels can be predicted already using only the mean domain privacy levels 
from the other domains. However, the fine-grained context-based privacy levels and 
the mean domain privacy levels from the location-sharing domain can be predicted 
better using the context-based privacy levels as an input. Although we verified the 
selected regression coefficients within a validation study and although we achieved 
a small increase in the prediction precision using the CGR and CCR method com-
pared to the MGR and MCR method in some cases, we would like to test the suit-
ability of our prediction in future work in an in-the-wild study, where the privacy 
levels are predicted from actual privacy settings of the users, and check how well 
the implementation of the predicted privacy levels in the different domains fits the 
actual desired privacy settings of the user.

Appendix

See Fig. 5.
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See Tables 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28 and 29.              

Fig. 5   Selection of scatter plots of the coefficents used for the CGR and CCR analyses
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Table 15   Statistical results of the within-domain analysis for the MCR method

Domain stderr R2 adj.R2

Avg. Min Max Avg Min Max Avg Min Max

Location
- occasion

0.90 0.70 1.18 0.71 0.48 0.81 0.71 0.48 0.81

Location
- requestor

0.81 0.63 0.95 0.76 0.65 0.85 0.75 0.65 0.84

Social
- topics

0.57 0.35 0.93 0.55 0.30 0.78 0.55 0.30 0.78

Social
- recipients

0.44 0.33 0.56 0.63 0.58 0.74 0.63 0.57 0.74

Mobile
- category

0.40 0.38 0.43 0.30 0.21 0.36 0.30 0.20 0.36

Shopping
- data type

0.37 0.33 0.42 0.38 0.22 0.51 0.37 0.21 0.51

Shopping
- stakeholder

0.37 0.33 0.40 0.38 0.29 0.50 0.38 0.28 0.50

Table 17   Statistical results of the within-domain analysis for the CCR method

Domain stderr R2 adj.R2

Avg. Min Max Avg. Min Max Avg. Min Max

Location
- occasion

0.83 0.60 1.06 0.76 0.55 0.84 0.75 0.53 0.83

Location
- requestor

0.76 0.64 0.96 0.79 0.68 0.85 0.78 0.67 0.85

Social
- topic

0.54 0.35 0.90 0.61 0.40 0.79 0.59 0.37 0.78

Social
- recipients

0.37 0.27 0.53 0.74 0.64 0.84 0.74 0.63 0.84

Mobile
- category

0.39 0.38 0.40 0.35 0.29 0.39 0.33 0.28 0.38

Shopping
- data type

0.36 0.31 0.41 0.45 0.24 0.62 0.43 0.23 0.61

Shopping
- stakeholder

0.32 0.27 0.39 0.56 0.38 0.67 0.55 0.37 0.66



69

1 3

Transferring recommendations through privacy user models…

Table 16   Machine learning results of the within-domain analysis for the MCR method

Domain MSE AUC​ F1

Avg. Min Max Avg. Min Max Avg. Min Max

Location
- occasion

0.78 0.42 1.48 – – – – – –

Location
- requestor

0.69 0.42 0.95 – – – – – –

Social
- topics

0.42 0.18 0.91 – – – – – –

Social
- recipients

0.26 0.13 0.37 – – – – – –

Mobile
- category

– – – 0.79 0.72 0.83 0.59 0.31 0.75

Shopping
- data type

– – – 0.83 0.71 0.91 0.72 0.49 0.82

Shopping
- stakeholder

– – – 0.84 0.74 0.93 0.75 0.69 0.86

Table 18   Machine learning results of the within-domain analysis for the CCR method

Domain MSE AUC​ F1

avg min max avg min max avg min max

Location
- occasion

0.93 0.52 1.34 – – – – – –

Location
- requestor

0.68 0.39 0.95 – – – – – –

Social
- topic

0.47 0.24 1.05 – – – – – –

Social
- recipients

0.24 0.12 0.34 – – – – – –

Mobile
- category

– – – 0.82 0.79 0.86 0.56 0.29 0.76

Shopping
- data type

– – – 0.87 0.76 0.98 0.72 0.55 0.91

Shopping
- stakeholder

– – – 0.93 0.84 0.98 0.81 0.64 0.89
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Table 19   Detailed validation study results for the statistical and machine learning analysis of the MCR 
method for the location domain

Target domain Coefficients stderr R2 R2

adj
F p MSE

Location_t_famil All 1.34 0.24 0.22 13.25 < 0.001 2.05
Location_t_famil Social-all 1.40 0.15 0.15 22.94 < 0.001 2.19
Location_t_famil Mobile-all 1.43 0.12 0.11 16.55 < 0.001 2.09
Location_t_famil shopping-all 1.41 0.14 0.14 21.10 < 0.001 2.15
Location_t_event All 1.24 0.25 0.23 14.03 < 0.001 1.80
Location_t_event Social-all 1.29 0.18 0.18 28.52 < 0.001 1.90
Location_t_event Mobile-all 1.33 0.13 0.12 18.33 < 0.001 1.89
Location_t_event Shopping-all 1.35 0.10 0.09 14.03 < 0.001 2.12
Location_t_movie All 1.66 0.23 0.22 12.69 < 0.001 3.13
Location_t_movie Social-all 1.70 0.18 0.17 28.05 < 0.001 3.37
Location_t_movie Mobile-all 1.77 0.11 0.10 15.23 < 0.001 3.35
Location_t_movie Shopping-all 1.80 0.08 0.08 11.50 < 0.001 3.65
Location_t_polit All 1.61 0.19 0.17 9.82 < 0.001 2.98
Location_t_polit Social-all 1.62 0.17 0.16 25.42 < 0.001 3.01
Location_t_polit Mobile-all 1.75 0.03 0.02 3.55 0.06 3.34
Location_t_polit Shopping-all 1.70 0.09 0.08 12.25 < 0.001 2.90
Location_t_food All 1.52 0.28 0.26 16.11 < 0.001 2.64
Location_t_food Social-all 1.62 0.17 0.16 25.86 < 0.001 2.92
Location_t_food Mobile-all 1.64 0.15 0.14 22.16 < 0.001 2.82
Location_t_food Shopping-all 1.63 0.16 0.15 23.80 < 0.001 2.88
Location_t_work All 1.43 0.26 0.24 14.36 < 0.001 2.38
Location_t_work Social-all 1.47 0.20 0.20 32.54 < 0.001 2.56
Location_t_work Mobile-all 1.56 0.09 0.09 13.23 < 0.001 2.85
Location_t_work Shopping-all 1.55 0.12 0.11 16.78 < 0.001 2.65
Location_t_hobbi All 1.44 0.23 0.21 12.42 < 0.001 2.44
Location_t_hobbi Social-all 1.50 0.15 0.14 21.75 < 0.001 2.59
Location_t_hobbi Mobile-all 1.52 0.13 0.12 18.26 < 0.001 2.39
Location_t_hobbi Shopping-all 1.53 0.12 0.11 16.53 < 0.001 2.46
Location_t_music All 1.74 0.23 0.21 12.63 < 0.001 3.41
Location_t_music Social-all 1.78 0.18 0.18 28.63 < 0.001 3.66
Location_t_music Mobile-all 1.87 0.10 0.10 14.52 < 0.001 3.74
Location_t_music Shopping-all 1.89 0.08 0.07 11.13 0.00 3.82
Location_t_trave All 1.38 0.18 0.16 8.92 < 0.001 2.29
Location_t_trave Social-all 1.44 0.09 0.09 12.92 < 0.001 2.33
Location_t_trave Mobile-all 1.41 0.13 0.12 18.44 < 0.001 2.27
Location_t_trave Shopping-all 1.46 0.07 0.06 9.03 0.00 2.34
Location_t_sport All 1.41 0.27 0.25 15.23 < 0.001 2.47
Location_t_sport Social-all 1.45 0.21 0.21 34.34 < 0.001 2.38
Location_t_sport Mobile-all 1.55 0.09 0.08 12.68 < 0.001 2.67
Location_t_sport Shopping-all 1.52 0.13 0.12 19.04 < 0.001 2.57
Location_t_tech All 1.75 0.24 0.22 13.28 < 0.001 3.69
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Table 19   (continued)

Target domain Coefficients stderr R2 R2

adj
F p MSE

Location_t_tech Social-all 1.82 0.17 0.16 25.60 < 0.001 3.97
Location_t_tech Mobile-all 1.87 0.12 0.12 17.66 < 0.001 3.70
Location_t_tech Shopping-all 1.88 0.11 0.10 15.97 < 0.001 4.08
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Table 20   Detailed validation study results for the statistical and machine learning analysis of the MCR 
method for the location domain continued

Target domain Coefficients stderr R2 R2

adj
F p MSE

Location_r_acqu All 1.51 0.24 0.22 12.94 < 0.001 2.41
Location_r_acqu Social-all 1.55 0.17 0.17 26.90 < 0.001 2.60
Location_r_acqu Mobile-all 1.61 0.11 0.11 16.21 < 0.001 2.71
Location_r_acqu Shopping-all 1.62 0.10 0.09 13.94 < 0.001 2.77
Location_r_school All 1.44 0.21 0.19 11.09 < 0.001 2.21
Location_r_school Social-all 1.48 0.15 0.14 22.62 < 0.001 2.45
Location_r_school Mobile-all 1.53 0.09 0.09 13.20 < 0.001 2.42
Location_r_school Shopping-all 1.52 0.10 0.10 14.85 < 0.001 2.55
Location_r_online All 1.43 0.19 0.17 9.67 < 0.001 2.30
Location_r_online Social-all 1.45 0.15 0.14 21.57 < 0.001 2.37
Location_r_online Mobile-all 1.51 0.08 0.07 10.89 0.00 2.63
Location_r_online Shopping-all 1.51 0.08 0.08 11.45 < 0.001 2.50
Location_r_sports All 1.43 0.24 0.22 13.08 < 0.001 2.41
Location_r_sports Social-all 1.47 0.19 0.18 29.03 < 0.001 2.51
Location_r_sports Mobile-all 1.55 0.09 0.08 12.28 < 0.001 2.74
Location_r_sports Shopping-all 1.53 0.12 0.11 16.67 < 0.001 2.64
Location_r_exfam All 1.50 0.25 0.23 13.64 < 0.001 2.71
Location_r_exfam Social-all 1.56 0.17 0.16 26.27 < 0.001 2.64
Location_r_exfam Mobile-all 1.60 0.13 0.13 19.30 < 0.001 2.72
Location_r_exfam Shopping-all 1.62 0.10 0.09 14.10 < 0.001 2.71
Location_r_imfam All 1.53 0.21 0.19 10.90 < 0.001 2.68
Location_r_imfam Social-all 1.58 0.14 0.13 20.75 < 0.001 2.76
Location_r_imfam Mobile-all 1.61 0.11 0.10 14.99 < 0.001 2.81
Location_r_imfam Shopping-all 1.62 0.10 0.09 14.27 < 0.001 2.99
Location_r_work All 1.43 0.26 0.24 14.36 < 0.001 2.38
Location_r_work Social-all 1.47 0.20 0.20 32.54 < 0.001 2.56
Location_r_work Mobile-all 1.56 0.09 0.09 13.23 < 0.001 2.85
Location_r_work Shopping-all 1.55 0.12 0.11 16.78 < 0.001 2.65
Location_r_closef All 1.51 0.22 0.20 11.51 < 0.001 2.60
Location_r_closef Social-all 1.57 0.13 0.12 19.24 < 0.001 2.84
Location_r_closef Mobile-all 1.60 0.10 0.10 14.63 < 0.001 2.86
Location_r_closef Shopping-all 1.57 0.13 0.13 19.80 < 0.001 2.73
Location_r_friends All 1.40 0.33 0.31 20.24 < 0.001 2.23
Location_r_friends Social-all 1.48 0.23 0.23 38.29 < 0.001 2.48
Location_r_friends Mobile-all 1.54 0.17 0.17 26.31 < 0.001 2.31
Location_r_friends Shopping-all 1.58 0.13 0.12 18.73 < 0.001 2.82
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Table 21   Detailed validation study results for the statistical and machine learning analysis of the MCR 
method for the Social media domain

Target domain Coefficients stderr R2 R2

adj
F p MSE

Social_t_famil All 0.92 0.05 0.02 2.05 0.11 1.00
Social_t_famil Location-all 0.93 0.01 0.00 1.54 0.22 1.00
Social_t_famil Mobile-all 0.92 0.03 0.03 4.42 0.04 0.96
Social_t_famil Shopping-all 0.92 0.03 0.03 4.39 0.04 1.02
Social_t_event All 0.73 0.21 0.19 11.06 < 0.001 0.66
Social_t_event Location-all 0.74 0.18 0.17 28.03 < 0.001 0.58
Social_t_event Mobile-all 0.79 0.07 0.06 9.37 0.00 0.66
Social_t_event Shopping-all 0.77 0.10 0.09 13.54 < 0.001 0.71
Social_t_movie All 0.70 0.27 0.26 15.60 < 0.001 0.49
Social_t_movie Location-all 0.70 0.26 0.26 44.81 < 0.001 0.53
Social_t_movie Mobile-all 0.78 0.07 0.07 9.90 0.00 0.63
Social_t_movie Shopping-all 0.78 0.08 0.07 11.05 0.00 0.63
Social_t_polit All 1.09 0.09 0.07 4.32 0.01 1.25
Social_t_polit Location-all 1.10 0.06 0.05 8.37 0.00 1.34
Social_t_polit Mobile-all 1.14 0.00 −0.00 0.58 0.45 1.46
Social_t_polit Shopping-all 1.11 0.06 0.05 7.74 0.01 1.27
Social_t_food All 0.68 0.20 0.18 10.65 < 0.001 0.54
Social_t_food Location-all 0.71 0.13 0.12 19.07 < 0.001 0.55
Social_t_food Mobile-all 0.72 0.09 0.08 12.19 < 0.001 0.58
Social_t_food Shopping-all 0.70 0.14 0.13 20.60 < 0.001 0.53
Social_t_work All 0.76 0.24 0.23 13.48 < 0.001 0.64
Social_t_work Location-all 0.78 0.19 0.18 29.99 < 0.001 0.60
Social_t_work Mobile-all 0.86 0.03 0.02 4.18 0.04 0.79
Social_t_work Shopping-all 0.81 0.14 0.13 20.43 < 0.001 0.70
Social_t_hobbi All 0.65 0.19 0.17 9.88 < 0.001 0.53
Social_t_hobbi Location-all 0.67 0.15 0.14 21.91 < 0.001 0.48
Social_t_hobbi Mobile-all 0.70 0.06 0.05 8.05 0.01 0.52
Social_t_hobbi Shopping-all 0.68 0.11 0.11 16.47 < 0.001 0.49
Social_t_music All 0.70 0.13 0.11 6.13 < 0.001 0.66
Social_t_music Location-all 0.70 0.11 0.10 15.99 < 0.001 0.57
Social_t_music Mobile-all 0.73 0.03 0.02 3.66 0.06 0.61
Social_t_music Shopping-all 0.72 0.06 0.05 8.21 0.00 0.58
Social_t_trave All 0.80 0.08 0.06 3.52 0.02 0.82
Social_t_trave Location-all 0.80 0.07 0.07 10.14 0.00 0.77
Social_t_trave Mobile-all 0.82 0.02 0.01 2.30 0.13 0.76
Social_t_trave Shopping-all 0.82 0.03 0.02 3.42 0.07 0.84
Social_t_sport All 0.67 0.22 0.20 11.70 < 0.001 0.52
Social_t_sport Location-all 0.68 0.19 0.18 28.97 < 0.001 0.48
Social_t_sport Mobile-all 0.73 0.05 0.04 6.61 0.01 0.58
Social_t_sport Shopping-all 0.71 0.11 0.10 15.99 < 0.001 0.52
Social_t_tech All 0.84 0.19 0.17 9.82 < 0.001 0.75
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Table 21   (continued)

Target domain Coefficients stderr R2 R2

adj
F p MSE

Social_t_tech Location-all 0.85 0.16 0.16 25.08 < 0.001 0.75
Social_t_tech Mobile-all 0.91 0.04 0.03 5.22 0.02 0.87
Social_t_tech Shopping-all 0.88 0.09 0.09 12.91 < 0.001 0.83
Social_r_acqu All 0.66 0.18 0.16 9.00 < 0.001 0.49
Social_r_acqu Location-all 0.66 0.15 0.14 22.08 < 0.001 0.45
Social_r_acqu Mobile-all 0.69 0.06 0.06 8.81 0.00 0.57
Social_r_acqu Shopping-all 0.69 0.09 0.08 11.94 < 0.001 0.53
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Table 22   Detailed validation study results for the statistical and machine learning analysis of the MCR 
method for the Social media domain continued

Target domain Coefficients stderr R2 R2

adj
F p MSE

Social_r_school All 0.58 0.21 0.19 10.86 < 0.001 0.43
Social_r_school Location-all 0.59 0.16 0.15 23.59 < 0.001 0.38
Social_r_school Mobile-all 0.61 0.11 0.10 15.69 < 0.001 0.41
Social_r_school Shopping-all 0.62 0.09 0.09 13.23 < 0.001 0.46
Social_r_online All 0.68 0.14 0.12 6.65 < 0.001 0.50
Social_r_online Location-all 0.68 0.11 0.10 15.15 < 0.001 0.49
Social_r_online Mobile-all 0.70 0.05 0.05 7.16 0.01 0.54
Social_r_online Shopping-all 0.69 0.08 0.07 10.54 0.00 0.52
Social_r_sports All 0.79 0.17 0.15 8.46 < 0.001 0.73
Social_r_sports Location-all 0.81 0.12 0.11 17.39 < 0.001 0.70
Social_r_sports Mobile-all 0.85 0.03 0.02 3.75 0.05 0.80
Social_r_sports Shopping-all 0.81 0.11 0.10 15.92 < 0.001 0.70
Social_r_exfam All 0.62 0.16 0.14 8.16 < 0.001 0.45
Social_r_exfam Location-all 0.62 0.15 0.14 22.59 < 0.001 0.41
Social_r_exfam Mobile-all 0.67 0.02 0.01 2.83 0.09 0.47
Social_r_exfam Shopping-all 0.65 0.06 0.05 8.24 0.00 0.47
Social_r_imfam All 0.58 0.19 0.17 9.56 < 0.001 0.43
Social_r_imfam Location-all 0.59 0.17 0.16 25.80 < 0.001 0.38
Social_r_imfam Mobile-all 0.63 0.04 0.04 5.95 0.02 0.43
Social_r_imfam Shopping-all 0.62 0.08 0.07 10.78 0.00 0.41
Social_r_work All 0.76 0.24 0.23 13.48 < 0.001 0.64
Social_r_work Location-all 0.78 0.19 0.18 29.99 < 0.001 0.60
Social_r_work Mobile-all 0.86 0.03 0.02 4.18 0.04 0.79
Social_r_work Shopping-all 0.81 0.14 0.13 20.43 < 0.001 0.70
Social_r_closef All 0.66 0.15 0.13 7.42 < 0.001 0.55
Social_r_closef Location-all 0.66 0.13 0.12 19.20 < 0.001 0.49
Social_r_closef Mobile-all 0.69 0.05 0.04 6.63 0.01 0.50
Social_r_closef Shopping-all 0.68 0.07 0.06 9.24 0.00 0.51
Social_r_friends All 0.70 0.13 0.11 6.24 < 0.001 0.64
Social_r_friends Location-all 0.70 0.12 0.11 16.68 < 0.001 0.51
Social_r_friends Mobile-all 0.73 0.02 0.02 3.09 0.08 0.54
Social_r_friends Shopping-all 0.72 0.06 0.05 7.74 0.01 0.54
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Table 23   Detailed validation study results for the statistical and machine learning analysis of the MCR 
method for the mobile phone domain

Target domain Coefficients stderr R2 R2

adj
F p MSE

Mobile_c_comm All 0.45 0.09 0.07 4.10 0.01 –
Mobile_c_comm Location-all 0.46 0.01 0.00 1.39 0.24 –
Mobile_c_comm Social-all 0.45 0.05 0.05 7.35 0.01 –
Mobile_c_comm Shopping-all 0.45 0.06 0.06 8.69 0.00 –
Mobile_c_edu All 0.43 0.11 0.09 5.26 0.00 –
Mobile_c_edu Location–all 0.43 0.08 0.07 11.14 0.00 –
Mobile_c_edu Social-all 0.44 0.06 0.05 8.21 0.00 –
Mobile_c_edu Shopping-all 0.44 0.06 0.05 8.36 0.00 –
Mobile_c_news All 0.45 0.21 0.19 11.14 < 0.001 –
Mobile_c_news Location-all 0.45 0.17 0.16 25.72 < 0.001 –
Mobile_c_news Social-all 0.49 0.02 0.01 2.60 0.11 –
Mobile_c_news Shopping-all 0.47 0.10 0.10 14.48 < 0.001 –
Mobile_c_shopp All 0.48 0.11 0.09 5.00 0.00 –
Mobile_c_shopp Location-all 0.49 0.05 0.04 6.24 0.01 –
Mobile_c_shopp Social-all 0.49 0.04 0.04 5.65 0.02 –
Mobile_c_shopp Shopping-all 0.48 0.09 0.08 12.76 < 0.001 –
Mobile_c_Social All 0.45 0.14 0.12 6.88 < 0.001 –
Mobile_c_Social Location-all 0.45 0.13 0.12 19.19 < 0.001 –
Mobile_c_Social Social-all 0.48 0.02 0.01 2.51 0.12 –
Mobile_c_Social Shopping-all 0.47 0.05 0.04 6.17 0.01 –
Mobile_c_tools All 0.45 0.08 0.05 3.41 0.02 –
Mobile_c_tools Location-all 0.46 0.04 0.03 5.40 0.02 –
Mobile_c_tools Social–all 0.46 0.03 0.02 3.44 0.07 –
Mobile_c_tools Shopping-all 0.45 0.06 0.05 8.26 0.00 –
Mobile_c_travel All 0.44 0.07 0.05 3.18 0.03 –
Mobile_c_travel Location-all 0.43 0.06 0.05 8.32 0.00 –
Mobile_c_travel Social-all 0.45 0.01 −0.00 0.64 0.43 –
Mobile_c_travel Shopping-all 0.44 0.02 0.02 3.13 0.08 –
Mobile_c_games All 0.49 0.06 0.04 2.78 0.04 –
Mobile_c_games Location-all 0.50 0.03 0.02 4.10 0.05 –
Mobile_c_games Social-all 0.50 0.00 −0.01 0.01 0.93 –
Mobile_c_games Shopping-all 0.49 0.03 0.03 4.60 0.03 –
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Table 24   Detailed validation study results for the statistical and machine learning analysis of the MCR 
method for the Shopping domain

Target domain Coefficients stderr R2 R2

adj
F p MSE

Shopping_d_addr All 0.44 0.21 0.19 11.11 < 0.001 –
Shopping_d_addr Location-all 0.46 0.10 0.10 14.54 < 0.001 –
Shopping_d_addr Social-all 0.47 0.08 0.08 11.69 < 0.001 –
Shopping_d_addr Mobile-all 0.45 0.16 0.16 24.62 < 0.001 –
Shopping_d_birth All 0.39 0.22 0.20 11.70 < 0.001 –
Shopping_d_birth Location-all 0.41 0.11 0.11 16.38 < 0.001 –
Shopping_d_birth Social-all 0.41 0.10 0.09 13.35 < 0.001 –
Shopping_d_birth Mobile-all 0.40 0.16 0.15 24.24 < 0.001 –
Shopping_d_name All 0.40 0.10 0.07 4.42 0.01 –
Shopping_d_name Location-all 0.41 0.04 0.03 5.39 0.02 –
Shopping_d_name Social-all 0.41 0.06 0.06 8.81 0.00 –
Shopping_d_name Mobile-all 0.41 0.05 0.05 7.31 0.01 –
Shopping_d_income All 0.47 0.02 −0.00 0.90 0.44 –
Shopping_d_income Location–all 0.47 0.01 0.00 1.40 0.24 –
Shopping_d_income Social-all 0.47 0.01 0.00 1.26 0.26 –
Shopping_d_income Mobile-all 0.47 0.02 0.01 1.96 0.16 –
Shopping_d_nutrition All 0.44 0.15 0.13 7.55 < 0.001 –
Shopping_d_nutrition Location-all 0.47 0.04 0.03 5.48 0.02 –
Shopping_d_nutrition Social-all 0.45 0.08 0.08 11.57 < 0.001 –
Shopping_d_nutrition Mobile-all 0.45 0.11 0.10 15.77 < 0.001 –
Shopping_d_allergy All 0.41 0.13 0.11 6.11 < 0.001 –
Shopping_d_allergy Location-all 0.42 0.03 0.02 4.21 0.04 –
Shopping_d_allergy Social-all 0.42 0.07 0.06 9.08 0.00 –
Shopping_d_allergy Mobile-all 0.41 0.09 0.09 13.24 < 0.001 –
Shopping_d_visit All 0.45 0.14 0.12 6.95 < 0.001 –
Shopping_d_visit Location-all 0.46 0.10 0.09 13.64 < 0.001 –
Shopping_d_visit Social-all 0.47 0.05 0.05 7.32 0.01 –
Shopping_d_visit Mobile-all 0.46 0.09 0.09 12.96 < 0.001 –
Shopping_d_whish All 0.45 0.16 0.14 7.88 < 0.001 –
Shopping_d_whish Location-all 0.46 0.09 0.08 11.84 < 0.001 –
Shopping_d_whish Social-all 0.47 0.06 0.05 8.04 0.01 –
Shopping_d_whish Mobile-all 0.45 0.12 0.11 17.42 < 0.001 –
Shopping_d_view All 0.47 0.15 0.13 7.47 < 0.001 –
Shopping_d_view Location-all 0.49 0.06 0.05 8.03 0.01 –
Shopping_d_view Social-all 0.48 0.11 0.10 14.99 < 0.001 –
Shopping_d_view Mobile-all 0.48 0.08 0.08 11.79 < 0.001 –
Shopping_d_receipt All 0.50 0.03 0.01 1.29 0.28 –
Shopping_d_receipt Location-all 0.50 0.03 0.02 3.40 0.07 –
Shopping_d_receipt Social-all 0.50 0.02 0.01 2.27 0.13 –
Shopping_d_receipt Mobile-all 0.50 0.00 −0.00 0.56 0.46 –
Shopping_d_cat All 0.46 0.13 0.11 6.47 < 0.001 –
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Table 24   (continued)

Target domain Coefficients stderr R2 R2

adj
F p MSE

Shopping_d_cat Location-All 0.47 0.07 0.07 10.10 0.00 –
Shopping_d_cat Social-All 0.47 0.09 0.08 12.17 < 0.001 –
Shopping_d_cat Mobile-all 0.47 0.07 0.06 9.78 0.00 –
Shopping_d_amount All 0.48 0.07 0.05 3.22 0.02 –
Shopping_d_amount Location-all 0.48 0.03 0.03 4.46 0.04 –
Shopping_d_amount Social-all 0.49 0.02 0.01 2.88 0.09 –
Shopping_d_amount Mobile-all 0.48 0.06 0.05 8.06 0.01 –

Table 25   Detailed validation study results for the statistical and machine learning analysis of the MCR 
method for the shopping domain continued

Target domain Coefficients stderr R2 R2

adj
F p MSE

Shopping_d_price All 0.49 0.07 0.05 3.19 0.03 –
Shopping_d_price Location-all 0.49 0.02 0.02 3.25 0.07 –
Shopping_d_price Social-all 0.49 0.03 0.03 4.50 0.04 –
Shopping_d_price Mobile-all 0.49 0.05 0.05 7.32 0.01 –
Shopping_d_loyal All 0.44 0.13 0.11 6.21 < 0.001 –
Shopping_d_loyal Location-all 0.44 0.10 0.10 14.66 < 0.001 –
Shopping_d_loyal Social-all 0.46 0.05 0.04 6.16 0.01 –
Shopping_d_loyal Mobile-all 0.45 0.07 0.06 9.49 0.00 –
Shopping_d_loc All 0.45 0.15 0.13 7.48 < 0.001 –
Shopping_d_loc Location-all 0.46 0.11 0.10 15.86 < 0.001 –
Shopping_d_loc Social-all 0.47 0.05 0.04 6.65 0.01 –
Shopping_d_loc Mobile-all 0.46 0.09 0.09 13.30 < 0.001 –
Shopping_s_family All 0.42 0.19 0.17 9.48 < 0.001 –
Shopping_s_family Location-all 0.43 0.12 0.11 16.78 < 0.001 –
Shopping_s_family Social-all 0.44 0.07 0.06 8.88 0.00 –
Shopping_s_family Mobile-all 0.43 0.13 0.12 19.02 < 0.001 –
Shopping_s_friends All 0.43 0.18 0.16 9.13 < 0.001 –
Shopping_s_friends Location–all 0.45 0.11 0.10 15.45 < 0.001 –
Shopping_s_friends Social–all 0.46 0.07 0.06 8.83 0.00 –
Shopping_s_friends Mobile–all 0.44 0.13 0.12 18.86 < 0.001 –
Shopping_s_retailer All 0.46 0.14 0.12 6.57 < 0.001 –
Shopping_s_retailer Location-all 0.48 0.03 0.02 3.68 0.06 –
Shopping_s_retailer Social-all 0.48 0.04 0.04 5.87 0.02 –
Shopping_s_retailer Mobile-all 0.46 0.12 0.11 17.53 < 0.001 –
Shopping_s_third All 0.47 0.04 0.02 1.88 0.14 –
Shopping_s_third Location–all 0.47 0.03 0.02 3.91 0.05 –
Shopping_s_third Social-all 0.47 0.00 −0.00 0.52 0.47 –
Shopping_s_third Mobile-all 0.47 0.03 0.02 3.65 0.06 –
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Table 26   Detailed validation study results for the statistical and machine learning analysis of the CCR 
method for the location domain

Target domain Coefficients stderr R2 R2

adj
F p MSE

Location_t_famil All 1.30 0.31 0.27 6.82 < 0.001 1.96
Location_t_famil Social-all 1.40 0.16 0.14 11.61 < 0.001 2.14
Location_t_famil Mobile-all 1.44 0.12 0.10 8.21 < 0.001 2.19
Location_t_famil shopping-all 1.40 0.16 0.15 12.25 < 0.001 2.09
Location_t_event All 1.18 0.37 0.31 6.20 < 0.001 1.72
Location_t_event Social-all 1.25 0.23 0.22 19.24 < 0.001 1.75
Location_t_event shopping-all 1.35 0.11 0.10 7.72 < 0.001 2.09
Location_t_movie All 1.64 0.28 0.23 5.72 < 0.001 2.96
Location_t_movie Social-all 1.69 0.20 0.18 10.38 < 0.001 3.60
Location_t_movie shopping-all 1.80 0.11 0.07 3.05 0.012 3.73
Location_t_polit All 1.63 0.21 0.15 3.89 < 0.001 3.19
Location_t_polit Social-all 1.63 0.17 0.15 12.61 < 0.001 2.95
Location_t_polit Mobile-all 1.75 0.03 0.02 2.19 0.116 3.25
Location_t_polit shopping-all 1.71 0.09 0.07 4.14 0.008 2.84
Location_t_food All 1.43 0.39 0.35 8.54 < 0.001 2.54
Location_t_food Social-all 1.53 0.28 0.25 11.85 < 0.001 2.68
Location_t_food shopping-all 1.63 0.16 0.15 12.29 < 0.001 2.77
Location_t_work All 1.36 0.34 0.31 10.66 < 0.001 2.41
Location_t_work Social-all 1.38 0.30 0.29 26.79 < 0.001 2.12
Location_t_hobbi All 1.36 0.34 0.29 6.78 < 0.001 2.15
Location_t_hobbi Social-all 1.45 0.21 0.20 16.92 < 0.001 2.34
Location_t_hobbi Shopping-all 1.52 0.14 0.12 6.81 < 0.001 2.49
Location_t_music All 1.62 0.37 0.32 7.67 < 0.001 2.94
Location_t_music Social-all 1.68 0.28 0.27 16.48 < 0.001 2.95
Location_t_music Mobile-all 1.87 0.10 0.09 7.38 < 0.001 3.88
Location_t_music Shopping-all 1.89 0.10 0.08 4.58 0.004 3.97
Location_t_trave All 1.30 0.29 0.25 6.95 < 0.001 2.18
Location_t_trave Social-all 1.43 0.11 0.09 7.42 < 0.001 2.35
Location_t_sport All 1.41 0.29 0.25 7.03 < 0.001 2.37
Location_t_sport Social-all 1.45 0.22 0.20 17.45 < 0.001 2.44
Location_t_sport Shopping-all 1.52 0.15 0.12 5.48 < 0.001 2.48
Location_t_tech All 1.70 0.31 0.26 6.76 < 0.001 3.08
Location_t_tech Shopping-all 1.85 0.15 0.13 7.31 < 0.001 3.95
Location_r_acqu All 1.40 0.37 0.32 7.69 < 0.001 2.10
Location_r_acqu Social-all 1.47 0.28 0.26 15.81 < 0.001 2.14
Location_r_school All 1.42 0.26 0.22 5.38 < 0.001 2.09
Location_r_school Social-all 1.46 0.20 0.18 7.85 < 0.001 2.14
Location_r_online All 1.42 0.22 0.18 5.80 < 0.001 2.36
Location_r_online Social-all 1.44 0.16 0.15 12.32 < 0.001 2.42
Location_r_online Shopping-all 1.51 0.09 0.07 5.95 0.003 2.39
Location_r_sports All 1.44 0.25 0.21 6.79 < 0.001 2.51
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Table 26   (continued)

Target domain Coefficients stderr R2 R2

adj
F p MSE

Location_r_sports Mobile-all 1.55 0.09 0.08 6.60 0.002 2.82
Location_r_exfam All 1.34 0.42 0.39 11.04 < 0.001 2.03
Location_r_exfam Social-all 1.51 0.23 0.21 12.58 < 0.001 2.28
Location_r_imfam All 1.43 0.35 0.29 6.34 < 0.001 2.38
Location_r_imfam Social-all 1.52 0.22 0.20 8.89 < 0.001 2.55
Location_r_imfam Mobile-all 1.60 0.13 0.11 9.27 < 0.001 2.73
Location_r_imfam Shopping-all 1.52 0.23 0.20 7.47 < 0.001 2.80
Location_r_work All 1.36 0.34 0.31 10.66 < 0.001 2.41
Location_r_work Social-all 1.38 0.30 0.29 26.79 < 0.001 2.12
Location_r_closef All 1.33 0.42 0.37 8.57 < 0.001 2.23
Location_r_closef Social-all 1.41 0.33 0.29 9.91 < 0.001 2.37
Location_r_closef Mobile-all 1.61 0.10 0.09 7.27 0.001 2.81
Location_r_closef Shopping-all 1.53 0.20 0.18 10.21 < 0.001 2.83
Location_r_friends All 1.33 0.40 0.37 11.74 < 0.001 1.93
Location_r_friends Social-all 1.42 0.30 0.29 18.13 < 0.001 1.99
Location_r_friends Mobile-all 1.54 0.17 0.16 13.20 < 0.001 2.34
Location_r_friends Shopping-all 1.58 0.13 0.12 9.39 < 0.001 2.67
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Table 27   Detailed validation study results for the statistical and machine learning analysis of the CCR 
method for the Social media domain

Target domain Coefficients stderr R2 R2

adj
F p MSE

Social_t_famil All 0.91 0.09 0.05 2.10 0.058 1.01
Social_t_famil Mobile-all 0.93 0.03 0.02 2.23 0.112 0.97
Social_t_famil Shopping-all 0.92 0.04 0.02 2.52 0.085 0.94
Social_t_event All 0.72 0.27 0.22 6.26 < 0.001 0.59
Social_t_event location-all 0.72 0.23 0.21 18.48 < 0.001 0.57
Social_t_event Mobile-all 0.78 0.09 0.07 6.19 0.003 0.68
Social_t_event Shopping-all 0.78 0.10 0.08 6.78 0.002 0.72
Social_t_movie All 0.70 0.28 0.24 6.77 < 0.001 0.54
Social_t_movie Location-all 0.68 0.30 0.29 27.54 < 0.001 0.49
Social_t_movie Mobile-all 0.78 0.08 0.07 5.78 0.004 0.65
Social_t_movie Shopping-all 0.78 0.11 0.08 3.68 0.007 0.66
Social_t_polit All 0.93 0.38 0.33 8.09 < 0.001 1.07
Social_t_polit Location-all 0.93 0.35 0.33 16.56 < 0.001 1.02
Social_t_food Mobile-all 0.73 0.09 0.07 6.11 0.003 0.56
Social_t_work All 0.71 0.37 0.33 10.17 < 0.001 0.55
Social_t_work Location-all 0.72 0.31 0.30 28.76 < 0.001 0.54
Social_t_work Shopping-all 0.81 0.14 0.13 10.26 < 0.001 0.69
Social_t_hobbi All 0.66 0.20 0.17 6.15 < 0.001 0.50
Social_t_hobbi Location-all 0.66 0.17 0.15 8.25 < 0.001 0.52
Social_t_hobbi Mobile-all 0.70 0.07 0.06 4.79 0.010 0.54
Social_t_hobbi Shopping-all 0.68 0.12 0.11 8.97 < 0.001 0.50
Social_t_music All 0.69 0.18 0.15 5.38 < 0.001 0.60
Social_t_music Location-all 0.68 0.20 0.17 6.17 < 0.001 0.55
Social_t_music Mobile-all 0.74 0.03 0.01 1.22 0.305 0.63
Social_t_music Shopping-all 0.72 0.09 0.05 2.30 0.049 0.65
Social_t_trave All 0.74 0.25 0.19 4.36 < 0.001 0.70
Social_t_trave Location-all 0.76 0.18 0.17 14.01 < 0.001 0.70
Social_t_trave Mobile-all 0.81 0.06 0.04 2.63 0.053 0.80
Social_t_trave Shopping-all 0.82 0.03 0.01 1.50 0.217 0.86
Social_t_sport All 0.67 0.23 0.20 7.47 < 0.001 0.51
Social_t_sport Location-all 0.67 0.22 0.20 11.60 < 0.001 0.52
Social_t_sport Mobile-all 0.73 0.06 0.05 4.32 0.015 0.57
Social_t_sport Shopping-all 0.71 0.11 0.10 8.15 < 0.001 0.53
Social_t_tech All 0.85 0.21 0.15 3.44 < 0.001 0.79
Social_t_tech Location-all 0.85 0.17 0.16 12.76 < 0.001 0.80
Social_t_tech Mobile-all 0.91 0.04 0.03 2.92 0.057 0.91
Social_r_acqu All 0.61 0.31 0.27 7.78 < 0.001 0.44
Social_r_acqu Location-all 0.62 0.26 0.25 22.42 < 0.001 0.45
Social_r_acqu Shopping-all 0.67 0.14 0.11 4.08 0.002 0.54
Social_r_school All 0.58 0.22 0.19 6.91 < 0.001 0.41
Social_r_school Location-all 0.60 0.16 0.14 7.88 < 0.001 0.42
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Table 27   (continued)

Target domain Coefficients stderr R2 R2

adj
F p MSE

Social_r_school Shopping-all 0.61 0.12 0.10 5.77 < 0.001 0.45
Social_r_online All 0.68 0.14 0.11 4.03 0.002 0.54
Social_r_online Location-all 0.63 0.24 0.22 19.50 < 0.001 0.44
Social_r_online Mobile-all 0.70 0.05 0.04 3.63 0.029 0.54
Social_r_online Shopping-all 0.69 0.09 0.07 5.88 0.004 0.53
Social_r_sports Location-all 0.79 0.18 0.16 9.22 < 0.001 0.71
Social_r_sports Mobile-all 0.85 0.04 0.02 2.55 0.082 0.78
Social_r_sports Shopping-all 0.82 0.11 0.10 7.93 < 0.001 0.73
Social_r_exfam All 0.62 0.19 0.15 4.78 < 0.001 0.48
Social_r_exfam Location-all 0.59 0.27 0.24 8.93 < 0.001 0.41
Social_r_exfam Mobile-all 0.67 0.04 0.02 1.87 0.139 0.44
Social_r_exfam Shopping-all 0.64 0.11 0.10 8.18 < 0.001 0.48
Social_r_imfam All 0.58 0.22 0.18 5.00 < 0.001 0.42
Social_r_imfam Shopping-all 0.62 0.11 0.08 3.75 0.006 0.40
Social_r_work All 0.71 0.37 0.33 10.17 < 0.001 0.55
Social_r_work Location-all 0.72 0.31 0.30 28.76 < 0.001 0.54
Social_r_work Shopping-all 0.81 0.14 0.13 10.26 < 0.001 0.69
Social_r_closef All 0.66 0.19 0.13 3.11 0.002 0.55
Social_r_closef Location-all 0.63 0.23 0.21 9.50 < 0.001 0.46
Social_r_closef Mobile-all 0.69 0.07 0.05 4.57 0.012 0.55
Social_r_friends Mobile-all 0.73 0.04 0.03 2.83 0.063 0.59
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Table 28   Detailed validation study results for the statistical and machine learning analysis of the CCR 
method for the mobile phone domain

Target domain Coefficients stderr R2 R2

adj
F p AUC​ F1

Mobile_c_comm All 0.43 0.22 0.13 2.52 0.004 0.61 0.16
Mobile_c_comm Location-all 0.47 0.01 −0.00 0.76 0.471 0.59 0.00
Mobile_c_comm Social-all 0.45 0.07 0.04 2.94 0.036 0.65 0.08
Mobile_c_edu All 0.44 0.14 0.05 1.59 0.103 0.57 0.04
Mobile_c_edu Location-all 0.43 0.10 0.07 3.41 0.011 0.56 0.03
Mobile_c_edu Social-all 0.44 0.07 0.05 3.15 0.027 0.66 0.21
Mobile_c_edu Shopping-all 0.44 0.08 0.06 3.83 0.012 0.52 0.00
Mobile_c_news All 0.45 0.21 0.18 6.60 < 0.001 0.74 0.52
Mobile_c_news Location-all 0.46 0.17 0.15 8.53 < 0.001 0.68 0.51
Mobile_c_news Social-all 0.50 0.02 0.00 1.03 0.382 0.56 0.17
Mobile_c_news Shopping-all 0.47 0.12 0.10 5.57 0.001 0.61 0.42
Mobile_c_shopp All 0.48 0.11 0.07 3.07 0.012 0.76 0.66
Mobile_c_shopp Social-all 0.49 0.05 0.04 3.38 0.037 0.57 0.32
Mobile_c_shopp Shopping-all 0.48 0.09 0.07 3.24 0.014 0.67 0.46
Mobile_c_Social All 0.45 0.17 0.14 5.20 < 0.001 0.71 0.36
Mobile_c_Social Location-all 0.45 0.15 0.14 11.07 < 0.001 0.67 0.36
Mobile_c_Social Shopping-all 0.47 0.10 0.06 2.73 0.022 0.58 0.29
Mobile_c_tools All 0.45 0.20 0.08 1.66 0.061 0.60 0.31
Mobile_c_tools Location-all 0.46 0.09 0.03 1.65 0.127 0.49 0.03
Mobile_c_tools Social-all 0.46 0.03 0.00 1.21 0.310 0.58 0.00
Mobile_c_travel All 0.44 0.10 0.04 1.83 0.087 0.60 0.08
Mobile_c_travel Location-all 0.43 0.09 0.07 5.92 0.003 0.47 0.27
Mobile_c_travel Social-all 0.44 0.05 0.03 2.09 0.104 0.59 0.00
Mobile_c_travel Shopping-all 0.44 0.04 0.01 1.26 0.291 0.55 0.11
Mobile_c_games All 0.50 0.07 0.00 1.01 0.436 0.53 0.55
Mobile_c_games Location-all 0.50 0.03 0.02 2.06 0.132 0.63 0.64
Mobile_c_games Social-all 0.51 0.00 −0.02 0.01 0.999 0.34 0.65
Mobile_c_games Shopping-all 0.50 0.04 −0.00 0.94 0.455 0.57 0.48
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Table 29   Detailed validation study results for the statistical and machine learning analysis of the CCR 
method for the shopping domain

Target domain Coefficients stderr R2 R2

adj
F p AUC​ F1

Shopping_d_addr All 0.45 0.22 0.16 4.11 < 0.001 0.66 0.56
Shopping_d_addr Location-all 0.47 0.10 0.09 7.25 0.001 0.61 0.46
Shopping_d_addr Social-all 0.47 0.08 0.07 5.83 0.004 0.54 0.27
Shopping_d_addr Mobile-all 0.45 0.17 0.15 8.28 < 0.001 0.65 0.43
Shopping_d_birth All 0.38 0.24 0.22 9.82 < 0.001 0.80 0.42
Shopping_d_birth Location-all 0.41 0.12 0.11 8.54 < 0.001 0.62 0.07
Shopping_d_birth Mobile-all 0.39 0.19 0.18 14.84 < 0.001 0.76 0.37
Shopping_d_name All 0.41 0.11 0.05 2.03 0.057 0.52 0.19
Shopping_d_name Location-all 0.41 0.05 0.03 3.03 0.052 0.61 0.00
Shopping_d_name Social-all 0.41 0.07 0.06 4.76 0.010 0.68 0.24
Shopping_d_name Mobile-all 0.41 0.07 0.05 4.66 0.011 0.59 0.04
Shopping_d_income All 0.48 0.03 −0.02 0.54 0.775 0.48 0.79
Shopping_d_income Mobile-all 0.46 0.07 0.04 2.31 0.061 0.61 0.81
Shopping_d_nutrition All 0.45 0.16 0.12 3.38 0.002 0.65 0.29
Shopping_d_nutrition Location-all 0.47 0.07 0.03 1.88 0.103 0.52 0.09
Shopping_d_nutrition Social-all 0.46 0.08 0.07 5.85 0.004 0.58 0.07
Shopping_d_nutrition Mobile-all 0.45 0.12 0.11 8.76 < 0.001 0.65 0.34
Shopping_d_allergy All 0.41 0.13 0.10 3.72 0.004 0.65 0.00
Shopping_d_allergy Location-all 0.42 0.06 0.04 2.89 0.038 0.64 0.00
Shopping_d_allergy Mobile-all 0.41 0.09 0.08 6.58 0.002 0.54 0.08
Shopping_d_visit All 0.45 0.15 0.11 4.25 0.001 0.71 0.47
Shopping_d_visit Social-all 0.47 0.05 0.04 3.64 0.029 0.50 0.03
Shopping_d_whish All 0.45 0.21 0.14 2.83 0.003 0.65 0.48
Shopping_d_whish Location-all 0.47 0.09 0.06 3.21 0.015 0.62 0.37
Shopping_d_whish Social-all 0.47 0.06 0.04 3.99 0.021 0.51 0.03
Shopping_d_whish Mobile-all 0.45 0.14 0.13 10.34 < 0.001 0.64 0.23
Shopping_d_view All 0.47 0.17 0.14 5.07 < 0.001 0.67 0.60
Shopping_d_view Social-all 0.48 0.11 0.08 3.73 0.007 0.65 0.50
Shopping_d_view Mobile-all 0.48 0.10 0.08 6.90 0.001 0.63 0.59
Shopping_d_receipt All 0.50 0.08 −0.01 0.89 0.550 0.60 0.66
Shopping_d_receipt Location-all 0.49 0.05 0.03 3.28 0.041 0.58 0.63
Shopping_d_receipt Mobile-all 0.50 0.01 −0.02 0.33 0.802 0.54 0.57
Shopping_d_cat All 0.46 0.18 0.12 3.19 0.003 0.56 0.32
Shopping_d_cat Location-all 0.48 0.09 0.05 2.36 0.044 0.57 0.36
Shopping_d_cat Social-all 0.47 0.10 0.07 4.43 0.005 0.59 0.31
Shopping_d_amount All 0.47 0.15 0.10 2.73 0.008 0.66 0.32
Shopping_d_amount Location-all 0.48 0.08 0.05 2.61 0.039 0.59 0.16
Shopping_d_amount Social-all 0.49 0.03 0.02 2.05 0.134 0.56 0.03
Shopping_d_amount Mobile-all 0.48 0.07 0.05 4.40 0.014 0.63 0.41
Shopping_d_price All 0.48 0.13 0.07 2.21 0.031 0.60 0.44
Shopping_d_price Location-all 0.49 0.03 0.01 1.91 0.153 0.50 0.17
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Table 29   (continued)

Target domain Coefficients stderr R2 R2

adj
F p AUC​ F1

Shopping_d_price Mobile-all 0.49 0.06 0.04 3.95 0.022 0.57 0.48
Shopping_d_loyal All 0.45 0.16 0.09 2.32 0.016 0.72 0.42
Shopping_d_loyal Location-all 0.44 0.12 0.10 8.27 < 0.001 0.66 0.27
Shopping_d_loyal Social-all 0.46 0.06 0.03 2.50 0.063 0.46 0.00
Shopping_d_loyal Mobile-all 0.45 0.10 0.08 4.54 0.005 0.64 0.09
Shopping_d_loc All 0.46 0.17 0.11 3.06 0.004 0.60 0.43
Shopping_d_loc Location-all 0.46 0.11 0.08 3.97 0.005 0.66 0.37
Shopping_d_loc Social-all 0.48 0.06 0.03 2.46 0.066 0.47 0.03
Shopping_d_loc Mobile-all 0.46 0.11 0.09 5.25 0.002 0.66 0.40
Shopping_s_family All 0.42 0.19 0.17 7.34 < 0.001 0.64 0.45
Shopping_s_family Location-all 0.43 0.13 0.12 9.44 < 0.001 0.60 0.27
Shopping_s_family Social-all 0.45 0.07 0.04 2.46 0.049 0.69 0.16
Shopping_s_family Mobile-all 0.43 0.13 0.12 9.46 < 0.001 0.61 0.03
Shopping_s_retailer All 0.45 0.21 0.14 2.90 0.002 0.61 0.23
Shopping_s_retailer Location-all 0.48 0.04 0.00 1.11 0.359 0.52 0.03
Shopping_s_retailer Social-all 0.48 0.06 0.02 1.48 0.201 0.52 0.14
Shopping_s_retailer Mobile-all 0.45 0.14 0.12 10.02 < 0.001 0.67 0.48
Shopping_s_third All 0.47 0.07 0.01 1.25 0.281 0.44 0.77
Shopping_s_third Location-all 0.47 0.03 −0.00 0.96 0.433 0.51 0.80
Shopping_s_third Mobile-all 0.47 0.05 0.01 1.26 0.285 0.54 0.77
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